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entropy computation in partially observed markov chains

Abstract. Hidden Markov Chains (HMC) [1] are widely used in speech recognition, image processing or protein sequence analysis, due to early availability of ... 
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ENTROPY COMPUTATION IN PARTIALLY OBSERVED MARKOV CHAINS Fran¸cois Desbouvries Institut National des T´el´ecommunications, Evry, France e-mail: [email protected] Abstract Hidden Markov Chains (HMC) [1] are widely used in speech recognition, image processing or protein sequence analysis, due to early availability of efficient Bayesian restoration (Forward-Backward, Viterbi) or parameter estimation (Baum Welch) algorithms. More recently, the problem of computing in an HMC the entropy of the possible hidden state sequences that may have produced a given sequence of observations has been addressed, and an efficient (i.e., linear in the number of observations) algorithm has been proposed [2]. Among possible extensions of HMC, Pairwise (PMC) [3] and Triplet [4] Markov Chains (TMC) have been introduced recently. In a TMC we assume that t = (x, r, y), where x is the hidden process, y the observation and r a latent process, is a Markov chain (MC). So a TMC can be seen as a vector MC, in which one observes some component y and one wants to restore some part of the remaining components. In a TMC the marginal process (x, r) is not necessarily an MC, but the conditional law of (x, r) given the observations y is an MC; as in HMC, this key computational property enables the development of efficient restoration or parameter estimation algorithms. In this paper, we extend to TMC the entropy computation algorithm of [2]. The resulting algorithm remains linear in the number of observations. References: [1] Y. Ephraim and N. Merhav, ”Hidden Markov processes”, IEEE Transactions on Information Theory, vol. 48-6, pp. 1518-69, June 2002. [2] D. Hernando, V. Crespi and G. Cybenko, ”Efficient Computation of the Hidden Markov Model Entropy for a Given Observation Sequence”, IEEE tr. Info. Th., pp. 2681-85, July 2005 [3] W. Pieczynski, ”Pairwise Markov Chains”, IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 25-5, pp. 634-39, May 2003 [4] W. Pieczynski and F. Desbouvries, ”On Triplet Markov chains”, Proceedings of the International Symposium on Applied Stochastic Models and Data Analysis (ASMDA 2005), Brest, France, May 17-20, 2005 Key Words: Entropy, Hidden Markov Chains, Markovian models
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