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PREFACE This is a textbook for a first- or second-year graduate course for electrical and computer engineering (ECE) students in the area of digital image and video processing and coding. The course might be called Digital Image and Video Processing (DIVP) or some such, and have its heritage in the signal processing and communications areas of ECE. The relevant image (and video) processing problems can be categorized as image-inlimage-out, rather than image-inlanalysis-out types of problems. The latter are usually studied in similarly titled courses such as picture processing, image analysis, or even computer vision, often given in a computer-science context. We do, however, borrow some concepts from image analysis and computer vision such as motion estimation, which plays a key role in advanced video signal processing, and to a lesser extent (at present), object classification. The required background for the text is a graduate-level digital signal processing (DSP) course, a junior/senior-level course in probability, and a graduate course in discrete-time and continuous-time random processes. At Rensselaer, the course DIVP is offered in the Spring term as a graduate student's second course in DSP, coming just after a first graduate course in DSP and one on introduction to stochastic processes in the Fall term. A basic course in digital communications would also provide helpful background for the image- and video-coding chapters, however the presentation here is self-contained. Good students with deficiencies in one or more of these areas can however appreciate other aspects of the material, and have successfully completed our course, which usually involves a term project rather than final exam. It is hoped that the book is also suitable for self-study by graduate engineers in the areas of image and video processing and coding. The DIVP course at Rensselaer has been offered for the last 12 years, having started as a course in multidimensional DSP and then migrated over to bring in an emphasis first on image and then on video processing and coding. The book, as well as the course, starts out with two-dimensional signal processing theory, comprising the first five chapters, including 2-D systems, partial difference equations, Fourier and Z-transforms, filter stability, discrete transforms such as DFT and DCT and their fast algorithms, ending up with 2-D or spatial filter design. We also introduce the subband/wavelet transform (SWT) here, along with coverage of the DFT and DCy' This material is contained in the first five chapters and constitutes the signal-processing or first part of the book. However, there is also a later
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PREFACE



chapter on 3-D and spatiotemporal signal processing, strategically positioned just ahead of the video processing chapters. The second part, comprising the remaining six chapters, covers image and video processing and coding. We start out with a chapter introducing basic image processing, and include individual chapters on estimation/restoration and source coding of both images and video. Lastly we included a chapter on network transmission of video including consideration of packet loss and joint source-network Issues. This paragraph and the next provide detailed chapter information. Starting out the first part, Chapter 1 introduces 2-D systems and signals along with the stability concept, Fourier transform and spatial convolution. Chapter 2 covers sampling and considers both rectangular and general regular sampling patterns, e.g., diamond and hexagonal sample patterns. Chapter 3 introduces 2-D difference equations and the Z transform including recursive filter stability theorems. Chapter 4 treats the discrete Fourier and cosine transforms along with their fast algorithms and 2-D sectioned-convolution. Also we introduce the ideal subband/wavelet transform (SWT) here, postponing their design problem to the next chapter. Chapter 5 covers 2-D filter design, mainly through the separable and circular window method, but also introducing the problem of 2-D recursive filter design, along with some coverage of general or fully recursive filters. The second part of the book, the part on image and video processing and coding starts out with Chapter 6, which presents basic concepts in image sensing, display, and human visual perception. Here, we also introduce the basic image processing operators: box, Prewitt, and Sobel filters. Chapter 7 covers image estimation and restoration, including adaptive or inhomogeneous approaches, and concludes with a section on image- and blur-model parameter identification via the EM algorithm. We also include material on compound Gauss-Markov models and their MAP estimation via simulated annealing. Chapter 8 covers image compression built up from the basic concepts of transform, scalar and vector quantization, and variable-length coding. We cover basic DCT coders and also include material on fully embedded coders such as EZW, SPIHT, and EZBC and introduce the main concepts of the JPEG 2000 standard. Then Chapter 9 on three-dimensional (3-D) and spatiotemporal or multidimensional signal processing (MDSP) extends the 2-D concepts of Chapters 1 to 5 to the 3-D case of video. Also included here are rational system models and spatiotemporal Markov models culminating in a spatiotemporal reduced-update Kalman filter. Next, Chapter 10 studies interframe estimation/restoration and introduces motion estimation and the technique of motion compensation. This technique is then applied to motioncompensated Kalman filtering, frame-rate change, and deinterlacing. The chapter ends with the Bayesian approach to joint motion estimation and segmentation. Chapter 11 covers video compression with both hybrid and spatiotemporal transform approaches, and includes coverage of video coding standards such as MPEG 2 and H.264/AVC. Also presented are highly scalable coders based on the motion•
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compensated temporal filter (MCTF). Finally, Chapter 12 is devoted to video on networks, first introducing network fundamentals and then presenting some robust methods for video transmission over networks. We include methods of error concealment and robust scalable approaches using MCTF and embedded source coding. Of course, this last chapter is not meant to replace an introductory course in computer networks, but rather to complement it. However, we have also tried to introduce the appropriate network terminology and concepts, so that the chapter will be accessible to signal processing and communication graduate students without a networking background. This book also has an enclosed CD-ROM that contains many short MATLAB programs that complement examples and exercises on MDSP. There is also a .pdf document on the disk that contains high-quality versions of all the images in the book. There are numerous short video clips showing applications in video processing and coding. Enclosed is a copy of the vidview video player for playing .yuv video files on a Windows Pc. Other video files can generally be decoded and played by the commonly available media decoder/players. Also included is an illustration of effect of packet loss on H.264/AVC coded bitstreams. (Your media decoder/player would need an H.264/AVC decoder component to play these, however, some .yuv files are included here in case it doesn't.) This textbook can be utilized in several ways depending on the graduate course level and desired learning objectives. One path is to first cover Chapters 1 to 5 on MDSP, and then go on to Chapters 6, 7, and 8 to cover image processing and coding, followed by some material on video processing and coding from later chapters, and this is how we have most often used it at Rensselaer. Alternatively, after Chapters 1 to 5, one could go on to image and video processing in Chapters 6, 9, and 10. Or, and again after covering Chapters 1 to 5, go on to image and video compression in Chapter 7, part of Chapter 9, and 11. The material from Chapter 12 could also be included, time permitting. To cover the image and video processing and coding in Chapters 6 to 11 in a single semester, some significant sampling of the first five chapters would probably be needed. One approach may be to skip (or very lightly cover) Chapter 3 on 2-D systems and Z transforms and Chapter 5 on 2-D filter design, but cover Chapters 1,2, and part of Chapter 4. Still another possibility is to cover Chapters 1 and 2, and then move on to Chapters 6 to 12, introducing topics from Chapters 3 to 5 only as needed. An on-line solutions manual is available to instructors at textbooks.elsevier.com with completion of registration in the Electronics and Electrical Engineering subject area.



John W. Woods Rensselaer Polytechnic Institute Spring 2006
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0, a regular sampling on the continuous-space function Xc on the space (space-time axes) t1 and t2. Then the Fourier transform of the discrete-space sequence x(n1, n2) can be given as •
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SAMPLING THEOREM-RECTANGULAR CASE



Proof: We start by writing X(nl, n2) in terms of the samples of the inverse Fourier transform of X c(Ql, Q2): 1 x(nl, n2) =



Next we let



(2rr)
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6.



+00



+00
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-00-00



Q 1 T 1 and
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+ Q2 n2 T 2) dQ 1 dQ2.



Q2 T2 in the integral to get



-00



(2.1-1) where SQ(k 1 , k 2 ) is a 2rr x 2rr square centered at position (2rrk 1 , 2rrk 2 ), i.e.,



Then, making the change of variables (1)~ 6. (1)1 - 2rrk 1 and (1)~ rately and inside each of the above integrals, we get +rr -rr



1 (2n)2



+rr -rr



+rr -rr



1 =-==-X



6. (1)2 -



2rrk 2 sepa-



,



T 1 T2



(1)~



+rr -rr



+2rrk 1 (1)~ +2rrk 2 ' T1 T2



,



= 1FT



o



as was to be shown.



Equivalently, we have established the important and basic Fourier sampling relation (1)1 -



2rrk 1 T1



(1)2 -
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2rrk 2 T2
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(2.1-2)
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CHAPTER 2 • SAMPI.ING IN Two DIMENSIONS



which can also be written in terms of analog frequency as (2.1-3)



showing more clearly where the aliased components in X(Wl, (2) come from in the analog frequency domain. The aliased components are each centered on analog frequency locations 2;~2) for all integer grid locations (k k Of course, for X, lowpass, and for the case where the sampling density is not too low, we would expect that the main contributions to aliasing would come from the eight nearest neighbor bands corresponding to (k 1 , k2 ) = (±1, 0), (0, ±1), and (±1, ±1) in (2.1-2) and (2.1-3), which are sketched in Figure 2.1. This rectangular sampling produces a 2-D or spatial aliasing of the continuous-space Fourier transform. As such, we would expect to avoid most of the aliasing, for a nonideallowpass signal, by choosing the sampling periods T 1 , T2 small enough. We notice that a variety of aliasing can occur. It can be horizontal, vertical, and/or diagonal aliasing.
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I/Iustrating effect of nearest neighbor aliases for circular symmetric case
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We notice that if the input signal is rectangularly bandlimited in the following sense, n n Xc(S?I, !-h) = 0 for IQII;:::: or IQ2!;:::: , TI T2 or, equivalently, that supP{Xc(QI,Q2)} = (-n/TI,+n/TI) x (-n/T2,+n/T2), then we have no aliasing in the baseband, and



or, equivalently, in terms of analog frequencies,



so that Xc can be recovered exactly, where it is nonzero, from the FT of its sampled version, by



More generally, these exact reconstruction results will be true for any signal rectangularly bandlimited to [-QCj' +QCj] x [- Q C2 ' + Q C2]' whenever QCj



:s; n /TI and



QC2:S;



n /T2 .



This is illustrated in Figure 2.2 for a circularly bandlimited signal.
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Continuous Fourier transform that will not alias when sampled at multiples of
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2.1.1 RECONSTRUCTION FORMULA At this point we have found the effect of rectangular sampling in the frequency domain. We have seen that no information is lost if the horizontal and vertical sampling rate is high enough for rectangular bandlimited signals. Next we investigate how to reconstruct the original signal from these samples. To obtain Xc we start out by writing the inverse continuous-space 1FT: +00
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making use of the indicator function IQ11 < QCj and IQ2 < Q 1
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elsewhere. Continuing, T 1T2 xc(tt, t2) = (2rr)2
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Next we substitute X with its FT expression in terms of the samples x(n1, n2), +00



X(T1Q1, T2 Q2) =
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and then interchange the sums and integrals to obtain



+00



L



X(ll},



1l2)h(t} - 111 T I , t:



- 1l2 T2),



(2.1-4 )



where h (t1, t2) =
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The interpolation function h is the continuous-space 1FT 1
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which is the impulse response of the ideal rectangular lowpass filter IQ}I ~ Q CI and IQ 21~ Q C2 elsewhere. Equation (2.1-4) is known as the reconstruction formula for the rectangular sampling theorem, and is valid whenever the sampling rate satisfies and
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We note that the reconstruction consists of an infinite weighted sum of delayed ideallowpass filter impulse responses multiplied by a gain term of T} T2 centered at each sample location and weighted by the sample value X(ll}, 112)' As in the 1-D case [4], we can write this in terms of filtering as follows. First we define the continuous-space impulse train, sometimes called the modulated impulse train, +00



L



x(ll},



1l2)8(t} - 1l} T I , ti - 112 T 2) ,



and then we put this impulse train function through the filter with impulse response T} T 2h (t } , t2).
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When the sample rate is minimal to avoid aliasing, then we have the critical sampling case, and the interpolation function sinQqt1sinQc2t2



T1 Th 2 (t1, t2) = TT 1 2 ---'----- - - " - n t; n t: becomes sin(rr jT1)tl sin(rr jT2)t2 = T 1 T2 rrtl n t: sin(rr jT1)tl sin(rr jTz)tz .s: tl .z, t 7 Tl T ~ 2



sinQq tl sinQc2tz Q CI tl



Q C2ti



•



For this critical sampling case the reconstruction formula becomes (2.1-5) +00



=L (2.1-6) since rr ITi = Q c, in this case. For this critical sampling case, the interpolating functions sinQ q (tl - nl Tl) sin Q C2 (tz - n ZT2) Q q (tl - nl T 1) Q C2 (tz - ni Ti) have the property that each one is equal to 1 at its sample location (n 1 T 1 , n: T z ) and equal to 0 at all other sample locations. Thus at a given sample location, only one of the terms in the double infinite sum is nonzero. If this critical sampling rate is not achieved, then aliasing can occur as shown in Figure 2.1, showing alias contributions from the horizontally and vertically nearest neighbors in (2.1-3). Note that even if the analog signal is sampled at high enough rates to avoid any aliasing, there is a type of alias error that can occur on reconstruction due to an inadequate or nonideal reconstruction filter. Sometimes in the one-dimensional case, this distortion, which is not due to undersampling, is called imaging distortion to distinguish it from true aliasing error [2]. This term may not be the best to use in an image and video processing text, so if we refer to this spectral imaging error in the sequel, we will put "image" in quote marks.
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2.1.2 IDEAL RECTANGULAR SAMPLING In the case where the continuous-space Fourier transform is not bandlimited, one simple expedient is to provide an ideal continuous-space lowpass filter (Figure 2.3) prior to the spatial sampler. This sampler would be ideal in the sense that the maximum possible bandwidth of the signal is preserved alias free. The lowpass filter (LPF) would pass the maximum band that can be represented with rectangular sampling with period T l x T z , which is the analog frequency band [-rr ITt, +rr ITtJ x [-rr ITz , +rr ITz ] with passband gain = 1.



2.1-1 (nonisotropic signal spectra) Consider a nonisotropic signal with continuous Fourier transform support, as shown in Figure 2.4, that could arise from rotation of a texture that is relatively lowpass in one direction and broadband in the perpendicular direction. If we apply the rectangular sampling theorem to this signal, we get the minimal or Nyquist sampling rates EXAMPLE



resulting in the discrete-space Fourier transform support shown in Figure 2.5.



y(nl, nz) sample /---+> tr., T z ) System diagram for ideal rectangular sampling to avoid al/ aliasing error



Continuous-space Fourier transform with "diagonal" support
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Effect of rectangular sampling at rectangular Nyquist rate



After lowering vertical sampling rate below the rectangular Nyquist rate
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Basic cell, indicated by heavy lines, for diagonal analog Fourier transform support



Clearly there is a lot of wasted spectrum here. If we lower the sampling rates judiciously, we can move to a more efficiently sampled discrete-space Fourier transform with support as shown in Figure 2.6. This figure shows aliased replicas that do not overlap, but yet cannot be reconstructed properly with the ideal rectangular reconstruction formula, (2.1-5). If we reconstruct with an appropriate ideal diagonal support filter though, we can see that it is still possible to reconstruct this analog signal exactly from this lower samplerate data. Effectively, we are changing the basic cell in the analog frequency domain from [-Jr IT!, +Jr IT!] X [-Jr IT2 , +Jr IT1] to the diagonal basic cell shown in Figure 2.7. The dashed-line aliased repeats of the diagonal basic cell show the spectral aliasing resulting from the rectangular sampling, illustrating the resulting periodicity in the sampled Fourier transform. From this example we see that, more so than in one dimension, there is a wider variety of the support or shape of the incoming analog Fourier-domain data, and it is this analog frequency domain support that, together with the sampling rates, determines whether the resulting discrete-space data are aliased or not. In Example 2.1-1, a rectangular Fourier support would lead to aliased discrete-space data for such low spatial sampling rates, but for the indicated diagonal analog Fourier support shown in Figure 2.6, we see that aliasing will not occur if we use this new basic cell. Example 2.1-2 shows one way that such diagonal analog frequency domain support arises naturally.
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EXAMPLE 2.1-2 (propagating plane waves)



Consider the geophysical spatiotemporal data given as seCt, x) = get - xfu),



(2.1-7)



where v is a given velocity, v i= O. We can interpret this as a plane wave propagating in the +x direction when v is positive, with wave crests given by the equation t - x iu = constant. Here g is a given function indicating the wave shape. At position x = 0, the signal value is just get) = seCt, 0). At a general position x, we see this same function delayed by the propagation time xf u, Taking the continuous-parameter Fourier transform, we have seCt, x) exp -j(Qt + Kx) dt dx,



where Q as usual denotes continuous-time radian frequency, and the continuous variable K denotes continuous-space radian frequency, and is referred to as wavenumber. Plugging in the plane-wave equation (2.1-7), we obtain get - x/v) exp-j(Qt + Kx) dtdx



Se(Q,K) =



get - x/v) exp -jQt dt exp -jKx dx C(Q) exp(-jQx/v) exp -jKx dx = C(Q)



exp-j(Qx/v + Kx) dx



= 2rrC(Q)8(K



+ Q Iv),



K



K~



-Q/v Q



o



FT of ideal plane wave at velocity v > 0



SECTION



2.1 • SAMPLING THEOREM - RECTANGULAR CASE I



K



\



47



I I I



K=-Q/v



Q



1



:>r------+ I



o



- - - - --



f I I _I



Fourier transform illustration of approximate plane wave at velocity v
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2000 x 1000 pixel image with aliasing



a Dirac delta function in the frequency domain, concentrated along the line K + Q [u = 0, plotted in Figure 2.8.



If we relax the assumption of an exact plane wave in this example we get some spread out from this ideal impulse line, and hence find a diagonal Fourier transform support as illustrated in Figure 2.9. More on multidimensional geophysical processing is contained in [1]. EXAMPLE



2.1-3 (alias error in images)



In image processing, aliasing energy looks like ringing that is perpendicular to high frequency or sharp edges. This can be seen in Figure 2.10, where there was excessive high-frequency information around the palm fronds.
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Zoomed-in section of aliased image



We can see the aliasing in the zoomed-in image shown in Figure 2.11, where we see ringing parallel to the fronds, caused by some prior filtering, and aliased energy approximately perpendicular to the edges, appearing as a ringing approximately perpendicular to the fronds. A small amount of aliasing is not really a problem in images. To appreciate how the aliasing (or "imaging" error) energy can appear nearly perpendicular to a local diagonal component, please refer to Figure 2.12, where we see two alias components coming from above and below in quadrants opposite to those of the main signal energy, giving the alias error signal a distinct highfrequency directional component. 2.2 SAMPUNG THEOREM-GENERAL REGUlAR CASE



Now consider more general, but still regular, nonorrhogonal sampling on the regular grid of locations or lattice,



for sampling vectors VI and V2, or what is the same t = 111 and 112. Thus we have the sampled data x(n) ~



Xc (Vn) ,



nl Vi



+ n2V2 for all integers (2.2-1 )
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illustration of how alias (or "imaging ") error can arise in more directional case



with sampling matrix V ~ [Vi Vl]' The sampling matrix is assumed always invertible, since otherwise, the sampling locations would not cover the plane, i.e., would not be a lattice. The rectangular or Cartesian sampling we encountered in the preceding section is the special case Vl = (Tt, O)T and Vl = (0, T1)T.



2.2-1 (hexagonal sampling lattice) One sampling matrix of particular importance, EXAMPLE



v=



1



I/v'}



1



-1/v'3 '



results in a hexagonal sampling pattern. The resulting hexagonal sampling pattern is sketched in Figure 2.13, where we note that the axes nl and n: are no longer orthogonal to one another. The hexagonal sampling grid shape comes from the fact that the two sampling vectors have angle ±30" with the horizontal axis, and that they are of equal length. It is easily seen by example, though, that these sample vectors are not unique to produce this grid. One could as well use this Vl = (1. 1/ v'3ff together with V2 = (0,2/ ./3)T to generate this same lattice. We will see later that the hexagonal sampling grid can
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Hexagonal sampling grid in space



be more efficient than the Cartesian grid in many common image processing • situations. •



To develop a theory for the general sampling case of (2.2-1), we start by writing the continuous-space inverse Fourier transform 1 xc(t) =



(2Jr)



+00



+00



Xc(Q)exp+i(QTt)dQ,



2 -00-00



with analog vector frequency Q " (Q 1, Q2) T. Then, by definition of the sample locations, we have the discrete data as 1 x(n)= 2 7 (n)-



+00



+00



Xc(Q)exp+i(QTYn)dQ, -00



-00



which, upon writing to " yTQ, becomes 1 x(n)= 2 2 ( n)



+00



-00



+00



-00



dw Xc(y-Tw)exp+i(wTn) d Y' I et I



(2.2-2)



Here y- T denotes the inverse of the transpose sampling matrix y T , where the notational simplification is permitted because the order of transpose and inverse commute for invertible matrices. Next we break up the integration region in this
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-l-zr



-l-zr



2



-rr



-rr



1



6,



LX [y all k



d YI I et



c



[-n, +n] x [-n, +n] and write T



(w - 2;rr k )] exp+j(wTn)dw,



just as in (2.1-1) of the previous section, and valid for the same reason. We can now invoke the uniqueness of the inverse Fourier transform for 2-D discrete-space to conclude that the discrete-space Fourier transform X(w) must be given as 1



X(w)= d Y



I et I



LX [y c



T



(w - 2;rrk )] ,



all k



where the discrete-space Fourier transform X(w) = Ln x(n) exp( _jw Tn) just as usual. We now introduce the periodicity matrix U 6, 2;rry-T and note the fundamental equation (2.2-3)



where I is the identity matrix. This equation relates any regular sampling matrix to its corresponding periodicity matrix in the analog frequency domain. In terms of periodicity matrix U we can write 1 X(w) = IdetYI



L Xc



1 2;rr U(w - 2nk)



,



(2.2-4)



all k



which can be written also in terms of the analog frequency variable Q as T



X(y Q) = d



1



I etYI



"Xc(Q - Uk) , L all k



which shows that the alias location points of the discrete-space Fourier transform have the periodicity matrix U when written in the analog frequency variable Q. For the rectangular sampling case with sampling matrix



the periodicity matrix is _



U-



2n/T1 0



showing consistency with the results of the previous section, i.e., (2.2-4) simplifies to (2.1-2).
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2.2-2 (general hexagonal case) Consider the case where the sampling matrix is hexagonal, EXAMPLE



T



T



TI../3



V=



- TI../3 '



with T being an arbitrary scale coefficient for the sampling vectors. The corresponding periodicity matrix is easily seen to be



niT U = n../3IT and Idet VI = 2 T2 1../3. The resulting repetition or alias anchor points in analog frequency space are shown in Figure 2.14. Note that the hexagon appears rotated (by 30°) from the hexagonal sampling grid in the spatial dimension in Figure 2.13. At each alias anchor point, a copy of the analog Fourier transform would be seated. Aliasing will not occur if the support of the analog Fourier transform was circular and less than n../3IT in radius. We next turn to the reconstruction formula for the case of hexagonal sampling.



2.2.1 HEXAGONAL RECONSTRUCTION FORMULA First we have to scale down the hexagonal grid with scaling parameter T till there is no aliasing (assuming finite analog frequency domain support). Then we have



and so 1



2n



2



expUQ T (t - Vn)] dQ,



Lx(n) n



13



where B is the hexagonal frequency domain basic cell shown in Figure 2.15. This basic cell is determined by bounding planes placed to bisect lines joining spectral alias anchor points and the origin. The whole Q plane can be covered without gaps or overlaps by repeating this basic cell centered at each anchor point (tessellated). It is worthwhile noting that an analog Fourier transform with circular support would fit nicely in such a hexagonal basic cell.
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-nl3fT 1, Izzi > I}. Note, however, that the corresponding Fourier transform has a problem here, and needs Dirac impulses. In fact, using the separability of u++(nl. nz) and noting the 1-D Fourier transform pair, 1



u(n)



{:>



U(w) = rr8(w) + 1 _ ei > '



we obtain the 2-D Fourier transform, rr8(wz)+



1 1-



. . Wz



e-/



If we consider the convolution of two of these step functions, this should correspond to multiplying the transforms together. For the Z-transform, there is no problem, and the region of convergence remains unchanged. For the Fourier transform though, we would have to be able to interpret (8(Wl»Z which is not possible, as powers and products of singularity functions are unstudied and so not defined. Conversely, a sequence without a Z-transform but which possesses a Fourier transform is sin con, which in 2-D becomes the plane wave sin(wlnl + wznz). Thus, each transform has its own useful place. The Fourier transform is not strictly a subset of the Z-transform, because it can use impulses and other singularity functions, which are not permitted to Z-transforms. We next turn to the stability problem for 2-D systems and find that the Z-transform plays a prominent role, just as in one dimension. However, the resulting 2-D stability tests are much more complicated, since the zeros and poles are functions, not points, in 2-D z space.



3.5 2-D FILTER STABILITY Stability is an important concept for spatial filters as in the 1-D case. The FIR filters are automatically stable due to the finite number of presumably finite-valued coefficients. Basically stability means that the filter response will never get too large, if the input is bounded. For a linear filter, this means that nothing unpredictable or chaotic could be caused by extremely small perturbations in the input. A related notion is sensitivity to inaccuracies in the filter coefficients and computation, and stability is absolutely necessary to have the desired low sensitivity.
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Stability is also necessary so that boundary conditions (often unknown in practice) will not have a big effect on the response far from the boundary. So, stable systems are preferred for a number of practical reasons. We start with the basic definition of stability of an LSI system.



3.5-1 (stability of an LSI system) We say a 2-D LSI system with impulse response h(n1, n2) is bounded-input bounded-output (BIBO) stable if DEFINITION



+00



Ilhllt



L



I'>



h(k 1, k 2) < 00.



k1,k1=-00



The resulting linear space of signals is called 11 and the norm I hill is called the 11 norm. Referring to this signal space, we can say that the impulse response is BIBO stable if and only if (iff) it is an element of the 11 linear space, i.e., system is stable







b e li.



(3.5-1)



Clearly this means that for such a system described by convolution, the output will be uniformly bounded if the input is uniformly bounded. As we recall from Chapter 1, Section 1.1,



L



x(n1 - k 1, n2 - k 2)h(k 1, k 2)



k1,k 1



~ max xtk«, k 2) .



L



h(k 1, k 2)



k1,k 1



= M .




 1. Note that the support of this h is in the second quadrant. Computing the Z-transform, we obtain H( Zl, Zz ) = 1 + a



-1



~1



ZlZz



+ a -z ZlZz Z ~z + ...



1



with Rh = {lal-1Iz11Izzl-1 < 1}.



We can sketch this ROC as shown in Figure 3.10.



If a 2-D filter has support in the remaining two quadrants, the ROC minimal size region can easily be determined similarly. We have thus proved our first theorems on spatial filter stability. THEOREM



3.5-1 (Shanks et al. [9])



A 2-D or spatial filter with first-quadrant support impulse response h(n1, nz) and rational system function H(Zl, zz) = B(Zl, zZ)/A(Zl, zz) is bounded-input bounded-output stable if A(Zl, zz) =1= 0 in a region including {Iz11? 1, Izzl? 1}. Ignoring the effect of the numerator B(Zl, zz), this is the same as saying that H(Zl, zz) is analytic, i.e., H =1= 00, in this region. For second-quadrant impulse response support, we can restate this theorem. THEOREM



3.5-2 (second quadrant stability)



A 2-D or spatial filter with second-quadrant support impulse response h(n1, nz) and rational system function H(Zl, zz) = B(Zl, zZ)/A(Zl, zz) is bounded-input bounded-output stable if A(Zl, zz) =1= 0 in a region including {Iz11:S;; 1, Izzl? 1}.
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Similarly, here are the theorem restatements for filters with impulse response support on either of the remaining two quadrants. THEOREM



3.5-3



(third quadrant stability)



A 2-D or spatial filter with third-quadrant support impulse response h(nl, n2) and rational system function H(ZI, Z2) = B(Zl, Z2) / A(Zl, Z2) is boundedinput bounded-output stable if A(ZI, Z2) 1= a in a region including {Izll ~ 1, IZ21 ~ 1}. THEOREM



3.5-4



(fourth quadrant stability)



A 2-D or spatial filter with fourth-quadrant support impulse response h(nj,n2) and rational system function H(Zl,Z2)=B(ZI,Z2)/A(Zl,Z2) is bounded-input bounded-output stable if A(ZI, Z2) 1= a in a region including {IZ11·~ 1, IZ21 ~ 1}.



If we use the symbol ++ to refer to impulse responses with first-quadrant support, -+ to refer to those with second-quadrant support, and so forth, then all four zero-free regions for denominator polynomials A can be summarized in the diagram of Figure 3.11. In words, we say "a ++ support filter must have ROC including (IZII ~ 1, IZ21 ~ 1}," which is shown as the ++ region in Figure 3.11. A general support spatial filter can be made up from these four components as either a sum or convolution product of these quarter-plane impulse responses,



or htn«. n2) = h++ (nl, n2)



* h+_ (nl, n2) * h_+(nl, n2) * h __ (nl, ni).



Both of these general representations are useful for 2-D recursive filter design, as we will encounter in Chapter 5. To test for stability using the preceding theorems would be quite difficult for all but the lowest order polynomials A, since we have seen previously that the zero loci of 2-D functions are continuous functions in one of the complex variables, hence requiring the evaluation of an infinite number of roots. Fortunately, it is possible to simplify these theorems. We will take the case of the ++ or firstquadrant support filter here as a prototype. THEOREM



3.5-5



(simplified



++ test)



A ++ filter with first-quadrant support impulse response htrt«, n2) and rational system function H (Zl, Z2) = B (ZI , Z2) / A(ZI, Z2) is bounded-input bounded-output (BIBO) stable if the following two conditions exist:



(0) (b)



iwj A (e , Z2) A(ZI, eiW2)



1= a in a region including {all WI. IZ21 ~ 1}. 1= a in a region including {IZII ~ 1, all W2}.
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Illustration of necessary convergence regions for all four quarter-plane support
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1 Figure used in proof of Theorem 3.5-5



Proof: We can construct a proof by relying on Figure 3.12. Here the x x represent known locations of the roots when either IZII = 1 or IZ21 = 1. Now, since it is known in mathematics that the roots must be continuous functions of their coefficients [1], and since the coefficients, in turn, are simple polynomials in the other variable, it follows that each of these roots must be a continuous function of either Zl or Z2. Now, as IZll /, beyond 1, the roots cannot cross the line IZ21 = 1 because of condition b. Also, as IZ21 /, beyond 1, the roots cannot cross the line IZII = 1 because of condition a. We thus conclude that the region {Izli ;? 1, IZ21 ;? I} will 0 be zero-free by virtue of conditions a and b, as was to be shown. This theorem has given us considerable complexity reduction, in that the three-dimensional conditions a and b can be tested with much less work than 2 can the original four-dimensional C condition. To test condition a of the theorem, we must find the roots in Z2 of the indicated polynomial, whose coefficients are a function of the scalar variable WI, with the corresponding test for theorem condition b.
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I/Iustration of root map of condition a of Theorem 3.5-5



3.5.3 ROOT MAPS We can gain more insight into Theorem 3.5-5 by using the technique of root mapping. The idea is to fix the magnitude of one complex variable, say IZll = 1, and then find the location of the root locus in the Z2 plane as the phase of Zl varies. Looking at condition a of Theorem 3.5-5, we see that as (1}1 varies from -n to +n, the roots in the Z2 plane must stay inside the unit circle there, in order for the filter to be stable. In general, there will be N such roots or root maps. Because the coefficients of the Z2 polynomial are continuous functions of Zl, as mentioned previously, it follows from a theorem in algebra that the root maps will be continuous functions [1]. Since the coefficients are periodic functions of WI, the root maps will additionally be closed curves in the Z2 plane. This is illustrated in Figure 3.13. So a test for stability based on root maps can be constructed from Theorem 3.5-5, by considering both sets of root maps corresponding to condition a and condition b, and showing that all the root maps stay inside the unit circle in the target z plane. Two further Z-transform stability theorem simplifications have been discovered, as indicated in the following two stability theorems. THEOREM



3.5-6



(Huang [5])



The stability of a first-quadrant or ++ quarter-plane filter of the form H(Zl, Z2) = B(Zl. z2)/A(Zl, Z2) is assured by the following two conditions:



10)



j 1 A(e 'V ,



lb)



A(Zl, 1) =1=



Z2) =1=



a in a region including {all w1,lz21? 1}.



a for all



lz.] ? 1.



Proof: By condition a, the root maps in the zz plane are all inside the unit circle. But also, by condition a, none of the root maps in the Zl plane can cross the unit
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circle. Then condition b states that one point on these ZI plane root maps is inside the unit circle, i.e., the point corresponding to W2 = O. By the continuity of the root map, the whole ZI plane root map must lie inside the unit circle. Thus by Theorem 3.5-5, the filter is stable. D A final simplification results in the next theorem. THEOREM



3.5-7 (DeCarlo-Strintzis [11])



The stability of a first-quadrant or ++ quarter-plane filter of the form H(ZI, Z2) = B(ZI, Z2)/A(ZI, Z2) is assured by the following three conditions:



la) (b) (e)



A (ei(u 1 , ei(u 2 ) =I- 0 for all WI, W2. A(zi. 1) =I- 0 for all lzj l > 1. A (1, Z2) =I- 0 for all IZ21 ? 1.



Proof: Here, condition a tells us that no root maps cross the respective unit circles. So, we know that the root maps are either completely outside the unit circles or completely inside them. Conditions band c tell us that there is one point on each set of root maps that is inside the unit circles. We thus conclude that all root maps D are inside the unit circles in their respective Z planes. A simple example of the use of these stability theorems in stability tests follows. EXAMPLE



3.5-2 (filter stability test)



Consider the spatial filter with impulse response support on the first-quadrant and system function



l so that we have A(ZI. zz) = 1- az i + bzz I, By Theorem 3.5-1, we must have A(Zl, zz) =I- 0 for {IZII ? 1, lzz] ? I}. Thus all the roots zz = f(zl) must satisfy Izzl = If (ZI) I < 1 for all lzj ] > 1. In this case we have, by setting A(ZI. zz) = 0, that zz=f(zl)=



b 1 - az-1



1



.



Consider IZII > 1, and assuming that we must have lal < 1, then we have
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I/Iustration of NSHP coefficient array support



with the maximum value being achieved for some phase angle of for BIBO stability of this ++ filter, we need



Ib[ 1-[a[



O},



as illustrated in Figure 3.14. With reference to this figure we can see that an NSHP filter makes wider use of the previously computed outputs, assuming a conventional raster scan, and hence is expected to have some advantages. We can see that this NSHP filter is a generalization of a first-quadrant filter, which includes some points from a neighboring quadrant, in this case the second. Extending our notation, we can call such a filter a EB+NSHP filter, with other types being denoted 8+, +8, etc. We next present a stability test for this type of spatial recursive filter. THEOREM



3.5-8 (NSHP filter stability [3])



A EB+NSHP support spatial filter is stable in the BIBO sense if its system function H(Zl, Z2) = B(Zl, z2)/A(Zl, Z2) satisfies the following conditions:



SECTION



(oj



3.5 • 2-D FILTER STABILITY



99



H (ZI , 00) is analytic, i.e., free of singularities, on {IZII ;? 1}. jw1 H(e+ , Z2) is analytic on {IZ21;? 1}, for all WI E [-n, -l-zr ].



(bJ



Discussion: Ignoring possible effects of the numerator on stability, condition a states that A(ZI, 00) =1= on {IZI I ;? 1} and condition b is equivalently the condition jW j A(e+ , Z2) =1= on {IZ21;? 1} for all WI E [-n, +n], which we have seen several



°



°



times before. To see what the stability region should be for a EB+NSHP filter, we must realize that now we can no longer assume that nl ;? 0, so if the Ztransform converges for some point (z~, z~), then it must also converge for all (ZI, Z2) E {IZll = IZ~ I, IZ21 ;? Iz~ I}. By filter stability we know that h E 11 so that the Z-transform H must converge for some region including {IZII = IZ21 = 1}, so the region of convergence for H a EB+NSHP filter must only include {IZll = 1, IZ21 ;? 1}. To proceed further we realize that for any EB+NSHP filter H = l/A, and we can wnte •



A(Zl, Z2) = A(ZI, oo)A I (Zl, Z2),



with AI(ZI, Z2) f). A(ZI, z2)/A(ZI, 00). Then the factor Al will not contain any coefficient terms al (nl, ni) on the current line. As a result its stability can be completely described by the requirement that A I(e+ jw1 , z2) =1= on {IZ21;? 1} for all WI E [-n, +n].5 Similarly, to have the first factor stable, in the +nl direction, we need A(ZI, 00) =1= on {IZII ;? 1}. Given both conditions a and b then, the EB+NSHP filter will be BIBO stable. This stability test can be used on first-quadrant quarter-plane filters, since they are a subset of the NSHP support class. If we compare to Huang's Theorem 3.5-6, for example, we see that condition b here is like condition a there, but the l-D test (condition a here) is slightly simpler than the l-D test (condition b there). Here we just take the l-D coefficient array on the horizontal axis for this test, while in Theorem 3.5-6, we must add the coefficients in vertical columns first.



°



°



EXAMPLE 3.5-3 (stability test of ++ filter using NSHP test)



Consider again the spatial filter with impulse response support on the firstquadrant, i.e., a ++ support filter, and system function



I



I.



so that we have A(ZI, Z2) = 1 - az 1 + bzZ Since it is a subclass of the EB+NSHP filters, we can apply the theorem just presented. First we test conl dition a: A(ZI, 00) = 1 - az i = implies Zl = a, and hence we need lal < 1. I jW j jw1 Then testing condition b, we have A (e+ ,Z2) = 1 - ae- - bz Z = 0, which



°



5. Filters with denominators solely of form Al are called symmetric half-plane (SHP).
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implies Z2



b = . . 1 - ae-/ UJ j



Since we need IZ21 < 1, we get the requirement lal + Ibl < 1, just as before. The next example uses the NSHP stability test on an NSHP filter, where it is needed. EXAMPLE 3.5-4 (test of NSHP filter)



Consider an impulse response with EB+NSHP support, given as



where we see that the recursive term in the previous line is now "above and to the right," instead of "above," as in a ++ quarter-plane support filter. First 1 we test condition a: A(Zl, (0) = 1 - az 1 = 0 implies Zl = a, and hence we need lal < 1. Then testing condition b, we have A(e+i UJ j , Z2) = 1 - ae-/UJ j bei UJ j Z2 1 = 0, which implies



Z2 =



..



1 - aer»:



Since we need IZ21 < 1, we get the requirement lal + Ibl < 1, same as before.



3.6 CONCLUSIONS This chapter has looked at how the Z-transform generalizes to two dimensions. We have also looked at spatial difference equations and their stability in terms of the Z-transform. The main difference with the 1-D case is that 2-D polynomials do not generally factor into first-order, or even lower-order factors. As a consequence, we found that poles and zeros of Z-transforms were not isolated, and have turned out to be surfaces in the multidimensional complex space. Filter stability tests are much more complicated, although we have managed some simplifications that are computationally effective given today's computer power. Later, when we study filter design, we will incorporate the structure and a stability constraint into the formulation. We also introduced filters with the more general nonsymmetric half-plane support and briefly investigated their stability behavior in terms of Z-transforms.
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PROBLEMS



1



Find the 2-D Z-transform and region of convergence of each of the followmg: (0) u++ (nl, n2) (b) p(nj+n z), Ipi < 1 (e) b(nj + 2nz)u(nl, n2) (d) u.i.; (nl, n2) Show that •



2



satisfies the spatial difference equation



3



4



over the region nl ~ 0, na ~ O. Assume initial rest, i.e., all boundary conditions on the top side and left-hand side are zero. For the impulse response found in Example 3.1-2, use Stirling's forrnula'' for the factorial to estimate whether this difference equation can be a stable filter or not. In Section 3.1, it is stated that the solution of an LCCDE over a region can be written as y(nl, n2) = YZr(nl, n2)



S



where YZI is the solution to the boundary conditions with the input x set to zero, and vzs is the solution to the input x subject to zero boundary conditions. Show why this is true. Consider the 2-D impulse response



h (ni. na )



6



+ YZS(nl, nz),



+nz ( = 5PI u nl, nj



n:



)



*



-nz ( ) P2 u nl, n2 , nj



where u is the first-quadrant unit step function, and the Pi are real numbers that satisfy -1 < Pi < + 1 for i = 1,2. (Note the convolution, indicated by *.) (0) Find the Z-transform H(ZI, Z2) along with its region of convergence. (b) Can h be the impulse response of a stable filter? Find the inverse Z-transform of _



X (ZI, Z2) -



1



O.9z I



1 I



1 - O.9ii 1 - O.9z2



I



+1-



O.9z2 9



O.9z 1 1 - O. Z2



'



with ROC x ~ {IZII = IZ21 = 1}. Is your resulting x absolutely summable? 6. A simple version of Stirling's formula (Stirling, 1730) is as follows: n' '" .)2rrnnne- n.
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Prove the Z-transform relationship in (3.4-1) for linear mapping of variables. Find the inverse Z-transform of 1 X(Zl,ZZ) =



-I



1 - (Zl



-1'



+ Zz



)



1 1 I IZ11- + Izzl- < I} via series expansion.



with ROC = I (Zl, zz) 9 Show that an N x N support signal can always be written as the sum of N or fewer separable factors, by regarding the signal as a matrix and applying a singular value decomposition [10]. lOUse Z-transform root maps to numerically test the following filter for stability in the ++ causal sense. H(zl,zz) =



11



12



-1



1 - ZZl



1 -1



-I



- 4Z1 Zz



1



-z :



- 4ZZ



Use MATLAB and the functions ROOTS and POLY. Prove Theorem 3.5-3, the Z-transform stability condition for a spatial filter H(Zl,ZZ) = 1jA(zl,zz) with third-quadrant support impulse response h(n1, nz). Consider the following 2-D difference equation: y(n1, nz)



13



1



1



+ 2y(n1



- 1, nz)



+ 3y(n1, n: -



1) + 7y(n1 - 1, n: -1) = x(nl, nz).



In the following parts please use the standard image-processing coordinate system: n1 axis horizontal, and n: axis downward. (a) Find a stable direction of recursion for this equation. (b) Sketch the impulse response support of the resulting system of part (a). (e) Find the Z-transform system function along with its associated ROC for the resulting system of part (a). Consider the three-dimensional linear filter B(Zl, Zz, Z3) H(ZI, Zz, Z3) = A( )' Zl,ZZ,Z3



where a(O, 0, 0) = 1,



where ZI and Zz correspond to spatial dimensions and Z3 corresponds to the time dimension. Assume that the impulse response htn«, n i- n3) has firstoctant support in parts (a) and (b) below. Note: Ignore any contribution of the numerator to system stability. (a) If this first-octant filter is stable, show that the region of convergence of H(Zl,ZZ,Z3) must include IIz11 = Izzl = IZ31 = I}. Then extend this ROC as appropriate for the specified first-octant support of the impulse response htn«, nz, n3). Hence conclude that stability implies that
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A(z], zz, Z3) cannot equal zero in this region, i.e., this is a necessary condition for stability for first-octant filters. What is this stability region? (bl Show that the condition that A(z], Zz, Z3) -lOon the stability region of part (a) is a sufficient condition for stability of first-octant filters. (el Let's say that a 3-D filter is causal if its impulse response has support on {n I n3 ~ O}. Note that there is now no restriction on the spatial support, i.e., in the n] and n i dimensions. What is the stability region of a causal 3-D filter? Consider computing the output of a NSHP filter on a quarter-plane region. Specifically, the filter is y(n], nz) = 0.2y(n] -1, nz) +OAy(n], nz -1) +0.3y(n] + 1, nz -1) +x(n], nz) and the solution region is {n] ~ 0, nz ~ O}, with a boundary condition of zero along the two edges n] = -1 and nz = -1. This then specifies a system T mapping quarter-plane inputs x into quarter-plane outputs y, i.e., y = T[x].



(el



(bl (el



Is T a linear operator? Is T a shift-invariant operator? Is T a stable operator?
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In this chapter we look at discrete space transforms such as discrete Fourier series, discrete Fourier transform (DFT), and discrete cosine transform (DCT) in two dimensions. We also discuss fast and efficient realizations of the DFT and DCT. The DFT is a heavily used tool in image and multidimensional signal processing. Block transforms can be obtained from scanning the data into small blocks and then performing the DFT or DCT on each block. The block DCT is used extensively in image and video compression for transmission and storage. We also consider the subband/wavelet transform (SWT), which can be considered as a generalization of the block DCT wherein the basis functions can overlap from block-to-block. These SWTs can also be considered as a generalization of the Fourier transform wherein resolution in space can be traded off versus resolution in frequency.



4.1 DISCRETE FOURIER SERIES The discrete Fourier series (DFS) has been called the "the Fourier transform for periodic sequences," in that it plays the same role for them that the Fourier transform plays for nonperiodic (ordinary) sequences. The DFS also provides a theoretical stepping stone toward the discrete Fourier transform, which has great practical significance in signal and image processing, as a Fourier transform for finite support sequences. Actually, we can take the Fourier transform of periodic sequences, but only with impulse functions. The DFS can give an equivalent representation without the need for Dirac impulses. Since this section will mainly be concerned with periodic sequences, we establish the following convenient notation: Notation: We write x(n[, n2) to denote a sequence that is rectangularly periodic with period N[ x N 2 when only one period is considered. If two or more periods are involved in a problem, we will extend this notation and denote the periods explicitly.



4.1-1 (discrete Fourier series) For a periodic sequence x(nl, n2), with rectangular period N[ x N2 for positive integers N; and N 2 , we define its DFS transform as DEFINITION



for all integers k 1and k: in the lattice Z2, i.e.,



-00




 = A4>, and corresponding Karhunen-Loeve transform (KLT) given by



Thus the 1-D DCT of a first-order Markov random vector of dimension N should be close to the KLT of x when its correlation coefficient p ~ 1. This ends the review of the 1-D DCT.
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Illustration of 2-D symmetric extension used in the OCT



4.3.3



SYMMETRIC EXTENSION IN 2-D OCT



Since the 2-D DCT



is just the separable operator resulting from application of the 1-D DCT along first one dimension and then the other, the order being immaterial, we can easily extend the 1-D DCT properties to the 2-D case. In terms of the connection of the 2-D DCT with the 2-D DFT, we thus see that we must symmetrically extend in, say, the horizontal direction and then symmetrically extend that result in the vertical direction. The resulting symmetric function (extension) becomes y(n1' n2) [:, x(n1, n2)



+ x(n1, 2N2 -



1 - n2)



+ x(2N[



- 1 - n1, n2)



+x(2N1 -1- n1,2N2 -1-n2),



which is sketched in Figure 4.12, where we note that the symmetry is about the and N 2 Then from (4.3-5), it follows that the 2-D DCT is given lines N 1 in terms of the N 1 x N 2 point DFT as



±.



-1



X C (k 1, k 2) =



k l!2 2/ 2 y k k W2N W2N (1, 0 1 2



,



k2),



(k 1 , k2 ) else.



E



[0, N 1 - 1] x [0, N 2 -1]
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COMMENTS



1 2



3 4



4.4



We see that both the 1-D and 2-D DCTs involve only real arithmetic for real-valued data, and this may be important in some applications. The symmetric extension property can be expected to result in fewer highfrequency coefficients in DCT with respect to DFT. Such would be expected for lowpass data, since there would often be a jump at the four edges of the N I x N 2 period of the corresponding periodic sequence x(nl, no), which is not consistent with small high-frequency coefficients in the DFS or DFT. Thus the DCT is attractive for lossy data storage applications, where the exact value of the data is not of paramount importance. The DCT can be used for a symmetrical type of filtering with a symmetrical filter (see end-of-chapter problem 14). 2-D DCT properties are easy generalizations of 1-D DCT properties in Section 4.3.2.



SUBBAND/WAVELET TRANSFORM (SWT)4



The DCT transform is widely used for compression, in which case it is almost always applied as a block transform. In a block transform, the data are scanned, a number of lines at a time, and the data are then mapped into a sequence of blocks. These blocks are then operated upon by 2-D DCT. In the image compression standard JPEG, the DCT is used with a block size of 8 x 8. SWTs can be seen as a generalization of such block transforms, a generalization that allows the blocks to overlap. SWTs make direct use of decimation and expansion and LSI filters. Recalling Example 2.3-1 of Chapter 2, we saw that ideal rectangular filters could be used to decompose the Ln x Ln unit cell of the frequency domain into smaller regions. Decimation could then be used on these smaller regions to form component signals at lower spatial sample rates. The collection of these lower sample rate signals then would be equivalent to the original high-rate signal. However, being separate signals, now they are often amenable to processing targeted to their reduced frequency range, and this has been found useful in several to many applications.



4.4.1



IDEAL FILTER CASE



To be specific, consider the four-sub band decomposition shown in Figure 4.13. Using ideal rectangular filters, we can choose H oo to pass the LL subband {lwII :::;; n 12, IW21 :::;; n 12} and reject other frequencies in [-n, +n]2. Then, after 2 x 2 decimation, set H lO to pass the HL subband {n12 < IWll, IW21 :::;; nI2}, set 4. What we here call the sub band/wavelet transform (SWT) is usually referred to as either the discrete wavelet transform (DWT) or as the subband transform.
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SUBBANO/WAVELET TRANSFORM (SWTI
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Contour plot of separable impulse response
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Imaginary part of horizontal Sobel operator frequency response



with the central row being weighted up to achieve some emphasis on the current row or column. Both the Sobel and Prewitt operators are used widely in image analysis [8] to help locate edges in images. Location of edges in images can be a first step in image understanding and object segmentation, where the output of these "edge detectors" must be followed by some kind of regularization, i.e., smoothing, thinning, and gap filling [6]. A plot of the imaginary part of the frequency response of the Sobel operator, centered on zero, is shown in Figure 6.19, with a contour plot in Figure 6.20. Please note that the plots look like a scaled version of WI, but only for low frequencies. In particular, the side lobes at high W2 indicate that this "derivative" filter is only accurate on lowpass data, or alternatively should only be used in combination with a suitable lowpass filter to reduce these side lobes.



6.6.5



LAPLACIAN FILTER



In image processing, the name Laplacian filter often refers filter



o



-1



o



-1



4



-1



o



-1



o



to



the simple 3 x 3 FIR



•



used as a first-order approximation to the Laplacian of an assumed underlying continuous-space function X(tl. t2): •
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Contour plot of imaginary part of horizontal Sobel operator
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Contour plot of magnitude frequency response of Laplace filter



The magnitude of the frequency response of this Laplace filter is shown in Figure 6.21, where again we note the reasonable approximation at low frequencies only. The zero-crossing property of the Laplacian can be used for edge location. Often these derivative filters are applied to a smoothed function to avoid problems
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with image noise amplification [6]. Another Laplacian approximation is available using the Burt and Adelson Gaussian filter [3].



6.7



CONCLUSIONS



The basic properties of images, sensors, displays, and the human visual system studied in this chapter are the essential topics that provide the link between multidimensional signals and images and video. Most applications to image and video signal processing make use of one or more of these properties. In this chapter we also reviewed some simple image processing filters that are commonly used in practice, and noted their shortcomings from the frequency-response viewpoint. Design techniques from Chapter 5 can usefully be applied here to improve on some of these simple image processing filters.



6.8



PROBLEMS



lOne issue with the YC R CB color space comes from the constraint of positivity for the corresponding RGB values. la) Using lO-bit values, the range of RGB data is [0,1023]. What is the resulting range for each of Y, CR , and CB ? (b) Does every point in the range you found in part a correspond to a valid RGB value, i.e., a value in the range [0, 1023]? 2 From the Mannos and Sakrison human visual system (HVS) response function of Fig. 6.10, how many pixels should there be vertically on a 100-inch vertical screen, when viewed at a distance of 3H, i.e., 300 inches? at 6H? Assume we want the HVS response to be down to 0.01 at the Nyquist frequency. 3 Assume the measured just-noticeable difference (JND) is L11 = 1 at 1=50. Hence L11/1 = 0.02.



Consider a range of intensities 1=10 = 1 to 1= 100. la) If we quantize I with a fixed step-size, what should this step-size be so that the quantization will not be noticeable? How many steps will there be to cover the full range of intensities with this fixed step-size? How many bits will this require in a fixed-length indexing of the quantizer outputs? lb) If we instead quantize contrast C = In (Ij10) ,



with a fixed step-size quantizer, what should L1 C be? How many steps are needed? How many bits for fixed-length coding of the quantizer output?
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Referring to the three-channel theory of color vision (6.1-1 )-( 6.1-3), assume that three partially overlapping human visual response curves (luminous efficiencies) SR (),), sc(A), and SB (A) are given. Let there be a camera with red, green, and blue sensors with response functions SeR (A), SeC (A), and SeB (A), where the subscript c indicates "camera." Let the results captured by the camera be displayed with three very narrow wavelength [here modeled as monochromatic seA) = 8(A)] beams, additively superimposed, and centered at the wavelength peak of each of the camera luminous efficiencies. Assuming white incident light, i.e., uniform intensity at all wavelengths, what conditions are necessary so that we perceive the same R, G, and B sensation as if we viewed the scene directly? Neglect any nonlinear effects. In "white balancing" a camera, we capture the image of a white card in the ambient light, yielding three R, G, and B values. Now, we might like these three values to be equal; however, because of the ambient light not being known, they may not be. How should we modify these R, G, and B values to "balance" the camera in this light? If the ambient light source changes, should we white balance the camera again? Why? Consider the "sampling" that a CCD or CMOS image sensor does on the input Fourier transform X (.Q1, .Ql). Assume the sensor is of infinite size and that its pixel size is uniform and square with size TxT. Assume that, for each pixel, the incoming light intensity (monochromatic) is integrated over the square cell and that the sample value becomes this integral for each pixel (cell). (a) Express the Fourier transform of the resulting sample values; call it XCCD(W1, Wl) in terms of the continuous Fourier transform X(.Q1, .Ql)' (bl Assuming spatial aliasing is not a problem, find the resulting discretespace transform X ((V1, (Vl). The box filter was introduced in Section 6.6 as a simple FIR filter that finds much use in image processing practice. Here we consider a square L x L box filter and implement it recursively to reduce the required number of additions. (al Consider an odd-length I-D box filter with L = 2M + 1 points and unsealed output n+M



Ly(n) =



L



x(n),



k=n-M



and show that this sum can be realized recursively by Ly(n) = Ly(n - 1)



(bl



+ x(n + M) -



x(n - M).



How many adds and multiplies per point are required for this I-D filter? Find a 2-D method to realize the square L x L box filter for odd L. How much intermediate storage is required by your method? (Intermediate storage is the temporary storage needed for the processing. It does
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not include any storage that may be needed to store either the input or output arrays.) For the horizontal derivative 3 x 3 FIR approximation called the Sobel operator, consider calculating samples of its frequency response with a 2-D DFT program. Assume the DFT is of size N x N for some large value of N. laJ Where can you place the Sobel operator coefficients in the square [0, N - 1]2 if you are only interested in samples of the magnitude response? lbJ Where must you place the Sobel operator coefficients in the square [0, N - 1]2 if you are interested in samples of the imaginary part of the Fourier transform? Image processing texts recommend that the Sobel operator (filter),



-1



0



-2



0



-1



0



+1 +2 , +1



should only be used on a smoothed image. So, consider the simple 3 x 3 smoothing filter, 1 1 1



1 1 1



1 1 , 1



with output taken at the center point. Then let us smooth first and then apply the Sobel operator to the smoothed output. (a) What is the size of the resulting combined FIR filter? (bJ What is the combined filter's impulse response? (e) Find the frequency response of the combined filter. (dJ Is it more efficient to apply these two 3 x 3 filters in series, or to apply the combined filter? Why? REFERENCES
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Here we apply the linear systems and basic image processing knowledge of the previous chapters to modeling, developing solutions, and experimental testing of algorithms for two dominant problems in digital image processing: image estimation and image restoration. By image estimation we mean the case where a clean image has been contaminated with noise, usually through sensing, transmission, or storage. We will treat the independent and additive noise case. The second problem, image restoration, means that in addition to the noise, there is some blurring due to motion or lack of focus. We attempt to "restore" the image in this case. Of course, the restoration will only be approximate. We first develop the theory of linear estimation in two dimensions, and then present some example applications for monochrome image processing problems. We then look at some space-variant and nonlinear estimators. This is followed by a section on image and/or blur model parameter identification (estimation) and combined image restoration. Finally, we make some brief comments on extensions of these 2-D estimation algorithms to work with color images.



7.1 2-0 RANDOM FIELDS A random sequence in two dimensions is called a random field. Images that display clearly random characteristics include sky with clouds, textures of various types, and sensor noise. It may perhaps be surprising that we also model general images that are unknown as random fields with an eye to their estimation, restoration, and, in a later chapter, transmission and storage. But this is a necessary first step in designing systems that have an optimality across a class of images sharing common statistics. The theory of 2-D random fields builds upon random process and probability theory. Many references exist, including [20]. We start our with some basic definitions.



7.1-1 (random field) A 2-D random field x(nj, ni) is a mapping from a probability sample space Q to the class of two-dimensional sequences. As such, for each outcome t E Q, we have a deterministic sequence, and for each location (nl, n2) we have a random variable. DEFINIHON



For a random sequence x(nj . n2) we define the following low-order moments:



7.1-2 (mean function) The mean function of a random sequence x(nj, n2) is denoted DEFINITION



Correlation function: R x(nl,n2;ml,m2) '" E{x(nj,n2)x*(mj,m2)}.
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Covariance function:



where xc(n], n2) [:, x(n], n2) - IJ,x (nj, n2) and is called the centered version of x. We immediately have the following relation between these first- and secondorder moment functions, KxCn] , n2; m i, m2) = Rx (n j . n2; mj, m2) -lJ,x(nj, n2)1J,;(mj, m2).



We also define the variance function a-;(n] , n2) [:, Kx(nj, n2; n], n2) =var{x(n],n2)} =E{ x c(nj,n2)



2},



and note a;(n] , n2) ~ O.



When all the statistics of a random field do not change with position (n], n2), we say that the random field is homogeneous, analogously to the stationarity property from random sequences [20]. This homogeneity assumption is often relied upon in order to be able to estimate the needed statistical quantities from a given realization or sample field or image. Often the set of images used to estimate these statistics is called the training set. DEFINITION



7.1-3 (homogeneous random field)



A random field is homogeneous when the Nth-order joint probability density function (pdf) is invariant with respect to the N relevant positions, and this holds for all positive integers N, i.e., for all N and locations n., we have



independent of the shift vector m. j Usually we do not have such a complete description of a random field as is afforded by the complete set of joint pdfs of all orders, and so must resort to partial descriptions, often in terms of the low-order moment functions. This situation calls for the following classification, which is much weaker than (strict) homogeneity. 1. Be careful: while the notation (x(x(nl), x(nz) ..... x(nN)) seems friendly enough, it is really shorthand for (x(x(nl), x(nz), ... , x(nN); ni , nz, ... , nN), where the locations are given explicitly. This extended notation must be used when we evaluate (x at specific choices for the x(n,).
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DEFINITION



(wide-sense homogeneous)



A 2-D random field is wide-sense homogeneous (wide-sense stationary) if



1



2



/-IAn 1 • n2) = /-Ix (0. 0) = constant. RAnI ms, n2 mi: nl, n2) = Rx(ml.



+



+



»»: 0.0)



independent of nl



and naIn the homogeneous case, for notational simplicity we define the constant mean /-Ix L> /-Ix (0. 0) and the two-parameter correlation function Rx(ml. m2) 6. Rx(ml. mi: 0. 0) and covariance function Kx(ml. m2) 6. Kx(ml. mi: 0. 0). EXAMPLE 7.1-1 (IID Gaussian noise) Let w(nl,n2) be independent and identically distributed (lID) Gaussian noise with mean function /-Iw(nl. n2) = /-Iw, and standard deviation U w > 0. Clearly



we have wide-sense homogeneity here. The two-parameter correlation func, , . non IS given as Rw(ml. m2) = u;8(ml. m2)



+ /-I~,



and covariance function



The first-order pdf becomes .{ ( ( )) _



Ixxn



-



1



r;,-



.y 21mw



exp-



(x(n) - /-Iw)2



2u,~



The IID noise field is called white noise when its mean is zero.



7.1.1 FIlTERING A 2-D RANDOM FiElD Let G(WI. (2) be the frequency response of a spatial filter, with impulse response g(nl. n2). Consider the convolution of the filter impulse response with an IID noise field w(nl. n2) whose mean is {tw. Calling the output random field x(nl. n2), we have x(nl, n2) = g(nl. n2)



=



L k] ,k2



* iotn«, n2)



g(k 1• k 2)w(nl - k 1, n2 - k 2),
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We can then compute the mean and covariance function of x as follows: fJ.,x(nl, n2)



= E{X(nl, n2)} = E



L



g(k 1 , k 2)w(nl - k 1, n : - k 2)



k].k 2



= L



g(k 1, k 2)E{w(nl - k 1. n: - k 2)}



k[.k2



= L



g(k 1, k 2)fJ.,w(nl - k 1 , n2 - k 2)



k].k2



=L



g(k 1 • k 2)fJ.,w



k 1.k 2



= C(O, O)fJ.,w'



The covariance function of the generated random field x(nl, n2) is calculated as KAnl, ni; ml, m2) = E{xe(nl' n2)X~(ml, m2)} = L



Lg(k 1, k 2)g*(l1, 12)E{ We(nl - k 1, n2 - k2)W~(mI -11,



m: -12)}



k],k 21],12



= L



Lg(k 1, k 2)g*(/1, 12)K w(nl - k 1, n: - k 2; m; -11, m: -12)



k].k 2 11 ,12



* Kw(nI, n2; ml, m2) *g*(ml, m2) g(nl. n2) * (Tt~,8(nI - m n2 - m2) * g*(ml, m2).



=g(nI, n2) =



i ;



(7.1-1)



Such a "coloring" of the IID noise is often useful in generating models for real correlated noise. A warning on our notation in (7.1-1): The first * denotes 2-D convolution on the (nl, n2) variables, while the second * denotes 2-D convolution on the (m«, m2) variables. Generalizing a bit, we can write the output of a filter H «(lil, (li2) with general colored noise input x(nI, n2) as y(nI, n2) = h(nl, n2)



* x(nl, n2)



= Lh(kl,k2)X(nt-kl,n2-k2). k 1,k 2
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This could be a filtering of the random field model we just created. Calculating the mean function of the output y, we find f.ly(nl, ni) = E{y(nl, n2)}



=E



L



h(k l, k 2)x(nl - k lo n2 - k 2)



k\ ,k l



= L



h(k l, k 2)E{x(nl - k l, n2 - k 2)}



k j ,k l



= L



h(k l, k 2)f.lA nl - k l, n2 - k 2)



k j ,kl



= h(nl, n2) * f.lx(nl, n2). And for the correlation function, Ry(nl, n i; ml, m2)



= E{y(nl, n2)Y* (ml, m2)}



=L



h(k l, k 2)h* (11, !z)E{x(nl - k l, «: - k 2)x*(ml - 11, rna -12) }



L



k j ,k l Ij ,11



= L



Lh(k l, k 2)h*(/l, 12)Rx(nl - k l, n: - k 2; ml -II, m: -12)



k j ,kl Ij ,11



= h(nl, n2)



* RAnI, n2; ml, m2) * h*(ml, m2),



and covariance function, Ky(nl,



nz: m-, m2)



= E{YC(nl, n2)y~(ml, m2)}



=L



L



h(k l, k 2)h*(l1, 12)E{x c(nl - k l, n2 - k2)X~ (ml -11, m: -12) }



kj,kz Ij'/l



= L



Lh(k l, k 2)h*(ll, 12)Kx(nl - k l, n: - k 2; ml -II, m2 -12)



k\,kll\.lz



= h(nl, n2)



* KAnl, n2; ml, m2) * h*(ml, m2).



If we specialize to the homogeneous case, we obtain f.ly (nl, n2)



=L k j ,kl



h(k l, k 2) f.lx
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or, more simply, fLy = H(O, O)fLx.



The correlation function is given as Ry(ml, m2) = L



Lh(k l, k 2)h*(l1, 12)R x (m l - k l



k"k 2I j



= L



+ II, m: -



k 2 + 12)



JI



Lh(k l, k 2)RxC ml - k l



+ II, m: -



k 2 + 12)h* (l1, li)



k"k 21,,l2



* RxCml, m2) * h* ( -ml, -m» (h(ml, m2) * h*(ml, m2)) * RxCml, m2).



= htm«, m2) =



(7.1-2)



Similarly, for the covariance function,



Taking Fourier transforms, we can move to the power spectral density (PSD) domain



and obtain the Fourier transform of (7.1-2) as: Sy(Wl, (2) = H(Wl, (2)SxC Wl, (2)H*(Wl, (2) = H(Wl, (2)



EXAMPLE



2



SxCWl, (2).



(7.1-3)



7.1-2 (power spectrum of images)



One equation is often used to represent the power spectral density of a typical image [12]



and was used in [10] with K = nj42.19 to model a video conferencing image frame. The resulting log plot from MATLAB is given in Figure 7.1 (ref. Spectlmage. m). A 64 x 64-point DFT was used, and zero frequency is in the middle of the plot, at k l = k2 = 32. Note that the image appears to be very lowpass in nature, even on this decibel or log scale. Note that this PSD is not rational and so does not correspond to a finite 2-D difference equation model.
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Log or dB plot of example image spectra



7.1.2



AUTOREGRESSIVE RANDOM SIGNAL MODELS



A particularly useful model for random signals and noises is the autoregressive (AR) model. Mathematically this is a 2-D difference equation driven by white noise. As such, it generates a correlated zero-mean field, which can be colored by the choice of its coefficients



L



x(nl, nz) =



ak1hx(nl - k 1 , n: - kz ) + w(nl, nz)·



(k 1 ,k 2 ) ER a -(0,0)



We can find the coefficients ak1h by solving the 2-D linear prediction problem



x(nl, nz) =



L



ak1hx(nl - ks. n: - k z ),



(7.1-4 )



(k 1 ,k2 ) ER a-(0,0)



which can be done using the orthogonality principle of estimation theory [20]. THEOREM



7.1-1 (optimal linear prediction)



The (l, Oj-step linear prediction coefficients in (7.1-4) that minimize the mean-square prediction error,



can be determined by the orthogonality principle, which states the error e t; x - x must be orthogonal to the data used in the linear prediction, i.e.,



,



SECTION



7.1 • 2-D



RANDOM FIELDS



223



For two random variables, orthogonal means that their correlation is zero, so we have E{e(nl, nl)x*(nl 0,3 which is the general equation for the 2-D noncausal (unrealizable) Wiener filter. We consider a few special cases.



1



y =



x



+ n with x .L n, i.e., x



and n are orthogonal,



and



3. At those frequencies where



Syy =



0, the exact value of H does not matter.
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so that the Wiener filter is



H (W],



2



(2)



=



Sxx(Wj, (2) Sxx(Wj, (2)



+ Snn(w] , (2)



,



the so-called estimation case. Notice that the filter is approximately 1 at those frequencies where the SNR is very high, with SNR defined as SxxCW] , (2)/Snn(Wj, (2). The filter then attenuates other lesser values. y = g * x + n with x ..1 n, then



and Syy(W], (2) =



G(W], (2) i2 SxxCWj , (2)



+ Snn(W], (2),



so that the Wiener filter is _



H (W],W2)-



.



3



G*(W],W2)Sxx(W],W2)



IG(W], (2) I SxxCWj, (2) + Snn(Wj, (2)



'



the so-called restoration case. Notice that the filter looks like an inverse filter at those frequencies where the SNR is very high. The filter tapers off and provides less gain at other frequency values. y = u + n with u ..1 n, and we want to estimate x 6. b * u, In this case the Wiener filter is just b convolved with the estimate in case 1, _ H(W],W2 ) -



4



2



B(Wj,W2)Suu(W],W2) Suu(w], (2)



+ Snn(w], (2)



.



y(n], n2) = x(n] - 1, n2), the linear prediction case, as treated earlier.



A good example of case 3 would be estimation of the derivative of a signal. WIENER FILTER - ALTERNATIVE DERIVATION



A direct derivation of the Wiener filter through the concept of a 2-D whitening filter is possible. We first give a brief summary of 2-D spectral factorization, whose factor will yield the needed whitening filter. Then we re-derive the noncausal Wiener filter and go on to find the causal Wiener filter. THEOREM



7.2-1 (spectral factorization)



Given a homogeneous random field x(n], n2) with power spectral density Sxx(Wj, (2) > a on [-Jr, +Jr]2, there exists a spectral factorization



with



(J



> 0, and B 6l + (z ] , Z2) is stable and causal with a stable causal inverse.
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ESTIMATION FOR RANDOM FIELDS



Whitening filter realization of 2-D Wiener filter 1



In terms of Z-transforms, we have B e-(Zl,Z2) = B EB+(Zll,Z2 ) , where we assume real coefficients in the spectral factors. Unfortunately, even when the PSD Sx(Wl, (2) is rational, the spectral factors B EB + and B e - will generally be infinite order, and can be used as ideal functions in a 2-D filter design approximation. Alternatively, the factors can be related to the linear prediction filters of the last section, and approximation can be obtained in that way too. More on spectral factorization is contained in [7,18]. Consider observations consisting of the homogeneous random field y(nl, n2) and assume the causal spectral factor of Syy (WI, (2) is given as B EIl + (Zl, Z2). Since this factor has a stable and causal inverse, we can use BEIl~(Zl, Z2) to whiten the spectra of y and obtain a whitened output w(nl, n2), with variance a~, often called the 2-D innovations sequence. We can then just as well base our estimate on wand filter it with G(Zl, Z2) to obtain the estimate x(nl, n i), as shown in Figure 7.2. We can define the estimation error at the output of G as e(nl, n2)



.6



(7.2-2)



x(nl, n2) - Lg(/1, 12)w(nl -11, n2 Cn; l),



n - (M - 1) ~ m, I ~ n.



The Kalman gain vector becomes in scalar form the gain array,



7.3.2 2-D KALMAN FILTERING If we consider a 2-D or spatial AR signal model



L



x(n1,n2) =



Ck[,k 2 x (n1 - k 1, n2 - k 2) + w (n j , n2) ,



(k j ,k2 ) E R



(7.3-6)



CfJ +



and scalar observation model y(n1, n2) =



L



h(k 1, k 2)x(n1 - k j, n: - k 2)



+ v(n1, n2),



(7.3-7)



k j -k:



over a finite observation region 0, we can process these observations in rowscanning order (also called a raster scan) to map them to an equivalent 1-D problem. The 2-D AR model then maps to a 1-D AR model, but with much larger state vector with large internal gaps. If the EB+ AR model is of order (M. M), and the observation region is a square of side N, i.e., 0 = [0, N - 1]2, then the equivalent 1-D AR model is of order O(MN). This situation is illustrated in Figure 7.3. Looking at the scalar filtering equations (7.3-4) and (7.3-5), we see that the prediction term is still of low order O(M2 ) , but the update term is of order O(MN). The Kalman gain array is then also of order O(MN), so that the nonlinear error-covariance equations must be run to calculate each of these update gain coefficients, and are hence also of order O(MN). Since an image size is normally very large compared to the AR signal model orders, this situation is completely



234



CHAPTER



7 • IMAGE ESTIMATION AND



RES::..;T:..::O::..::R::.:A::.:TIc:::O..:..:N'---



~



_



unsatisfactory. We thus conclude that the very efficient computational advantage of the Kalman filter in I-D is a special case, and is lost in going to higher dimensions. Still there are useful approximations that can be employed based on the observation that, for most reasonable image signal models, the gain terms should be mainly confined to a small region surrounding the current observations. This process then results in the reduced update Kalman filter that has found good use in image processing when a suitable image signal model (7.3-6) and image blur model (7.3-7) are available. The scalar filtering equations for the 2-D Kalman filter are as follows: Predictor



Updates



x



y(n], nz) -



L (/1,12) ER



for



h11.l2x~nI '''2) (nl -/1, ni e+



(m [. mz) E SEfJ+ (n[, nz),



past



•



\ present state future



l/Iustration of the global state vector of a spatial Kolman filter



- /z) ,
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where SEIl+(nl, n2) is the 2-D global state region that must be updated at scan location (n}. nu, as shown in the gray area in Figure 7.3. The corresponding • error-covariance equations are •



Before update



-



and After update



Ra(" l '''2) ( m«, mi:. I}. I) 2 ·1 I) ("1'''2) (nl-m],n2-- R("1'''2)( b m},m2,].2-g



1 .n 2)( )R(1l · 1 I) m2 b n},n2,],2.



for (m],m2) ESEIl+(n],n2).



The 2-D gain array is given as



7.3.3



REDUCED UPDATE KALMAN FILTER



As a simple approximation to the preceding spatial Kalman filtering equations, we see that the problem is with the update, as the prediction is already very efficient. So, we decide to update only nearby previously processed data points in our raster scan. We will definitely update those points needed directly in the upcoming predictions, but will omit update of points further away. Effectively, we define a local update region UEIl+(n]. nl) of order O(M2) with the property that



where 'REll +(n}, n2) = (en] - kj, tt: - k2) with (k 1 • k 2 )



E



'REIl+}.



This is an approximation, since all the points in Se+(nl. ni) will be used in some future prediction. However, if the current update is only significant for points in 2) a local yet O(M neighborhood of (n], n2), then omitting the updates of points
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further away should have negligible effect. The choice of how large to make the update region UfF+(nI, n2) has been a matter of experimental determination. The spatial recursive filtering equations for the reduced update Kalman filter (RUKF) then become the manageable set: ~(nl,n2) .



xb



(nI,



)



~(nl-I,n2)(



"



n: =



L..



C11'2xa



ni -



I1, n:



-



I2 ) ,



(It,l2)ER iP +



~(nl,n2)(



Xa



)



mI, m: =



~(nl,n2)(



Xb



+ gCn



mI, m :



p 12 )(n i



)



- mI, n2 - m2)



for (mI,m2) EUfF+(nI,n2), 2



with computation per data point of O(M ) . In this way experience has shown that a good approximation to spatial Kalman filtering can often be obtained [24].



7.3.4



ApPROXIMATE RUKF



While the RUKF results in a very efficient set of prediction and update equations, the error covariance equations are still very high order computationally. This is because the error covariance of each updated estimate must itself be updated with each nonupdated estimate, i.e., for (mI. m2) E UfF+(nI, n2) and, most importantly, all (11.12) E SfF+ (nl, n2). To further address this problem, we approximate the RUKF by also omitting these error-covariance updates beyond a larger covariance update region TfF + (n I , 1l2) that is still O(M2). Experimentally it is observed that the resulting approximate R UKF can be both very computationally efficient as well as very close to the optimal linear MMSE estimator [24]. However, the choice of the appropriate size for the update region U$+ and the covariance update region T$+ is problem dependent, and so some trial and error may be necessary to get near the best result. These various regions then satisfy the inclusion relations



R fF + (nl, n2)



C U fF+ (nl, n2) C TfF+(nl, n2) C S$+ (Ill. 1l2),



where only the last region SeH, the global state region, is O(MN).



7.3.5



STEADY-STATE RUKF



For the preceding approximations to work, we generally need a stable AR signal model. In this case, experience has shown that the approximate reduced update
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filter converges to an LSI filter as (nl, n2) ,/ (00, 00). For typical AR image models, as few as 5-10 rows and columns are often sufficient [24]. In that case, the gain array becomes independent of the observation position, and, to an excellent approximation, the error-covariance equations have no longer to be calculated. The resulting LSI filter, for either RUKF or approximate RUKF, then becomes ~(111,n2) .



xb



)



(nl,n2 =



~



L



~(nl-1,n,)( - nlCl 112X a



I1,n2- I) 2,



(/,.12) ER ffi +



7.3.6



lSI ESTIMATION AND RESTORATION EXAMPLES WI1'H RUKF



We present three examples of the application of the steady-state RUKF linear recursive estimator to image estimation and restoration problems. The first example is an estimation problem. EXAMPLE



7.3-1



(image estimation)



Figure 7.4 shows an original image Lena (A), which is 256 x 256 and monochrome. On the right (B) is seen the same image plus white Gaussian noise added in the contrast domain (also called density domain) of Chapter 5. Figure 7.5 shows the steady-state RUKF estimate based on the noisy data at SNR = 10 dB in (B) of Figure 7.4. The SNR of the estimate is 14.9 dB, so that the SNR improvement (ISNR) is 4.9 dB. These results come from [13]. We can see the visible smoothing effect of this filter. The next two examples consider the case where the blur function h is operative, i.e., image restoration. The first one is for a linear 1-D blur, which can simulate linear camera or object motion. If a camera moves uniformly in the horizontal direction for exactly M pixels during its exposure time, then an M x 1 FIR blur can result, hen) =



1



Ai [u(n) -



u(n - M)



J.



Nonuniform motion will result in other calculable but still linear blur functions.



238



CHAPTER



7 •



IMAGE ESTIMATION AND RESTORATION



• . /



•



••



B (A) 256 x 256 Lena-original; (B) Lena



+ noise at 10 dB input SNR



RUKF estimate of Lena from 10 dB noisy data



EXAMPLE



7.3-2 (image restoration from l-D blur)



Figure 7.6 shows the 256 x 256 monochrome cameraman image blurred horizontally by a 10 x 1 FIR blur. The input blurred SNR (BSNR) = 40 dB. Figure 7.7 shows the result of a 3-gain restoration algorithm [13] making use of RUKF. The SNR improvement is 12.5 dB. Note that while there is considerable increase in sharpness, there is clearly some ringing evident. There is more on this example in Jeng and Woods [13]. This example uses the inhomogenous image model of Section 7.4.
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Cameraman blurred by horizontal FIR blur of length 10; BSNR "" 40 dB



Inhomogeneous Gaussian using 3-gains and residual model



The next example shows RUKF restoration performance for a simulated uniform area blur of size 7 x 7. Such area blurs are often used to simulate the camera's lack of perfect focus, or simply being out of focus. Also, certain types of sensor vibrations can cause the information obtained at a pixel to be close to a local average of incident light. In any case, a uniform blur is a challenging case, com-
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pared to more realistic tapered blurs that are more concentrated for the same blur support. EXAMPLE 7.3-3 (image restoration from area blur)



This is an example of image restoration from a 7 x 7 uniform blur. The simulation was done in floating point, and white Gaussian noise was added to the blurred cameraman image to produce a BSNR = 40 dB. We investigate the effect of boundary conditions on this restoration RUKF estimate. We use the image model of Banham and Katsaggelos [2]. Figure 7.8 shows the restoration using a circulant blur, where we can see ringing coming from the frame boundaries where the circulant blur does not match the assumed linear blur of the RUKF, and Figure 7.9 shows the restoration using a linear blur model, where we notice much less ringing due to the assumed linear blur model. The update regions for both RUKF steady-state estimates were (-12, 10. 12), meaning (-west, +east, -l-north), a 12 x 12 update region "northwest" of and including the present observation, plus 10 more columns "northeast." For Figure 7.8, the ISNR was 2.6 dB, or leaving out an image border of 25 pixels on all sides, 3.8 dB. For Figure 7.9, the corresponding ISNR = 4.4 dB, and leaving out the 25 pixel image border, 4.4 dB. In both cases the covariance update region was four columns wider than the update region. Interestingly, the corresponding improvement of the DFT-implemented Wiener filter [2] was reported at 3.9 dB. We should note that the RUKF results are not very good for small error-covariance update regions. For example, Banham and Katsaggelos (2] tried (-6,2,6) for both the update and covariance up-
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RUKF restoration from linear area blur model



date region and found only 0.6 dB improvement. But then again, 7 x 7 is a very large uniform blur support. REDUCED ORDER MODEL (ROM)



An alternative to the RUKF is the reduced order model (ROM) estimator. The ROM approach to Kalman filtering is well established [8], with applications in image processing [19]. In that method, approximation is made to the signal (image) model to constrain its global state to order O(M2), and then there is no need to reduce the update. The ROM Kalman filter (ROMKF) of Angwin and Kaufman [1] has been prized for its ready adaptation capabilities. A relation between ROMKF and RUKF has been explained in [16].



7.4



INHOMOGENEOUS GAUSSIAN ESTIMATION



Here we extend our AR image model to the inhomogeneous case by including a local mean and local variance [13]. Actually, these two must be estimated from the noisy data, but usually the noise remaining in them is rather small. So we write our inhomogeneous Gaussian image model as
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where ttx(nl, n2) is the space-variant mean function of x(nl, n i), and xr(nl, n2) is a residual model given as x r(nl,n2) =



L



Ckl,k2xr(nl-kl,2-k2)+Wr(nl,n2),



(7.4-1 )



(k 1 ,k 2 ) ERe-(O, 0)



where, as usual, wr(nl, n2) is a zero-mean, white Gaussian noise with variance function a~/nl' n2), a space-variant function. The model noise to, describes the uncertainty in the residual image signal model. Now, considering the estimation case first, the observation equation is



which, upon subtraction of the mean tty(nl, n2), becomes (7.4-2) where Yr (nl , n2) 6. y(nl, n2) - tty(nl, n2), using the fact that the observation noise is assumed zero mean. We then apply the RUKF to the model and observation pair, (7.4-1) and (7.4-2). The RUKF will give us an estimate of xr(nl, n2) and the residual RUKF estimate of the signal then becomes



In a practical application, we would have to estimate the space-variant mean ttAnl, n2), and this can be accomplished in a simple way, using a box filter (d. Section 6.6.1) as



and relying on the fact that ttx = tty, since the observation noise v is zero mean. We can also estimate the local variance of the residual signal X r through an estimate of the local variance of the residual observations Yr again using a box filter, as



and



a;r (nl, n2)



6.



max



{a; (nl, n2) -



a;, O}.



The overall system diagram is shown in Figure 7.10, where we see a twochannel system, consisting of a low-frequency local mean channel and a highfrequency residual channel. The RUKF estimator of X r can be adapted or modified
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System diagram for inhomogeneous Gaussian estimation with RUKF



by the local spatial variance a;r (nl, n2) on the residual channel, i.e., by the residual . signal variance estimate. EXAMPLE



7.4-1 (simple inhomogeneous Gaussian estimation)



Here we assume that the residual signal model is white Gaussian noise with zero mean and fixed variance a;r' Since the residual observation noise is also white Gaussian, with variance we can construct the simple Wiener filter for the residual observations as



a;,



The overall filter then becomes



with approximate realization through box filtering as



This filter has been known for some time in the image processing literature, where it is referred to often as the simplest adaptive Wiener filter, first discovered by Wallis [22].



7.4.1 INHOMOGENEOUS ESTIMATION WITH RUKF Now, for a given fixed residual model (7.4-1), there is a multiplying constant A that relates the model residual noise variance a~r to the residual signal variance The residual model itself can be determined from a least-squares prediction on similar, but noise-free, residual image data. We can then construct a spacevariant RUKF from this data, where the residual image model parameters are constant except for changes in the signal model noise variance. Instead of actually



a;r'
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10 dB 4.9 4.3 6.0 5.2



-3 dB 8.6 7.8 9.3



9.1



running the space-variant RUKF error covariance equations, we can simplify the problem by quantizing the estimate &;r into three representative values and then used steady-state RUKF for each of these three, just switching between them as the estimated model noise variance changes [13]. EXAMPLE



7.4-2 (inhomogeneous RUKF estimate)



Here we observe the Lena image in 10 dB white Gaussian noise, but we assume an inhomogeneous Gaussian model. The original image and input 10 dB noisy image are the same as in Figure 7.4. Four estimates are then shown in Figure 7.11: (A) is an LSI estimate, (B) is the simple Wallis filter estimate, (C) is the residual RUKF estimate, and (D) is a normalized RUKF estimate that is defined in [13]. We can notice that all three adaptive or inhomogeneous estimates look better than the LSI RUKF estimate, even though the Wallis estimate has the lowest ISNR. The actual SNR improvements in these estimates areas shown in Table 7.1. An example of inhomogenous RUKF restoration was given in Example 7.3-2.



7.5



ESTIMATION IN THE SUBBAND/WAVELET DOMAIN



Generalizing the above two-channel system, consider that first a subbandlwavelet decomposition is performed on the input image. Then we would have one lowfrequency channel, similar to the local mean channel, and many intermediate and high-frequency subband channels. As we have already described, we can, in a suboptimal fashion, perform estimates of the signal content on each subband separately. Finally, we create an estimate in the spatial domain by performing the corresponding inverse SWT. A basic contribution in this area was by Donoho (6], who applied noise-thresholding to the subband/wavelet coefficients. Later Zhang et al. [25] introduced simple adaptive Wiener filtering for use in wavelet image denoising. In these works, it has been found useful to employ the so-called ouercomplete subband/wavelet transform (OCSWT), which results when the decimators are omitted in order to preserve shift-invariance of the transform. Effectively there are four phases computed at the first splitting stage and then this progresses geometrically down the subband/wavelet tree. In the reconstruction phase, an average
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(A) LSI; (B) Wallis filter;



(C) residual RUKF; (Dj normalized RUKF



over these phases must be done to arrive at the overall estimate in the image domain. Both hard and soft thresholds have been considered, the basic idea being that small coefficients are most likely due to the assumed white observation noise. If the wavelet coefficient, aka subband value, is greater than a well-determined threshold, it is likely to be "signal" rather than "noise." The estimation of the threshold is done based on the assumed noise statistics. While only constant thresholds are considered in [6], a spatially adaptive thresholding is considered in [4J. EXAMPLE



7.5-1 (SWT denoising)



Here we look at estimates obtained by thresholding in the SWT domain. We start with the 256 x 256 monochrome Lena image and then add Gaussian
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Estimate using hard threshold in SWT domain



white noise to make the SNR = 22 dB. Then we input this noisy image into a five-stage SWT using an 8-tap orthogonal wavelet filter due to Daubechies. Calling the SWT domain image y(nl, ft2), we write the thresholding operation as ~



y=



0, y,



!yl < t Iy/ ~ t,



where the noise-threshold value was taken as t = 40 on the 8-bit image scale [0,256]. Using this hard threshold, we obtain the image in Figure 7.12. For a soft threshold, given as sgn(y)(Iy[ - t), y= y, ~



!y!



< t



[YI ~ t,



the result is shown in Figure 7.13. Using the OCSWT and hard threshold, we obtain Figure 7.14. Finally, the result of soft threshold in OCSWT domain is shown in Figure 7.15. For the SWT, the choice of this threshold t = 40 resulted in output peak SNR (PSNR) = 25 dB in the case of hard thresholding, while the soft threshold gave 26.1 dB. For the OCSWT, we obtained 27.5 dB for the hard threshold and 27 dB for the soft threshold, resulting in ISNRs of 5.5 and 5.0 dB, respectively. In the case of OCSWT, there is no inverse transform because it is overcomplete, so a least-squares inverse was used.
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Estimate using soft threshold in the SWT domain
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Hard threshold t = 40 in OCSWT domain, ISNR



'=



5.5 dB



Besides these simple noise-thresholding operations, we can perform the Wiener or Kalman filter in the subband domain. An example of this appears at the end of Section 7.7 on image and blur model identification.
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Estimate using soft threshold in OCSWT domain, ISNR = 5.0 dB



7.6 BAYESIAN AND MAP ESTIMATION



All of the estimates considered thus far have been Bayesian, meaning that they optimized over not only the a posteriori observations but also jointly over the a priori image model in order to obtain an estimate that was close to minimum mean-square error. We mainly used Gaussian models that resulted in linear, and sometimes space-variant linear, estimates. In this subsection, we consider a nonlinear Bayesian image model that must rely on a global iterative recursion for its solution. We use a so-called Gibbs model for a conditionally Gaussian random field, where the conditioning is on a lower level (unobserved) line field that specifies the location of edge discontinuities in the upper level (observed) Gaussian field. The line field is used to model edge-like lineal features in the image. It permits the image model to have edges, across which there is low correlation, as well as smooth regions of high correlation. The resulting estimates then tend to retain image edges that would otherwise be smoothed over by an LSI filter. While this method can result in much higher quality estimation and restoration, it is by far the most computationally demanding of the estimators presented thus far. The needed Gauss Markov and compound Gauss Markov models are introduced next.
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7.6.1 GAUSS MARKOV IMAGE MODELS We start with the following noncausal, homogeneous Gaussian image model,



L



X(111, 112) =



c(k 1, k 2)x(111 - k 1, 112 - k 2)



+ U(111, 112),



(7.6-1)



(k j ,kl)ERc



where the coefficient support R; is a noncausal neighborhood region centered on 0, but excluding 0, and the image model noise U is Gaussian, zero-mean, and with correlation given as 2



Ru(m\, mo) =



(ml, m2) =



au' -c(ml - k 1, m2 - k 2)a;;,



(ml -



0,



elsewhere.



°



k 1 , rn: - kl ) ERe



(7.6-2)



This image model is then Gaussian and Markov in the 2-D or spatial sense [23]. The image model coefficients provide a minimum mean-square error (MMSE) interpolation based on the neighbor values in R e ,



x



x(n\. nl) =



L



Ckj,klX(I1\ -



k\, 110 - k 2 ) ,



(k].kl)ER c



and the image model noise u is then the resulting interpolation error. Note that u is not a white noise, but is colored and with a finite correlation support of small size R e , beyond which it is uncorrelated, and because it is Gaussian, also independent. This noncausal notion of Markov is somewhat different from the NSHP causal Markov we have seen earlier. The noncausal Markov random field is defined by fx(x(n) I all other x) = fx(x(n)lx(n - k), k ERe),



where R; is a small neighborhood region centered on, but not including, 0. If the random field is Markov in this noncausal or spatial sense, then the best estimate of x(n) can be obtained using only those values of x that are neighbors in the sense of belonging to the set {xlx(n - k), k E Rd. A helpful diagram illustrating the noncausal Markov concept is Figure 7.16, which shows a central region g+ where the random field x is conditionally independent of its values on the outside region g-, given its values on a boundary region ag of the minimum width given by the neighborhood region R e • The "width" of R e then gives the "order" of the Markov field. If we would want to compare this noncausal Markov concept to that of the NSHP causal Markov random fields considered earlier, we can think of the boundary region ag as being stretched out to infinity in such a way that we get the situation depicted in Figure 7.17a, where the boundary region ag then becomes just the global state vector support in the case of the NSHP Markov model
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Illustration of dependency regions for noncausal Markov field
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(b)



Illustration of two causal Markov concepts



for the 2-D Kalman filter. Another possibility is shown in Figure 7.17b, which denotes a vector concept of causality wherein scanning proceeds a full line at a time. Here, the present is the whole vector line x(n), with the n axis directed downwards. In all three concepts, the region 9- is called the past, boundary region a9 is called the present, and region 9- is called the future. While the latter two are consistent with some form of causal or sequential processing in the estimator, the noncausal Markov, illustrated in Figure 7.16, is not, and thus requires iterative processing for its estimator solution. Turning to the Fourier transform of the correlation of the image model noise u, we see that the PSD of the model noise random field u is Su(Wl, wz) =



17,;



1-



L (k 1,k2 ) ER



c(k 1, k z) exp -j(k1Wl c



+ kzwz)



,



SECTION



7.6 • BAYESIAN AND MAP ESTIMATION



251



and that the PSD of the image random field x is then given as, via application of (7.1-3), CJ2



Sx(W1, (2) =



L k k k W1 k . [1(k[.k2)ERcC( 1, 2)exp-/( 1 + 2(2)] U



(7.6-3 )



•



In order to write the pdf of the Markov random field, we turn to the theory of Gibbs distributions as in Besag [3]. Based on this work, it can be shown that the unconditional joint pdf of a Markov random field x can be expressed as



fx(X) = K exp - V,(X),



(7.6-4)



where the matrix X denotes x restricted to the finite region .Y, and Ux(X) is an energy function defined in terms of potential functions V as



Ux(X)



lO.



L



(7.6-5)



V en (X),



CnEen



and Cn denotes a clique system in .Y, and K is a normalizing constant. Here a clique is a link between x(n) and its immediate neighbors in the neighborhood region R e • An example of this concept is given next.



7.6-1 (first-order clique system) Let the homogeneous random field x be noncausal Markov with neighborhood region R e of the form EXAMPLE



«: =



{ (1, 0), (0, 1), (-1, 0), (0, -1)



l-



which we call first-order noncausal Markov. Then the conditional pdf of x(n) = x(n1, n2) can be given as



fx(x(n) I all other x) = fx (x(n) I{x(n - (1,0)), x(n - (0, 1)), x(n - (-1,0)), x(n - (0,



-1))}),



and the joint pdf of x over some finite region .Y can be written in terms of (7.6-5) with potentials Ven of the form or



V en



__ c(k)x(n)x(n - k) 2CJ 2



for each k ERe.



u



COMPOUND GAUSS MARKOV IMAGE MODEL



The partial difference equation model for the compound Gauss Markov (CGM) random field is given as



x(nl, n2) =



L (k 1,k 2)ER



c1(nl ,n2) (k 1 ,



k 2)x (n1 - k 1, tt; - k 2) + U1(nl ,n2) (nl, n2),



252



CHAPTER



7 • IMAGE ESTIMATION AND RESTORATION



•



• I • I • • I•



•



•



•



•



•



•



• •



•



•



•



•



•



•



•



•



•



•



•



• •



•



• • I • • • • I•



I•



•



•



• •



•



•



Example of line field modeling edge in portion of fictitious image



where l(nl, n2) is a vector of four nearest neighbors from a line field l(nl, nz), which originated in Geman and Geman [9]. This line field exists on an interpixel grid and takes on binary values to indicate whether a bond is inplace or broken between two pixels, both horizontal and vertical neighbors. An example of this concept is shown in Figure 7.18, which shows a portion of a fictitious image with an edge going downwards as modeled by a line field. Black line indicates broken bond (l = 0). The model interpolation coefficients c1(nj.n2) (k 1 , k2 ) vary based on the values of the (in this case four) nearest neighbor line-field values as captured in the line field vector l(nl, n2). The image model does not attempt to smooth in the direction of a broken bond. For the line field potentials V, we have used the model suggested in [9] and shown in Figure 7.19, where a broken bond is indicated by a line, an inplace bond by no line, and the pixel locations by large dots. Note that only one rotation of the indicated neighbor pattern is shown. We see that the potentials favor (with V = 0.0) bonds being inplace, with the next most favorable situation being a horizontal or vertical edge (with V = 0.9), and so on to less often occurring configurations. Then the overall Gibbs probability mass function (pmf) for the line field can be written as



with VI(L)



b.



L



Vq (L),



CIEG]



with L denoting a matrix of all line field values for an image. The overall joint mixed pdf/pmf for the CGM field over the image can then be written as
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Line field potential V values for indicated nearest neighbors (black lines indicate



We should note that L needs about twice as many points in it as X, since there is a link to the right and below each observed pixel, except for the last row and last column.



7.6.2



SIMULATED ANNEALING



In the simulated annealing method, a temperature parameter T is added above joint mixed pdf, so that it becomes



to



the



At T = 1, we have the correct joint mixed pdf, but as we slowly lower T'\. 0, the global maximum moves relatively higher than the local maxima, and this property can be used to iteratively locate the maximum a posteriori (MAP) estimate ~~6.



(X, L) = argmax f(X, LIR). X.L



An iterative solution method, called simulated annealing (SA), developed for continuous valued images in [14], alternates between pixel update and line field update, as it completes passes through the received data R. At the end of each complete pass, the temperature T is reduced a small amount in an effort to eventually freeze the process at the joint MAP estimates (X, L). A key aspect of SA is determining the conditional pdfs for each pixel and line field location, given the observations R and all the other pixel and line field values. The following conditional ~~
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distributions are derived in [14],



2Tavz



Lcml ,m2)ER h h(ml . mZ)x(nl + k 1 -



m 1, nz + kz - mz) )z



2Tav2 and for each line field location (nl, nz)4 between pixels (il, iz) and (h,jz), both vertically and horizontally, the conditional updating pmf



') X z('11, IZ



Pl(nl, ni) = K4 exp - -----=-z-2Tau, IC'(1.12')



where K 3 and K4 are normalizing constants. These conditional distributions are sampled as we go through the sweeps, meaning that at each location n, the previous estimates of 1 and x are replaced by values drawn from these conditional distributions. In evaluating these conditional distributions, the latest available estimates of the other 1 or x values are always used. This procedure is referred to as a Gibbs sampler [9]. The number of iterations that must be done is a function of how fast the temperature decreases. Theoretical proofs of convergence [9,14] require a very slow logarithmic decrease of temperature with the sweep number n, i.e., •



T = Cjlog(l



+ n);



however, in practice a faster decrease is used. A typical number of sweeps necessary was experimentally found to be in the 100s.



EXAMPLE



7.6-2 (simulated annealing for image estimation)



In [14], we modeled the 256 x 256 Lena image by a compound Gauss Markov (CGM) model with order 1 x 1 and added white Gaussian noise to achieve an input SNR = 10 dB. For comparison purposes, we first show the Wiener filter result in Figure 7.20. There is substantial noise reduction but also visible 4. We note that the line field I is on the interpixel grid, with about twice the number of points as pixels in image x, so that x(n) is not the same location as I(n).
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Example of Wiener filtering for Gauss Markov model at input SNR = 10 dB



Simulated annealing estimate for CGM model at input SNR = 10 dB



blurring. The simulated annealing result, after 200 iterations, is shown in Figure 7.21, where we see a much stronger noise reduction combined with an almost strict preservation of important visible edges.
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Input blurred image as BSNR = 40 dB



Blur restoration via Wiener filter



EXAMPLE 7.6-3 (simulated annealing for image restoration)



In [14], we blurred the Lena image with a 5 x 5 uniform blur function and then added a small amount of white Gaussian noise to achieve a BSNR =
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Blur restoration via simulated annealing



40 dB, with the result shown in Figure 7.22. Then we restored this noisy and blurred image with a Wiener filter to produce the result shown in Figure 7.23, which is considerably sharper but contains some ringing artifacts. Finally, we processed the noisy blurred image with simulated annealing at 200 iterations to produce the image shown in Figure 7.24, which shows a sharper result with reduced image ringing. An NSHP causal compound Gaussian Markov image model called doubly stochastic Gaussian (DSG) was also formulated [14] and a sequential noniterative solution method for an approximate MMSE was developed using a so-called M-algorithm. Experimental results are provided [14] and also show considerable improvement over the LSI Wiener and RUKF filters. The M-algorithms are named for their property of following M paths of chosen directional NSHP causal image models through the data. A relatively small number of paths sufficed for the examples in [14].



7.7



IMAGE IDENTIFICATION AND RESTORATION



Here we consider the additional practical need in most applications to estimate the signal model parameters, as well as the parameters of the observation, including the blur function in the restoration case. This can be a daunting problem, and does not admit of a solution in all cases. Fortunately, this identification or model parameter estimation problem can be solved in many practical cases.
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Here we present a method of combined identification and restoration using the expectation-maximization (EM) algorithm.



7.7.1



EXPECTATION-MAXIMIZATION ALGORITHM ApPROACH



We will use the 2-D vector, 4-D matrix notation of problem 17 in Chapter 4, and follow the development of Lagendijk et al. [17]. First we establish an AR signal model in 2-D vector form as (7.7-1)



X=CX+w, and then write the observations also in 2-D vector form as



(7.7-2)



Y='DX+ V,



with the signal model noise Wand the observation noise V both Gaussian, zero mean and independent of one another, with variances and respectively. We assume that the 2-D matrices C and 'D are parameterized by the filter coefficients c(k 1 , k 2 ) and d(k 1 , k2 ) , respectively, each being finite order and restricted to an appropriate region, that is to say, an NSHP support region of the model coefficients c, and typically a rectangular support region centered on the origin for the blur model coefficients d. All model parameters can be conveniently written together in the vector parameter



a;



a;,



To ensure uniqueness, we assume that the blurring coefficients d(k 1 , k 2 ) are normalized to sum to one, i.e.,



L



d(k 1 , k 2 ) = 1,



(7.7-3)



k j ,k 2



which is often reasonable when working in the intensity domain, where this represents a conservation of power, as would be approximately true with a lens. This parameter vector is unknown and must be estimated from the noisy data Y and we seek the maximum-likelihood (ML) estimate [20] of the unknown but nonrandom parameter 8,



8ML



'"



arg max {log fy (Y; 8)},



e



(7.7-4)



where fy is the pdf of the noisy observation vector Y. Since X and Yare jointly Gaussian, we can write



fx(X) =
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and (YIX(YjX) =



j



1 (2n )N2 det Qv



1{ T 1 } exp - 2 (Y - 'DX) Qv (Y - 'DX) .



Now, combining (7.7-1) and (7.7-2), we have Y='D(I-C)-lW+V,



with covariance matrix



so the needed ML estimate of the parameter vector yy)) eML = arg max{-log(det(K e



e



can be expressed as



yT Ky{Y},



(7.7-5)



which is unfortunately highly nonlinear and not amenable to closed-form solution. Further, there are usually several to many local maxima to worry about. Thus we take an alternative approach, and arrive at the expectation maximization (EM) algorithm, an iterative method that converges to the local optimal points of this equation. The EM method (see Section 9.4 in [20]), talks about so-called complete and incomplete data. In our case the complete data is {X, Y} and the incomplete data is just the observations {Y}. Given the complete data, we can easily solve for eML; specifically, we would obtain c(k 1 , k 2 ) and a~ as the solution to a 2-D linear prediction problem, expressed as a 2-D normal equation (see Section 7.1). Then the parameters d(k 1 , k 2 ) and would be obtained via



a;



which is easily solved via classical system theory. Note that this follows only because the pdf of the complete data separates, i.e., ((X, Y) = ((X)((YIX),



with the image model parameters only affecting the first factor, and the observation parameters only affecting the second factor. The EM algorithm effectively converts the highly nonlinear problem (7.7-5) into a sequence of problems that can be solved as simply as if we had the complete data. It is crucial in an EM problem to formulate it, if possible, so that the ML estimate is easy to solve, given the complete data. Fortunately, this is the case here.
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E-M ALGORITHM



Start at k = a with an initial guess §o. Then alternate the following E-sreps and M-steps till convergence: E-step



£(e; §(k»)



6.



E[log{(X, Y; e)IY; §(k)]



-



10g{(X, Y; e){(XIY; §(k») dX,



M-step §(k+l) = arg max£(e; §(k»). e It is proven in [5] that this algorithm will monotonically improve the likelihood of the estimate §(k) and so result in a local optimum of the objective function given in (7.7-4). We now proceed with the calculation of Lee; §(k»), by noting that {(X, Y; e) = {(YIX){(X; e),



and



{(XIY- §(k»)



= {(X, y:-§(k»)



,



((y;e(k)) =



1



[(in )N2 det JC~~



eXP-~{(X-X(k»)T(K1~)-l(X-X(k»)}, 2



where X(k) and K~~ are, respectively, the conditional mean and conditional variance matrices of X at the kth iteration. Here we have



with estimated error covariance



Thus the spatial Wiener filter designed with the parameters §(k) will give us also the likelihood function Lee; §(k») to be maximized in the M-step. Turning to the M-step, we can express Lee; §(k») as the sum of terms



(7.7-6)
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where C is a constant and (7.7-7)



and JC~~



6.



§(k J] =



E[XXTIY;



JC~~



+ X(kJX(k)T.



(7.7-8)



Notice that (7.7-6) separates into two parts, one of which depends on the signal model parameters and one of which only depends on the observation model parameters, the maximization of £(8; §(k)) can be separated into two distinct parts. The first part involving image model identification becomes arg



max



log det(I - C)2 - N



2log



e(k].k!l,(J{i



(J~



-



12 tr{ (I - C) JC



Scalar quantizer



Q(x) rL



• •••



rj+2 rj+1



• •



~



d., di+ 1 d + i 2



d,- 1



do •••



•



X ct-1



r.,- 1 r



• •



d



L



2



r1



Guantizer characteristic that rounds down



Here we have taken the input range cells or bins as (d i - 1 , di ], called round-down, but they could equally be [di - 1 , di ) . With reference to Figure 8.7, the total range of the quantizer is [rl, rLJ and its total domain is [do, dLJ, where normally do = Xmin and di. = X m ax ' For example, in the Gaussian case, we would have do = Xmin = -00, and d L = X m ax = +00. We define the quantizer error eQ(x) [; Q(x) - x = X - x, and measure its distortion as d(x, x) [; leQI



2



or more generally



jeQI P,



for positive integers p.



The average quantizer square-error distortion D is given as



+00 -



d



2(x,



x)(xCx) dx



-00



L



=



L /=1



d



'Ix - ri\2(x(x) dx, di- 1



where (x is the pdf of the input random variable x,
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UNIFORM QUANTIZAl"ION



For 1 .:( i.:( L, set d, -di - 1 = ll, called the uniform quantizer step size. To complete specification of the uniform quantizer, we set the representation value as (8.3-1) at the center of the input bin (di EXAMPLE



h



d i ] , for 1 .:( i ~ L.



8.3-1 (9-JeveJ uniform quantizer for Ixi ~ 1) = -1 and X max = + 1. Then we set do = -1 and di.



Let Xmin = +1 and take L = 9.1£ the step size is ll, then the decision levels are given as d, = -1 + ill, for i = 0, 9, so that d9 = -1 + 9ll. Now, this last value must equal +1, so we get II = 2/9 [more generally we would have II = (xmax - xmin)/L). Then from (8.3-1), we get 1



r, = -Cd, + di-d 2



=-1+



.



1



t--



2



1 = d , - -2l l .



Note that there is an output at zero. It corresponds to i = 5, with d s = +1/9. This input bin, centered on zero, is commonly called the deadzone of the quantizer.



If a uniform quantizer is symmetrically positioned with respect to zero, then when the number of levels L is an odd number, we have a midtread quantizer, characterized by an input bin centered on 0, also an output value. Similarly for such a uniform symmetric quantizer, when L is even, we have a midrise quantizer, characterized by a decision level at 0, and no zero output value.



8.3.2



OPTIMAL MSE QUANTIZATION



The average MSE of the quantizer output can be expressed as a function of the L output values and the L - 1 decision levels. We have, in the real-valued case,
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2(x, d x)(-.:Cx) dx



-00



L



=



L ;=1



d,



(x - r;)2fx(x) dx di -



I



We can optimize this function by taking the partial derivatives with respect to r, to obtain



aD d,



2(x - r;)fx(x) dx. di _ 1



Setting these equations to zero we get a necessary condition for representation level r.:



Iii xfx (x) dx r, = '~l = E[x\d;_l I/ fx(x)dx



< x ~ d;],



for 1 ~ i ~ L.



,-I



This condition is very reasonable; we should set the output (representation) value for the bin (d i - 1 , d i ] , equal to the conditional mean of the random variable x, given that it is in this bin. Taking the partial derivatives with respect to the d., we obtain



aD



a



ad; ad;



d,



(x - r;)2fxCx) dx +



di _ 1



Setting this equation to zero and assuming that (,,(d;) -I 0, we obtain the relation 1 d, = 2 (ri + r;+l),



for 1 ~ i ~ L - 1,



remembering that do and dL are fixed. This equation gives the necessary condition that the optimal SQ decision points must be at the arithmetic average of the two neighboring representation values. This is somewhat less obvious than the first necessary condition, but can be justified as simply picking the output value nearest to input x, which is certainly necessary for optimality.
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AN SQ DESIGN ALGORITHM



The following algorithm makes use of these necessary equations to iteratively arrive at the optimal MSE quantizer. It is experimentally found to converge. We assume the pdf has infinite support here. 1 2 3 4 5



Given L, and the probability density function fx(x), we set do = -00, di. = +00, and set index i = 1. We make a guess for rl. Use r. = J~~1 xf~(x) dx] J~~1 fAx) dx to find d, by integrating forward from di - 1 till a match is obtained. Use ri+l = Zd, - rt to find ri+l. Set i +--- i + 1 and go back to step 2, unless i = L. At i = L, check



J:: :
 0,



and where a = -Jia. Work out the logarithmic bit assignment rule of (8.5-2) and (8.5-3). What are its shortcomings? This problem concerns optimal bit assignment across quanrizers after a unitary transform, i.e., the optimal bit allocation problem. We assume R=



Lfll



D =



Ld",



and



where n runs from 1 to N, the number of coefficients (channels). Here r« and d; are the corresponding rate and distortion pair for channel n, Assume the allowed bit allocations are M in number: ~ b l < b: < " . < b M , and that the component distortion-rate functions d; = d; (b m ) are given for all n and for all m, and are assumed to be convex. (a) Argue that the assignment f m = b, for all m must be on the optimal assignment curve as the lowest bitrate point, at total rate R = Nb«.



°
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Ib)



6



Construct a straight line to all lower distortion solutions, and argue that the choice resulting in the lowest such line must also be on the optimal R-D curve. Ie) In part b, does it suffice to try switching in next higher bit assignment b2 for each channel, one at a time? Making use of the scalar quantizer model D = ga 2 2- 2R ,



find the approximate mean-square error for DPCM source coding of a random field satisfying the autoregressive (AR) model



+ 0.7x(nl, n: - 1) 1, n2 - 1) + iotn«, n2),



x(nl, n2) = 0.8x(nl -1, n2) - 0.56x(nl -



7



8



where w is a white noise of variance a~ = 3. You can make use of the assumption that the coding is good enough so that x(nl, n2), the (1,0) step prediction based on x(nl - 1, n2), is approximately the same as that based on x(nl - 1, n2) itself. Consider image coding with 2-D DPCM, but put the quantizer outside the prediction loop, i.e., complete the prediction-error transformation ahead of the quantizer operation. Discuss the effect of this coder modification. If you design the quantizer for this open-loop DPCM coder to minimize the quantizing noise power for the prediction error, what will be the effect on the reconstructed signal at the decoder? (You may assume the quantization error is independent from pixel to pixel.) What should the open-loop decoder be? Consider using the logarithmic bit assignment rule, for Gaussian variables, i = 1, ... , N,



with aim 6. (n; a?)l/N and N = number of channels (coefficients). Apply this rule to the 2 x 2 DCT output variance set given here: coef. map =



00 01



10 11



and



corresponding variances =



22 4 8



2



•



Assume the total number of bits to assign to these four pixels is B = 16. Please resolve any possible negative bit allocations by removing that pixel from the set and reassigning bits to those remaining. Noninteger bit assignments are OK since we plan to use variable-length coding. Please give the bits assigned to each coefficient and the total number of bits assigned to the four pixels.
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Reconcile the constant slope condition (8.6-3) for bit assignment that we get from optimal channel (coefficient) rate-distortion theory in the continuous case, i.e., the constant slope condition dDifdRi = A, with the BFOS algorithm [20] for the discrete case, where we prune the quantizer tree of the branch with minimal distortion increase divided by the rate decrease: arg min, I!1Dif!1Ri l. Hint: Consider pruning a tree, as the number of rate values for each branch approaches infinity. Starting at a high rate, note that after a possible initial transient, we would expect to be repeatedly encountering all of the channels (coefficients, values) at near constant slope. Show that the distortion and rate models in (8.6-1) and (8.6-2) imply that in scalable SWT coding of two resolution levels, the lower resolution level must always be refined at the higher resolution level if



where a;gm(base) is the weighted geometric mean of the subband variances at the lower resolution and a;gm(enhancement) is the geometric mean of those subband variances in the enhancement subbands.
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In Chapter 2 we looked at 2-D signals and systems. Here we look at the 3-D case, where often the application is to spatiotemporal processing, i.e., two spatial dimensions and one time dimension. Of course, 3-D more commonly refers to the three orthogonal spatial dimensions. Here we will be mostly concerned with convolution and filtering, and so need a regular grid for our signal processing. While regular grids are commonplace in spatiotemporal 3-D, they are often missing in spatial 3-D applications. In any event, the theory developed in this section can apply to any 3-D signals on a regular grid. In many cases, when a regular grid is missing or not dense enough (often the case in video processing), then interpolation may be used to infer values on a regular supergrid, maybe a refinement of an existing grid. Often such an interpolative resampling will be done anyway for display purposes.



9.1 3-D



SIGNALS AND SYSTEMS



We start off with a definition of three-dimensional linear system. DEFINITION



9.1-1 (3-D linear system)



A system is linear when its operator T satisfies the equation



L{ alXl (nl. nz. n3) + azxz(nl. ni, n3)} = alL {Xl (n). nZ. n3)} + azL{xz(nl, ni, n3)} for all (complex) scalars al and az, and for all signals Xl and Xz. When the system T is linear we usually denote this operator as L. DEFINITION



9.1-2 (linear shift-invariant system)



Let the 3-D linear system L have output y(nl. na, n3) when the input is x(nl. nz. n3), i.e., y(nl. nz. n3) = L{x(nl. ni, n3)}. Then the system is 3-D LSI if it satisfies the equation y(nl - k l • n: - k z ) = L{x(nl - k l , n: - k z ) }



for all integer shift values k l • k z , and k3 • Often such systems are called linear constant parameter or constant coefficient. An example would be a multidimensional filter. In the 1-D temporal case, we generally need to specify initial conditions and/or final conditions. In the 2-D spatial case, we often have some kind of boundary conditions. For 3-D systems, the solution space is a 3-D region, and we need to specify boundary conditions generally on all of the boundary surfaces. This is particularly so in the 3-D spatial case. In the 3-D spatiotemporal case, where the third parameter is time, then initial conditions often suffice in that dimension. However, we generally need both initial and boundary conditions to completely determine a filter output.
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DEFINITION 9.1-3 (3-D convolution representation)



For an LSI system, with impulse response, the input and output are related by the 3-D convolution: y(nl, n». n3) = L = (h



L



L



h(k I,



b, k 3)x(nI



-



i.. n2 - k 2, n3 - k 3)



* x)(nI, tti, n3),



where the triple sums are over all values of k I, k 2, and k 3, i.e., k I, k 2, k 3 
 { 2 2 2 D p= nt .rns n I nl+n2+n



~p 2} .



Here utn«, ni, n) is a Gaussian, zero-mean, homogeneous random field sequence with correlation function of bounded support, (nl, na, n) =



°



(nl, ni, n) E D p -



0,



°



elsewhere.



The cnlo"z,n are the interpolation coefficients of the minimum mean-square error (MMSE) linear interpolation problem: Given data x for (nl, nz, n) =1= 0, find the best linear estimate of s(O). The solution is given as the conditional mean, E{x(O) I x on (nl, n2, n) =1= O}



L (kl ,kz ,k)EDp -



c(k 1 , k 2, k)x(-k 1 , -k». -k). (0, 0, 0)



a;



In this formulation is the mean-square interpolation error. Actually in Fig. 9.2, we could swap the past and the future, g+ and g-. However, this way when we shrink the sphere down to one point, we get the interpolative model (9.4-1).



9.4.1 CAUSAL AND SEMICAUSAL 3·D FIELD SEQUENCES The future g+ can be defined in various ways that are constrained by the support of the coefficient array, supp(c): • • •



{n> O} in the temporally causal case. {(nl, n2) =1= (0, 0), n = O} U {n > O} in the temporally semicausal case. {nl ~ 0, »: ~ 0, n = O} U {nl < 0, »: > 0, n = O} U {n > O}, the totally ordered temporally case, also called a nonsymmetric half-space (NSHS).



The future-present-past diagram of the temporally causal model is shown in Figure 9.3. It can be obtained from the above noncausal model by stretching out the radius of the sphere in Figure 9.2 towards infinity. Then the thickness of the sphere becomes the plane shown in the temporally causal Fig. 9.3
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Dot indicates the present, and the plane below is the immediate past



Dot indicates the present, and it is surrounded by the immediate past



for the Markov-1 case. A structured first-order temporally causal model can be constructed as follows: x(nl. ni, n) =



L



c(k 1• k 2)x(nl - k 1• n: - k 2• n -1)



+ u(nl. nz, n),



k1,k z



u(nl, n2, n) =



L



c1(k 1, k 2, l)u(nl - k 1, ni - k 2, n) +u1(nl, n i, n).



k1,k z



Here u(nl, ni, n) is uncorrelated, in the Gaussian case, in the time direction only, and u1(nl. rn, n) is strict near-neighbor correlated in space but completely uncorrelated in time. Effectively we have a sequence of 2-D Gauss Markov random fields u, driving a frame-wise prediction recursion for x. The future-pre sent-past diagram for a temporally semicausal model is shown in Figure 9.4. We can construct a Markov pth-order temporal example: x(nl, n2, n) =



L Dr(O,O.O)



c(k 1, k 2• k)x(nl - k 1• n: - k 2• n - k)



+ u(nl. na, n),
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where



° and (nl, nz) = ° n = ° and (nl, ni) E D p - ° n=



0,



9.4.2



n



i- Oar



(nl, n2)



rf: D p .



REDUCED UPDATE SPATIOTEMPORAL KALMAN FILTER



For a 3-D recursive filter, we must separate the past from the future of the 3-D random field sequence. One way is to assume that the random field sequence is scanned in line-by-line and frame-by-frame,



where w(nl, n2, n) is a white noise field sequence, with variance aL~' and where S,



= {nl



;? 0, n: ;? 0, n = O} U {nl < 0, n: > 0, n = O} U {n > OJ.



Our observed image model is given by



r(nl, na, n) =



L



h(k!, k 2, k)x(n! - k l, n2 - k 2 , n - k)



+ v(nl, na, n).



(k!,k 2,k) E Sh



The region S" is the support of the spatiotemporal point spread function (psf) h(k l, k 2, k), which can model a blur or other distortion extending over multiple frames. The observation noise v(n1, n2, n) is assumed to be an additive, zero-mean, homogeneous Gaussian field sequence with covariance Qv(nl, na, n) = a: .....



~ C)
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Video coders compress a sequence of images, so this chapter is closely related to Chapter 8 on image compression. Many of the techniques introduced there will be used and expanded upon in this chapter. At the highest level of abstraction, video coders comprise two classes: interframe and intraframe, based on whether they use statistical dependency between frames or are restricted to using dependencies only within a frame. The most common intraframe video coders use the DCT and are very close to JPEG; the video version is called M-JPEG, wherein the "M" can be thought of as standing for "motion," as in "motion picture," but does not involve any motion compensation. Another common intraframe video coder is that used in consumer DV camcorders. By contrast, interframe coders exploit dependencies across frame boundaries to gain increased efficiency. The most efficient of these coders make use of the apparent motion between video frames to achieve their generally significantly larger compression ratio. An interframe coder will code the first frame using intraframe coding, but then use predictive coding on the following frames. The new HDV format uses interframe coding for HD video. MPEG coders restrict their interframe coding to a group of pictures (GOP) of relatively small size, say 12-60 frames, to prevent error propagation. These MPEG coders use a transform compression method for both the frames and the predictive residual data, thus exemplifying hybrid coding, since the coder is a hybrid of the block-based transform spatial coder of Chapter 8 and a predictive or DPCM temporal coder. Sometimes transforms are used in both spatial and time domains, the coder is then called a 3-D transform coder. All video coders share the need for a source buffer to smooth the output of the variable length coder for each frame. The overall video coder can be constant bitrate (CBR) or variable bitrate (VBR), depending on whether the buffer output bitrate is constant. Often, intraframe video coders are CBR, in that they assign or use a fixed number of bits for each frame. However, for interframe video coders, the bitrate is more highly variable. For example, an action sequence may need a much higher bitrate to achieve a good quality than would a so-called "talking head," but this is only apparent from the interframe viewpoint. Table 11.1 shows various types of digital video, along with frame size in pixels and frame rate in frames per second (fps). Uncompressed bitrate assumes an 8-bit pixel depth, except for 12-bit digital cinema (DC), and includes a factor of three for RGB color. The last column gives an estimate of compressed bitrates using Table 11.1. Types of video with uncompressed and compressed bitrates Video Teleconference (QCIF) Multimedia (ClF) Standard definition (SD) High definition (HD) Digital cinema (DC)



Pixel size 176 x 144 352 x 288 720 x 486 1920 x 1080 4096 x 2160



Frame rate 5-10 fps 30 30 30 24



Rate (uncomp.) 1.6-3 Mbps 36 Mbps 168 Mbps 1.2 Gbps 7.6 Gbps



Rate (comp.) 32-64 Kbps 200-300 Kbps 4-6 Mbps 20 Mbps 100 Mbps
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technology such as H.263 and MPEG 2. We see fairly impressive compression ratios comparing the last two columns of the table, upwards of 50 in several cases. While the given "pixel size" may not relate directly to a chosen display size, it does give an indication of recommended display size for general visual content, with SD and above generally displayed at full screen height, multimedia at half screen height, and teleconference displayed at one-quarter screen height, on a normal display terminal. In terms of distance from a viewing screen, it is conservatively recommended to view SD at 6 times the picture height, HD at 3 times the picture height, and DC at 1.5 times the picture height (see Chapter 6).



11.1



INTRAFRAME CODING



In this section we look at three popular intraframe coding methods for video. They are block-DCT, motion JPEG (M-JPEG), and subband/wavelet transform (SWT). The new aspect over the image coding problem is the need for rate control, which arises because we may need variable bit assignment across the frames to get more uniform quality. In fact, if we would like to have constant quality across the frames that make up our video, then the bit assignment must adapt to frame complexity, resulting in a variable bitrate (VBR) output of the coder. Figure 11.1 shows the system diagram of a transform-based intraframe video coder. We see the familiar transform, quantize, and VLC structure. What is new is the buffer on the output of the VLC and the feedback of a rate control from the buffer. Here we have shown the feedback as controlling the quantizer. If we need constant bitrate (CBR) video, then the buffer output bitrate must be constant, so its input bitrate must be controlled so as to avoid overflow or underflow, the latter corresponding to the case where this output buffer is empty and so unable to supply the required CBR. The common way of controlling the bitrate is to monitor buffer fullness, and then feed back this information to the quantizer. Usually the step-size of the quantizer is adjusted to keep the buffer around the midpoint, or half full. As mentioned earlier, a uniform quantizer has a constant step-size, so that if the number of output levels is an odd number and the input domain is symmetric around zero, then zero will be an output value. If we enlarge the step-size around zero, say by a factor of two, then the quantizer is said to be a uniform threshold quantizer (UTQ) (see Figure 11.2). The bin that gets mapped into zero
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Illustration of uniform threshold quantizer, named for its deadzone at the origin



is called the deadzone, and can be very helpful to reduce noise and "insignificant" details. Another nice property of such UTQs is that they can be easily nested for scalable coding, as mentioned in Chapter 8, and which we discuss later in this chapter. If we let the reconstruction levels be bin-wise conditional means and then entropy code this output, then UTQs are known to be close to optimal for common image data pdfs, such as Gaussian and Laplacian. In order to control the generated bitrate via a buffer placed at output of the coder, a quality factor has been introduced. Both CBR and VBR strategies are of interest. We next describe the M-JPEG procedure. 11.1.1
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M-JPEG PSEUDO ALGORITHM



Input a new frame. Scan to next 8 x 8 image block. Take 8 x 8 DCT of this block. Quantize AC coefficients in each DCT block, making use of a quantization matrix Q = {Q(k l , k 2 ) } ,



------DCT(k l , k 2 ) = Int



5



6



DCT(k l , k 2 ) , sQ(k l , k 2 )



(11.1-1)



where s is a scale factor used to provide a rate control. As s increases, more coefficients will be quantized to zero and hence the bitrate will decrease. As s decreases toward zero, the bitrate will tend to go up. This scaling is inverted by multiplication by sQ(k l , k 2 ) at the receiver. The JPEG quality factor Q is inversely related to the scale factor s. Quantize the DC coefficient DCT(O,O), and form the difference of successive DC terms !',.DC (effectively a noiseless spatial DPCM coding of the DC terms). Scan the 63 AC coefficients in conventional zig-zag scan.
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Variable-length code this zig-zag sequence as follows: (e) Obtain run length (RL) to next nonzero symbol. (b) Code the pair (RL, nonzero symbol value) using a 2-D Huffman table. Transmit (store, packetize) bitstream with end-of-block (EOB) markers and headers containing quantization matrix Q, Huffman table, image size in pixels, color space used, bit depth, frames per second, etc. If more data in frame, return to step 2. If more frames in sequence, return to step 1.



Variations on this M-JPEG algorithm are used in desktop SD video editing systems, consumer digital video camcorders (25 Mbps), and professional SD video camcorders such as the Sony Digital Betacam (90 Mbps) and Panasonic DVCPro 50 (50 Mbps), and others. A key aspect is rate control, which calculates the scale factor s in this algorithm. The following example shows a simple type of rate control with the goal of achieving CBR on a frame-to-frame basis, i.e., intra frame rate control. It should be mentioned that, while JPEG is an image coding standard, M-JPEG is not a video coding standard, so various "flavors" of M-JPEG exist that are not fully compatible.



11. 1-1 (M-JPEG) Here we present two nearly constant bitrate examples obtained with a buffer and a simple feedback control to adjust the JPEG quality factor Q. Our control strategy is to first fit a straight line of slope y to plot the Q factor versus log R of a sample frame in the clip to estimate an appropriate step-size, and then employ a few iterations of steepest descent. Further, we use the Q factor of last frame as first guess for the present frame. The update equation becomes EXAMPLE



Qnew



=



Qprev



+ y(logR target -logR prev ) '



We ended up with 1.2-1.4 iterations per frame on average to produce the results. We have done two SIF examples: Susie at 1.3 Mbps and Table Tennis at 2.3 Mbps. Figure 11.3 shows the results for the Susie clip, from top to bottom: PSNR, rate in KBlframe, and Q factor. We see a big variation in rate without rate control, but a fairly constant bitrate using our simple rate control algorithm. Results from the second example, Tennis, are shown in Figure 11.4; note that the rate is controlled to around 76 KB/frame quite well. Notice that in both of these cases the constraint of constant rate has given rise to perhaps excessive increases in PSNR in the easy-to-code frames that contain blurring due to fast camera and/or object motion. Most SD video has been, and remains at this time interlaced. However, in the presence of fast motion, grouping of two fields into a single frame prior to 8 x 8 DCT transformation is not very efficient. As a result, when M-JPEG is used on
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Diagram to illustrate covered pixel detection algorithm



Case 3:



Step 4.



if there are several pixels in frame B pointing to the same reference pixel, and having the same minimum absolute DFD value, we settle this tie using the scan order. Multiconnected: remaining pixels in frame B. If more than half of the pixels in a 4 x 4 block of frame Bare multiconnecred, we try forward motion estimation. If motion estimation in this direction has smaller MCr error, we call this block a covered block, and pixels in this block are said to be covered pixels. We then use forward MCr, from the next frame, to code this block.



In Figure 11.30, we see the detections of this algorithm of the covered and uncovered regions, mainly on the side of the tree, but also at some image boundaries. With reference to Figure 11.31, we see quite strange motion vectors obtained around the sides of the tree as it "moves" due to the camera panning motion in Flower Garden. The motion field for the bidirectional MCTF is quite different, as seen in Figure 11.32, where the motion vector arrows generally look much more like the real panning motion in this scene. These figures were obtained from the MCTF operating two temporal levels down, i.e., with a temporal frame separation of four times that at the full frame rate.
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Example of unconnected blocks detected in Flower Garden
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Example of motion field of unidirectional MCTF



11 .S.3 8IDIRECTIONAL MCTF Using the covered pixel detection algorithm, the detected covered and uncovered pixels are more consistent with the true occurrence of the occlusion effect. We can now describe a bidirectional MCTF process. We first get backward motion vectors for all 4 x 4 blocks via HVSBM. The motion vectors typically have quarter- or eighth-pixel accuracy and we use the MAD block matching criterion. Then we find covered blocks in frame B using the detection algorithm just introduced. The forward motion estimation is a by-product of the process of finding the covered
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Bidirectional interpolation in forward direction for Haar MCTF



blocks. Then we do optimal tree pruning [7]. Thus, we realize a bidirectional variable blocksize motion estimation. One can also perform MCTF in the forward direction, with reference to Figure 11.33. There are two kinds of blocks in frame A: connected blocks using forward motion estimation and covered blocks that use backward motioncompensated prediction. We can thus realize bidirectional MCTE The shaded block in frame A is covered. For those covered pixels, we perform backward MCP. For the other regions, the MCTF is similar to that of Choi [7]. At GOP boundaries, we have to decide whether to use open or closed GOP, depending on delay and complexity issues. We show in Figure 11.34 a t-L4 output from a unidirectional MCTF at temporallevel four, i.e., one-sixteenth of the original frame rate. There are a lot of artifacts evident, especially in the tree. Figure 11.35 shows the corresponding t-L4



SECTION 11.5 • SCALABLE VIDEO CODERS



425



Frame output from unidirectional MCTF at four temporal levels down



Four-temporal-Ievel-down output of bidirectional MCTF (see the color insert)



output from the bidirectional MCTF; we can detect a small amount of blurring, but no large artifact areas as were produced by the unidirectional MCTE Bidirectional MCTF along with unconnected pixel detection was implemented in a motion compensated EZBC video coder (MC-EZBC) in [5], where experimental coding results using the bidirectional Haar MCTF were obtained for the CIF test clips Mobile, Flower Garden, and Coastguard. Compared to the nonscalable lTD coder H.26L, a forerunner to H.264, MC-EZBC showed an approximate parity over the wide bit range 500-2500 Kbps. This is remarkable since MC-EZBC only codes the data once, and at the highest bitrate, with all the lower bitrate results being extracted out of the full bitstream. A fourth example showed
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results on Foreman, with about a 1 dB gap in favor of H.26L. Some MC-EZBC results in coding of 2K digital cinema data are contained in the MCTF video coding review article by Ohm et al. [34]. Video comparisons of MC-EZBC to both AVC and MPEG 2 results are contained in the enclosed CD-ROM.



11.6 OBJECT-BASED VIDEO CODING Visual scenes are made up of objects and a background. If we apply image and video analysis to detect or pick out these objects and estimate their motion, this can be the basis of a potentially very efficient type of video compression [27]. This was a goal early on in the MPEG 4 research and development effort, but since reliable object detection is a difficult and largely unsolved problem, the object coding capability in MPEG 4 is largely reserved for artificially composed scenes where the objects are given and their locations are already known. In object-based coding, there is also the new problem of coding the outline or shape of the object, known as shape coding. Further, for a high-quality representation, it is necessary to allow for a slight overlap of the natural objects, or soft edge. Finally, there is the bit allocation problem, first to the object shape, and then to their inside, called texture, and their motion fields. In Chapter 10 we looked at joint estimates of motion and segmentation. From this operation, we get both objects and motion fields for these objects. Each data can then be subject to either hybrid MCP or MCTF-type video coding. Here we show an application of Bayesian motion/segmentation to an example object-based research coder [14]. The various blocks of the object-based coder are shown in Figure 11.36, where we see the video input to the joint motion estimation and segmentation block of Chapter 10; the output here is a dense motion field d for each object with segmentation label s. This output is the input to the motion/contour coder, whose role is to code the motion field of each object and also to code its contour. The input video also goes into an object classifier and a texture coder. The object classifier decides whether the object can be predicted from the previous frame, a P object, or it is a new object occuring in this frame, an I object. Of course, in the first frame, all objects are I objects. The texture coder module computes the MCP of each object and codes the prediction residual. The motion coder approximates the dense motion field of the Bayes estimate over each object with an affine motion model in a least-squares sense. An affine model has six parameters and represents rotation and translation, projected onto the image plane, as



+ a12 t2 + au. a2ItI + arit: + a73.



dI(tI, t7) = alltI



d2(tI, t2) =



where the position vector t = (tI, t2) T on the object and dtt) is the corresponding displacement vector. We can see the translational motion discussed up to now as
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System diagram of the hybrid MCP object video coder given in Han [14]



the special case where only al3 and an are nonzero. The motion warping effect of an affine motion model has been found to well approximate the apparent motion of the pixels of rigid objects. The motion output of this coder is denoted d in Figure 11.36. The other output of the motion/contour coder is the shape information Since the Bayesian model enforces a continuity along the object track as well as a spatial smoothness, this information can be well coded in a predictive sense. The details are contained in Han [15]. The texture coding proceeds for each object separately. Note that these are not really physical objects, but are the objects selected by the joint Bayesian MAP motion/segmentation estimate. Still, they correspond to at least large parts of physical objects. Note also that it is the motion field that is segmented, not the imaged objects themselves. As a result, when an object stops moving, it gets merged into the background segment. There are now a number of nice solutions to the coding of these irregular-shaped objects. There is the shape-adaptive DCT [37] that is used in MPEG 4. There are also various SWT extensions to nonrectangular objects [1, 26]. Here, we present an example from Han's thesis [14], using the SWT method of Bernard [1]. The earphone QCIF test clip was coded at the frame rate of 7.5 fps and CBR bitrate of 24 Kbps, and the results were compared against an H.263 implementation from Telenor Research. Figure 11.37 shows a decoded frame from the test clip coded at 24 Kbps via the object-based SWT coder. Figure 11.38 shows the same frame from the decoded output of the H.263 coder. The average PSNRs are 30.0 and 30.1 dB, respectively, so there is a very slight advantage of 0.1 dB to the H.263 coder. However, we can see that the image out of the object-based coder is sharper. (For
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QClF Carphone coded via obiect-oased SWT at 24 Kbps



FIGURE



11.38



QClF Carphone coded at 24 Kbps by H.263



typical frame segmentation, please refer to Figure 10.35b in Chapter 10.) Since the object-based coder was coded at a constant number of bits per frame, while the H.263 coder had use of a buffer, the latter was able to put more bits into frames with a lot of motion, and fewer bits into more quiet frames, so there was some measure of further improvement possible for the object-based SWT coder. See the enclosed CD-ROM for the coded video. A comprehensive review article on object-based video coding is contained in Ebrahimi and Kunt [10].



11.7 COMMENTS ON THE SENSITIVITY OF COMPRESSED VIDEO Just as with image coding, the efficient variable-length codewords used in common video coding algorithms render the data sensitive to errors in transmission. So, any usable codec must include general and repeated header information giving positions and length of coded blocks that are separated by synch words such as EOB. Of course, additionally the decoder has to know what to do upon encountering an error, i.e., an invalid result, such as EOB in the wrong place or an illegal codeword resulting from a noncomplete VLC code tree. It must do something
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reasonable to recover from such a detected error. Thus at least some redundancy must be contained in the bitstream to enable a video codec to be used in a practical environment, where even one bit may come through in error, say for example, in a storage application, such as a DVD. Additionally, when compressed video is sent over a channel or network, it must be made robust with respect to much more frequent errors and data loss. Again, this is due to VLCs and spatiotemporal predictions used in the compression algorithms. As we have seen, the various coding standards place data into slices or groups of blocks that terminate with a synch word, which prevents the error propagation across this boundary. For packet-based wired networks such as the Internet, the main source of error is lost packets, as errors are typically corrected in lower network layers before the packet is passed up to the application layer and given to the decoder. Because of VLC, lost packets may make further packets useless until the end of the current slice or group of blocks. Forward error correction codes can be used to protect the compressed data. Slice lengths are designed based on efficiency, burst length, and preferred network packet or cell size. Further, any remaining redundancy, after compression, can be used at the receiver for a postdecoding cleanup phase, called error concealment in the literature. Combinations of these two methods can be effective too. Also useful is a request for retransmission or ACK strategy, wherein a lost packet is detected at the coder by not receiving an acknowledgment from the receiver, and based on its importance, may be resent. This strategy generally will require a larger output buffer and may not be suitable for real-time communication. Scalable coding can be very effective to combat the uncertainty of a variable transmission medium such as the Internet. The ability to respond to variations in the available bandwidth (i.e., the bitrate that can be sustained without too much packet loss) gives scalable coders a big advantage in such situations. The next chapter concentrates on video for networks. 11.8 CONCLUSIONS



As of this writing, block transform methods dominate current video coding standards. For the past 10 years, though, research has concentrated on SWT methods. This is largely due to the high degree of scalability that is inherent in this approach. With the expected convergence of television and the Internet, the need for a relatively resolution-free approach is now bringing SWT compression to the forefront in emerging standards for digital video in the future. For super HD (SHD), to match film and graphics arts resolution, an 8 x 8 DCT block is quite small! Conversely, a 16 x 16 DCT means a lot more computation. Subband/wavelet schemes computationally scale nicely to SHD, close to digital cinema, where already the DCI has chosen M-JPEG 2000 as their recommended intraframe standard.
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4:2:0 chrominance samples (0) are part of top field only



An overview of the state-of-the-art in video compression is contained in Section 6 "Video Compression" in A. Bovik's handbook [49]. Currently, the MPEGNCEG joint video team (]VT) is developing a scalable video code (SVC) based on the H.264/AVC tools. It is layered 2D + t coder that makes use of the MCTF technique.
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How many gigabytes are necessary to store 1 hour of SD 720 x 486 progressive video at 8 bits/pixel and 4:2:2 color space? How much for 4:4:4? How much for 4:2:0? A certain analog video monitor has a 30 MHz video bandwidth. Can it resolve the pixels in a 1080p video stream? Remember, 1080p is the ATSC format with 1920 x 1080 pixels and 60 frames per second. The NTSC DV color space 4:1:1 is specified in Figure 11.5 and the NTSC MPEG 2 color space 4:2:0 is given in Figure 11.39. (a) Assuming that each format is progressive, what is the specification for the chroma sample rate change required? Specify the upsampler, the ideal filter specifications, and the downsampler. (b) Do the same for the actual interlace format that is commonly used, but note that the chroma samples are part of the top field only, as shown in Figure 11.40.
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Use a Lagrangian formulation to optimize the intraframe coder with distortion D(n) as in (11.1-4), and average bitrate R(n) in (11.1-5). Consider frames 1 to N and find an expression for the resulting average mean-square distortion as a function of the average bitrate. Write the decoder diagram for the backward motion-compensated hybrid encoder shown in Figure 11.11. Discuss the inherent or built-in delay of an MPEG hybrid coder based on the number of B frames that it uses. What is the delay when the successive number of B frames is M? In an MPEG 2 coder, let there be two B frames between each non B frame, and let the GOP size be 15. At the source we denote the frames in one GOP as follows:
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What is the order in which the frames must be coded? What is the order in which the frames must be decoded? What is the required display order? Based on answers a-c, what is the inherent delay in this form of MPEG 2? Can you generalize your result from two successive B frames to M successive B frames? In MPEG 1 and 2, there are open and closed Gaps. In the closed GOP case, the bidirectional predictor cannot use any frames outside the current GOP in calculating B frames. In the open GOP case, they can be used. Consider a GOP of 15 frames, using pairs of B frames between each P frame. Which frames would be affected by the difference? How would the open GOP concept affect decodability? Find the inverse transform for the 4 x 4 DCT-like matrix (11.3-1) used in H.264/AVC. Show that 8-bit data may be transformed and inverse transformed without any error-using 16-bit arithmetic. Show the synthesis filter corresponding to the lifting analysis equations, (11.4-1) and (11.4-2). Is the reconstruction exact even in the case of subpixel accuracy? Why? Do the same for the LGT 5/3 SWT as in (11.4-3) and (11.4-4 ). In an MCTF-based video coder, unconnected pixels can arise due to expansion and contraction of the motion field, but also, and more importantly, due to occlusion. State the difference between these two cases and discuss how they should be handled in the coding stage that comes after the MCTE
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Many video applications involve transmission over networks, e.g., visual conversation, video streaming, video on demand, and video downloading. Various kinds of networks are involved, e.g., integrated services digital network (ISDN), wireless local area networks (WLANs) such as IEEE 802.11, storage area networks (SANs), private internet protocol (IP) networks, public Internet, and wireless networks. If the network lacks congestion and has no bit errors, then the source coding bitstreams described in Chapter 11 could be sent directly over the network. Otherwise some provision has to be made to protect the rather fragile compressed data kept from the source coder. In typical cases, even a single bit error can cause the decoder to terminate upon encountering illegal parameter values. In this chapter we will encounter some of the new aspects that arise with video transmission over networks. We review the error-resilient features of some standard video coders as well as the transport error protection features of networks, and show how they can work together to protect the video data. We present some robust transmission methods for scalable SWT-based coders such as MC-EZBC as well as for standard H.264/AVC. The chapter ends with a section on joint source-network coding, wherein the source-ehannel coding is continued into the network on overlay nodes that also support digital item adaptation (transcoding). We start with an overview of IP networks. General introductions to networks can be found in the textbooks by Tenenbaum [47] and Kurose and Ross [28].



12.1 VIDEO ON IP NETWORKS This section introduces the problem of transmitting video on internet protocol (IP) networks such as the public Internet. We first provide an overview of such networks. Then we briefly introduce the error-resilience features found on common video coders. Finally, we consider the so-called transport-level coding done at the network level to protect the resulting error-resilient coded video data. A basic system diagram for networked transmission of video on a single path is shown in Figure 12.1. In this case the source coder will usually have its errorresilience features turned on and the network coder will exploit these features at the transport level. The network coder will generally also exploit feedback on congestion in the network in its assignment of data to network packets, and choice of forward error correction (FEC) or ACK, to be discussed later in this chapter. This diagram is for unicast, so there is just one receiver for the one video source shown here. Multicast, or general broadcast.' introduces additional issues, one of which is the need for scalability due to the expected heterogeneity of multicast receivers and link qualities, i.e., usable bandwidth, packet loss, delay and delay variation (jitter), and bit-error rate. While we do not address multicast here, we do 1. The term "broadcast" may mean different things in the video coding community and the networks community. Here, we simply mean a very large-scale multicast to perhaps millions of subscribers, not just a wholesale flooding of the network.
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System diagram of networked video transmission



look at the scalability-related problem of digital item adaptation or transcoding later on in this chapter.



12.1.1 OVERVIEW OF IP NETWORKS Our overview of IP networks starts with the basic concept of a best-efforts network. We briefly introduce the various network levels, followed by an introduction to the transport control protocol (TCP) and the real-time protocol (RTP) for video. Since the majority of network traffic is TCP, it is necessary that video transmissions over RTP be what is called TCP-friendly, meaning that, at least on the average, each RTP flow uses a fraction of network resources, similar to that of a TCP flow. We then discuss how these concepts can be used in packet loss prevention. •



BEST-EFFORTS NETWORK



Most IP networks, including the public Internet, are best-efforts networks, meaning that there are no guarantees of specific performance, only that the network protocol is fair and makes a best effort to get the packets to their destination, perhaps in a somewhat reordered sequence with various delays. At intermediate nodes in the network, packets are stored in buffers of finite size that can overflow. When such overflow occurs, then the packet is lost, and this packet loss is the primary error that occurs in modern wired IP networks. So these networks cannot offer a guaranteed quality of service (QoS) such as is obtained on the private switched networks (e.g., Tl, T2, or ATM). However, significant recent work of the Internet Engineering Task Force (IETF) [21] has concentrated on differentiated services (DiffServ), wherein various priorities can be given to classes of packet traffic.
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LAYERS AND PROTOCOL STACK



Figure 12.2a shows the Open System Interconnection (051) network layers, also called a protocol stack [47]. The lowest level is the physical layer, called layer 1, the level of bits. At level 2, the data link layer, the binary data is aggregated into frames, while the next higher layer 3, the network layer, deals only with packets. In the case of bit errors that cannot be corrected, a packet is rejected at the data link layer and so is not passed up to the network level. However, bit errors are significant only in wireless networks. For our purposes we can skip the presentation and session layers and go directly to the application layer (Figure 12.2b), where our video coders and decoders sit. On transmission, the application sends a message down the protocol stack, with each level requesting services from the one below. On reception, the information is passed back up the stack. Hopefully, the original message is then reconstructed. The presentation and session layers are not mentioned in Kurose and Ross [28], who compress the stack to five layers, typical in Internet discussions. The internet protocol (IP) works in the network layer. The TCP works in the transport layer. The IP layer offers no reliability features. It just packetizes the data, adds a destination header, and sends it on its way. But the internet protocol at the network layer is responsible for all of the routing or path selection to get from one node to another all through the network to the final addressee node. TCP AND UDP AT TRANSPORT LEVEL



The extremely reliable TCP controls the main load of the Internet traffic. It attains the reliability needed for general computer data by retransmitting any lost IP packets, thus incurring a possibly significant increased delay upon packet loss. Most media traffic does not require such high reliability, but conversely cannot tolerate excessive variation in time delay, so-called time jitter. The ubiquitous TCP
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includes congestion avoidance features that heavily modulate its sending rate to avoid packet loss, signaled to the sender by small backward-flowing control packets. TCP flows start up slowly, and upon encountering significant packet loss, the sending rate is drastically reduced (by half) through a process called additiveincrease multiplicative-decrease (AIMD) [28]. This increase and decrease is conducted at network epochs as determined by the so-called round-trip time (RTT), the average time it takes a packet to make a round trip from source to receiver.



RTP AT THE ApPLICATION LAYER For real-time transmission, RTP does not employ TCP at all. The RTP operates at the application layer and uses the user datagram protocol (UDP), which, unlike TCP, simply employs single IP transmissions with no checking for ACKs and no retransmissions. Each UDP packet, or datagram, is sent separately, with no throttling down of rate as in TCP. Thus video sent via RTP will soon dominate the flows on a network unless some kind of rate control is applied. More information on these and other basic network concepts can be found in Kurose and Ross [28].



res FRIENDLY The flow of video packets via RTPIUDP must be controlled so as not to dominate the bulk of network traffic, which flows via TCP. Various TCP-friendly rate equations have been devised [31,34] that have been shown to use on average a nearly equal amount of network bandwidth as TCP. One such equation [34] is MTU



R TCP =



RTTI¥



+RTOJ2~Pp(1+ 32 p2)
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(12.1-1)



where RTT is the round-trip time, RTO is the receiver timeout time (i.e., the time that a sender can wait for the ACK before it declares the packet lost), MTU is the maximum transmission unit (packet) size, and p is the packet loss probability, also called packet loss rate. If the RTP video sender follows (12.1-1), then its sending rate will be TCP-friendly and should avoid being the immediate cause of network congestion. As mentioned previously, the main loss mechanism in wired IP networks is packet overflow at the first-in first-out (FIFO) internal network buffers. If the source controls its sending rate according to (12.1-1), then its average loss should be approximately that of a TCP flow, which is a low 3-6% [35]. So, control of the video sending rate offers two benefits, one to the sender and one to the network. Bit errors are not considered a problem in wired networks. Also, any possible small number of bit errors is detected and not passed up the protocol stack, so from the application's viewpoint, the packet is lost. In the wireless case, bit errors are important equally with packet loss. •
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12.1.2 ERROR-RESILIENT CODING Error-resilient features are often added to a video coder to make it more robust to channel errors. Here we discuss data partitioning and slices that are introduced for purposes of resynchronization. We also briefly consider reversible VLCs, which can be decoded starting from either the beginning or the end of the bitstream. We introduce the multiple description feature, whereby decoding at partial quality is still possible even if some of the descriptions (packets) are lost. DATA PARTITIONING AND SLICES



If all of the coded data is put into one partition, then a problem in transmission can cause the loss of the entire remaining data, due first to the use of VLCs and then to the heavy use of spatial and temporal prediction in video coders. In fact, if synchronization is lost somewhere, it might never be regained without the insertion of synch toords: into the bitstream. In MPEG 2, data partitions (DPs) consisted of just two partitions on a block basis: one for the motion vector and low-frequency DCT coefficients, and a second one for high-frequency coefficients [15]. Similar to the DP is the concept of slice, which breaks a coded frame up into separate coded units, wherein reference cannot be made to other slices in the current frame. Slices start (or end) with a synch word, and contain position, length of slice in pixels, and other needed information in a header, permitting the slice to be decoded independent of prior data. Because slices cannot refer to other slices in the same frame, compression efficiency suffers somewhat. REVERSIBLE VARIABLE-LENGTH CODING (VLe)



Variable-length codes such as Huffman are constructed on a tree and thus satisfy a prefix condition that makes them uniquely decodable, i.e., no codeword is the prefix of another codeword. Also, since the Huffman code is optimal, the code tree is fully populated, i.e., all leaf nodes are valid messages. If we lose a middle segment in a string of VLC codewords, in the absence of other errors, we can only decode (forward) correctly from the beginning of the string up to the lost segment. However, at the error we lose track and will probably not be able to correctly decode the rest of the string, after the lost segment. On the other hand, if the VLC codewords satisfied a suffix condition, then we could start at the end of the string and decode back to the lost segment, and thus recover much of the lost data. Now, as mentioned in Chapter 8, most Huffman codes cannot satisfy both a suffix and a prefix condition, but methods that find reversible VLCs (RVLCs), starting from a conventional VLC, have been discovered [45]. Unfortunately, the resulting RVLCs lose some efficiency versus Huffman codes. 2. A synch word is a long and unique codeword that is guaranteed not to occur naturally in the coded bitstream (see end-at-chapter problem 1).
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Regarding structural VLCs, the Golomb-Rice codes are near-optimal codes for the geometric distribution, and the Exp-Golomb codes are near optimal for distributions more peaky than exponential, which can occur in the prediction residuals of video coding. RVLCs with the same length distribution as GolombRice and Exp-Golomb were discovered by Wen and Villasenor [53], and ExpGolomb codes are used in the video coding standard H.264/AVC. Finally, a new method is presented in Farber at al. [13] and Girod [16] that achieves bidirectional decoding with conventional VLCs. In this method, forward and reverse code streams are combined with a delay for the maximum-length codeword, and the compression efficiency is almost the same as for Huffman coding when the string of source messages is long. MULTIPLE DESCRIPTION CODING (MDC)



The main concept in multiple description coding (MDC) is to code the video data into two or more multiple streams that each carry a near-equal amount of information. If all of the streams are received, then decoding proceeds normally. If fewer descriptions are received, then the video can still be decoded, but at a reduced quality. Also, the quality should be almost independent of which descriptions are received [48]. If we now think of the multiple descriptions as packets sent out on a best-efforts network, we can see the value of an MDC coding method for networked video.



(scalar MDC quantizer ) Consider an example where we have to quantize a continuous random variable X whose range is (1,10], with a quantizer having 10 equally spaced output values: 1,2, ... , 9, 10. Call this the original quantizer. We can also accomplish this with two separate quantizers, called even quantizer and odd quantizer, each with step-size 2, that output even and odd representation values, respectively. Clearly, if we receive either even or odd quantizer output, we can reconstruct the value of X up to an error of ±1, and if we receive both even and odd quantizer outputs, then this is the same as receiving the original quantizer output having 10 levels, so that the maximum output error is now ±0.5. Figure 12.3 illustrates this: the even quantizer output levels are denoted by the dashed lines and the odd quantizer output levels are denoted by the solid lines. We can see a redundancy in the two quantizers, because the dashed and solid horizontal lines overlap horizontally. EXAMPLE 12.1-1



One simple consequence from Example 12.1-1 is that the MDC method introduces a redundancy into the two (or more) code streams or descriptions. It is this redundancy that protects the data against loss of one or another bitstream. The concept of MDC has been extended far beyond simple scalar quantizers, e.g., MD transform coding [51] and MD-FEC coding [38], which we will apply to a layered code stream later in this chapter.
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12.1.3 TRANSPORT-LEVEL ERROR CONTROL The preceding error-resilient features can be applied in the video coding or application layer. Then the packets are passed down to the transport level, for transmission over the channel or network. We look at two powerful and somewhat complementary techniques, error control coding and acknowledgment/retransmission (ACKlNAK). Error control coding is sometimes called forward error correction (FEC) because only a forward channel is used. However, in a packet network there is usually a backward channel, so that acknowledgments can be fed back from receiver to transmitter, resulting in the familiar ACKINAK signal. Using FEC we must know the present channel quality fairly well or risk wasting error control (parity) bits, on the one hand, or not having enough parity bits to correct the error, on the other hand. In the simpler ACKINAK case, we do not compromise the forward channel bandwidth at all, and only transmit on the backward channel a very small ACKINAK packet, but we do need the existence of a backward channel. In delay-sensitive applications such as visual conferencing, we generally cannot afford to wait for the ACK and the subsequent retransmission, due to stringent total delay requirements (:(;250 msec [44]). Some data "channels" (where there is no backward channel) are the CD, the DVD, and TV broadcast. There is a back channel in Internet unicast, multicast, and broadcast. However, in the latter two, multicast and broadcast, there is the need to consolidate the user feedback at overlay nodes to make the system scale to possibilities of large numbers of users. FORWARD ERROR CONTROL CODING



The FEC technique is used in many communication systems. In the simplest case, it consists of a block coding wherein a number n - k of parity bits are added



SECTION 12.1 • VIDEO ON IP NETWORKS



443



to k binary information bits to create a binary channel codeword of length n. The Hamming codes are examples of binary linear codes, where the codewords exist in n-dimensional binary space. Each code is characterized by its minimum Hamming distance dmin, which is the minimum number of bit differences between any two codewords. It takes dmin number of bit errors to change one codeword into another, so the error detection capability of a code is dmin - 1, and the error correction capability of a code is Ldmin/2J, where L·J is the least integer function. This last is so because if fewer than Ldmin/2J errors occur, the received string is still closer (in Hamming distance) to its error-free version than to any other codeword. Now, Reed-Solomon (RS) codes are also linear, but operate on sym1 bols in a so-called Galois field with 2 elements. Codewords, parity words, and minimal distance are all computed using the arithmetic of this field. An example is 1= 4, which corresponds to hexadecimal arithmetic with 16 symbols. The (n, k) = (15,9) RS code has hexadecimal symbols and can correct three symbol errors. It codes nine hexadecimal information symbols (36 bits) into 15 symbol codewords (60 bits) [2]. The RS codes are perfect codes, meaning that the minimum distance between codewords attains the maximum value dmin = n - k + 1 [14]. Thus an (n, k) RS code can detect up to n - k symbol errors. The RS codes are very good for bursts of errors since a short symbol error burst translates into an I times longer binary error burst, when the symbols are written in terms of their I-bit binary code [36]. These RS codes are used in the CD and DVD standards to correct error bursts on decoding. AUTOMATIC REPEAT REQUEST



A simple alternative to using error control coding is the automatic repeat request (ARQ) strategy of acknowledgment and retransmission. It is particularly attractive in the context of an IP network, and is used exclusively by TCP in the transport layer. There is no explicit expansion needed in available bandwidth, as would be the case with FEC, and no extra congestion, unless a packet is not acknowledged, i.e., no ACK is received. Now TCP has a certain timeout interval [28], at which time the sender acts by retransmitting the unacknowledged packet. Usually the timeout is set to the round-trip time (RTT) plus four standard deviations. (Note that this can lead to duplicate packets being received under some circumstances.) At the network layer, the IP protocol has a header checksum that can cause some packets to be discarded there. While ARQ techniques typically result in too much delay for visual conferencing, they are quite suitable for video streaming, where playout buffers are typically 5 seconds or more in length. 12.1.4 WIRELESS NETWORKS



The situation in video coding for wireless networks is less settled than that for the usually more benign wired case. In a well-functioning wired IP network, usually
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bit errors in the cells (packets) can almost be ignored, being of quite low probability, especially at the application layer. In the wireless case the signal-to-noise ratio (SNR) is highly variable, with bit errors occurring in bursts and at a much higher rate. Methods for transporting video over such networks must consider both packet loss and bursty bit errors. The common protocol TCP is not especially suitable for the wireless network because it interprets packet loss as indicating congestion, while in a wireless network cell loss may be largely due to bit errors, in turn causing the packet to be deleted at the link layer [28]. Variations of TCP have been developed for wireless transmission [7], one of which is just to provide for link layer retransmissions. So-called cross-layer techniques have recently become popular [39] for exploiting those packets with bit errors. A simple cross-layer example is that packets with detected errors could be sent up to the application level instead of being discarded. There RVLCs could be used to decode the packet from each end till the location where the error occurred, thus recovering much of the loss.



12.1.5 JOINT SOURCE-CHANNEL CODING A most powerful possibility is to design the video coder and channel coder together to optimize overall performance in the operational rate-distortion sense. 1£ we add FEC to the source coder bitrate, then we have a higher channel bitrate. For example, a channel rate Rc = 1/2 Reed-Solomon code would double the channel bitrate. This channel bitrate translates into a probability of bit error. Depending on the statistics of the channel, i.e., independent bit errors or bursts, the bit error can be converted to a word error and frame error, where a frame would correspond to a packet, which may hold a slice or a number of slices. Typically these packets with bit errors will not be passed up to the application layer, and will be considered as lost packets. Finally, considering error concealment provisions in the decoder, this packet loss rate can translate into an average PSNR for the decoded video frames. Optimization of the overall system is called joint sourcechannel coding OSCC), and essentially consists of trading off the source coder bitrate versus FEC parity bits for the purpose of increasing the average decoder PSNR. Modestino and Daut [32] published an early paper introducing JSCC for Image transmission. Bystrom and Modestino (8] introduced the idea of a universal distortion-rate characteristic for the JSCC problem. Writing the total distortion from source and channel coding as Ds+ c, they express this total distortion as a function of inverse bit-error probability on the channel Pb for various source coding rates R«. A sketch of such a function is shown in Figure 12.4. Such a function can be obtained either analytically or via simulation for the source coder in question. However, pre-computing such a curve can be computationally demanding. The characteristic is independent of the channel coding, modulation, or channel model. However, •
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Total distortion plotted versus reciprocal of channel bit error probability, with source coding rate as a parameter



I I



Pb



I



I I I I I I



I I I I I



FIGURE



12.5



Probability of bit error versus channel signal-ta-noise ratio



the method does assume that successive bit errors are independent, but Bystrom and Modestino (8} stated that this situation can be approximately attained by standard interleaving methods. This universal distortion-rate characteristic of the source can be combined with a standard bit-error probability curve of the channel, as shown in Figure 12.5, to obtain a plot of Ds+c versus either source rate R s (source bits/pixel) or what they (8} called Rs+c ~ RsIR c, where Rc is the channel coding rate, expressed in terms of source bits divided by total bits, i.e., source bits plus parity bits. The units of R s+ c are then bits/c.u., where c.u. = channel use. The resulting curves look something like that of Figure 12.6. To obtain such a curve for a certain Eb/No or SNRi on the channel, we first find Pb from Figure 12.5. Then we plot the corresponding vertical line on Figure 12.4, from which we can generate the plot in Figure 12.6 for a particular R c of the used FEe, assumed modulation, and channel model. Some applications
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Total distortion versus source bits per channel use



to an ECSQ subband video coder and an MPEG 2 coder over an additive white Gaussian noise (AWGN) channel are contained in [8].



12.1.6



ERROR CONCEALMENT



Conventional source decoding does not make use of any a priori information about the video source, such as source model or power spectral density, in effect making it an unbiased or maximum-likelihood source decoder. However, better PSNR and visual performance can be expected by using model-based decoding, e.g., a postprocessing filter. For block-based intraframe coders, early postprocessing concealed blocking artifacts at low bitrates by smoothing nearest-neighbor columns and rows along DCT block boundaries. Turning to channel errors and considering the typical losses that can occur in network transmission, various so-called error concealment measures have been introduced to counter the common situations where blocks and reference blocks in prior frames or motion vectors are missing, due to packet loss. If the motion vector for a block is missing, it is common to make use of an average of neighboring motion vectors to perform the needed prediction. If the coded residue or displaced frame difference (DFD) is missing for a predicted block (or region), often just the prediction is used without any update. If an I block (or region) is lost, then some kind of spatial prediction from the neighborhood is often used to fill in the gap. Such schemes can work quite well for missing data, especially in rather smooth regions of continuous motion. Directional interpolation based on local geometric structure has also been found useful for filling in missing blocks [55]. A particularly effective method to deal with lost or erroneous motion vectors was presented in Lam et at. [29]. A boundary matching algorithm is proposed to estimate a missing motion vector from a set of candidates. The candidates include the motion vector for the same block in the previous frame, the available
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neighboring motion vectors, an average of available neighboring motion vectors, and the median of the available neighboring motion vectors. The estimate is then chosen that minimizes a side-match error, i.e., the sum of squares of the firstorder difference across the available top, left, and bottom block boundaries. A summary of error concealment features in the H.26L test model is contained in Wang et at. [50J. Some error concealment features of H.264/AVC will be presented in Section 12.3. In connection with the standards, though, it should be noted that error concealment is nonnormative, meaning that error concealment is not a mandated part of the standard. Implementors are thus free to use any error concealment methods that they find appropriate for the standard encoded bitstreams. When we speak of error concealment features of H.26L or H.264/AVC, we mean error concealment features of the test or verification models for these coders. An overview of early error concealment methods is contained in the Katsaggelos and Galatsanos book [25].



12.2 ROBUST SWT VIDEO CODING IBAJIC) In this section we introduce dispersive packetization, which can help error concealment at the receiver to deal with packet losses. We also introduce a combination of multiple description coding with FEC that is especially suitable for matching scalable and embedded coders to a best-efforts network such as the current Internet.



12.2.1 DISPERSIVE PACKETIZATION Error concealment is a popular strategy for reducing the effects of packet losses in image and video transmission. When some data from the compressed bitstream (such as a set of macroblocks, subband samples, and/or motion vectors) is lost, the decoder attempts to estimate the missing pieces of data from the available ones. The encoder can help improve estimation performance at the decoder side by packetizing the data in a manner that facilitates error concealment. One such approach is dispersive packetization. The earliest work in this area seems to be the even-odd splitting of coded speech samples by Jayant [22J. Neighboring speech samples are more correlated than are samples that are far from each other. When two channels are available for speech transmission, sending even samples over one of the channels and odd samples over the other, will facilitate error concealment at the decoder if one of the channels fails. This is because each missing even sample will be surrounded by two available odd samples, which can serve as a basis for interpolation, and vice versa. If multiple channels (or packets) are available, a good strategy would be to group together samples that are maximally separated from each other. For example, if
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N channels (packets) are available, the ith group would consist of samples with indices {i, i + N, i + 2N, .. .}. In this case, if anyone group of samples is lost, each sample from that group would have N - 1 available neighboring samples on either side. Even-odd splitting is a special case of this strategy for N = 2. The idea of splitting neighboring samples into groups that are transmitted independently (over different channels, or in different packets) also forms the basis of dispersive packetization of images and video. DISPERSIVE PACKETIZATION OF IMAGES



In the 1-D example of a speech signal, splitting samples into N groups that contain maximally separated samples amounts to simple extraction of N possible phases of the speech signal subsampled by a factor of N. In the case of multidimensional signals, subsampling by a factor of N can be accomplished in many different ways (d., Chapter 2 and also [12]). The particular subsampling pattern that maximizes the distance between the samples that are grouped together is the one that solves the sphere packing problem [10] in the signal domain. Digital images are usually defined on a subset of the 2-D integer lattice ;Z}. A fast algorithm for sphere packing onto Z2 was proposed in Bajic and Woods [4], and it can be used directly for dispersive packetization of raw images. In practice, however, we are often interested in transmitting transform-coded images. In this case, there are two ways to accomplish dispersive packetization, as shown in Figure 12.7. Samples can be split either before (Figure 12.7a) or after (Figure 12.7b) the transform. The former approach was used in Wang and Chung [49], where the authors propose splitting the image into four subsampled versions and then encoding each version by the conventional JPEG coder. The latter approach was used in several works targeted at SWT-coded images [11,6]. Based on the results reported in these papers, splitting samples before the transSource Splitting
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One low-frequency SWT sample (black) and its SWT neighborhood (gray)



form yields lower compression efficiency but higher error resilience, while splitting after the transform gives higher compression efficiency with lower error resilience. For example, the results in Wang and Chung [49] for the Lena image show the coding efficiency reduction of over 3 dB in comparison with conventional JPEG, while acceptable image quality is obtained with losses of up to 75%. On the other hand, the methods in Rogers and Cosman [40] and Bajic and Woods [6] are only about 1 dB less efficient than SPIHT [41] (which is a couple of decibels better than JPEG on the Lena image), but are targeted at lower packet losses, up to 10-20%. We will now describe the method of [6], which we refer to as dispersive packetization (DP). Figure 12.8 shows a two-level SWT of an image. One sample from the lowest frequency LL subband is shown in black and its neighborhood in the SWT domain is shown in gray. In DP, we try to store neighboring samples in different packets. If the packet containing the sample shown in black is lost, many of its neighbors will still be available. Due to the intra band and interband relationships among sub band/wavelet samples, the fact that many neighbors of a missing sample are available can facilitate error concealment. Given the target image size and the maximum allowed packet size (both in bytes), we can determine the suitable number of packets, say N. Using the lattice partitioning method from [4], a suitable 2-D subsampling pattern p : 7i} ----+ {O, 1, ... , N - I} can be constructed for the subsampling factor of N. This pattern is used in the LL subband-the sample at location (i, i) in the LL subband is stored in the packet p(i, i). Subsampling patterns for the higher frequency pat-



450



CHAPTER 12 • VIDEO TRANSMISSION OVER NETWORKS



ililiGi!! 'jjji tiJ! ":'di"( 3 ii' 1 . " . . ""Ii 3 m+j~i 2 3 0 1



1 2 3 0 1 2 3 1 2 3 0 3 0 1 2



2 3 0 1 00.' I~,.. 2 3 2 3 0 1 0 1 2 3



3 0 1 2 1 3 0 3 0 1 2 1 2 3 0 1 2 3 0 3 0 1 2 1 2 3 0 3 0 1 2 1 2 3 0 3 0 1 2 1 2 3 0 3 0 1 2



'!"



--",-',','



'i;:;:::



i:;:"-" ,___ '::,:



1 3 1 3 1 3 1 3



2 3 0 0 1 2 c'"



o 2 0 2 0



,';;:,"'''(9



•



_'" " J",



3 1 3 1



Ac



0 2 0 2



..,.



0 2 0 2 0 2 0 2



1 3 1 3 1 3 1 3



2 0 2 0 2 0 2 0



3 1 3 1 3 1 3 1



2 3 0 1 2 0 1 2 3 0 III 0 0."ii:,i 0 1 2 2 3 0 u'" 2 3 0 1 2 0 1 2 3 0 2 3 0 1 2 0 1 2 3 0



"if/I



;;/"1'



T;"',::~".



ii



c~.



,(



0 1 2 3 2 3 0 1 2 3 cr .,., -iil&t_ 0 1 0 1 2 3 2 3 0 1 0 1 2 3 2 3 0 1



'#!l'WH



'i;~'='



'



>"'--';'



0 2 0 2 0 2 0 2



3 1 3 1 3 1 3 1 1 3 1 3 1 3 1 3



• of a 16 x 16 Image with two levels of SWT decomposition, packetized Example



into four packets



terns are obtained by modulo shifting in the following way. Starting from the LL subband and going toward higher frequencies in a Z-scan, label the subbands in increasing order from 0 to K. Then, the sample at location (i, j) in subband k is stored in packet (p(i, j) + k) mod N. As an example, Figure 12.9 shows the resulting packetization into N = 4 packets of a 16 x 16 image with two levels of subband/wavelet decomposition. One LL sample from packet number 3 is shown in black. Note that out of a total of 23 SWT domain neighbors (shown in gray) of this LL sample, only three are stored in the same packet. (For details on entropy coding and quantization, the reader is referred to [6] and references therein.) As mentioned before, DP facilitates easy error concealment. Even simple error concealment algorithms can produce good results when coupled with DP. For example, in [6], error concealment is carried out in the three subbands (LL, HL, and LH) at the lowest decomposition level, where most of the signal energy is usually concentrated. Missing samples in the LL subband are interpolated bilinearly from the four nearest available samples in the horizontal and vertical directions. Missing samples in the LH and HL subbands are interpolated linearly from nearest available samples in the direction in which the subband has been lowpass filtered. Missing samples in higher frequency sub bands are set to zero. More sophisticated error concealment strategies may bring further improvements [3]. As an example, Figure 12.10 shows PSNR vs. packet loss comparison between the packetized zero-tree wavelet (PZW) method from Rogers and Cosman [40], and
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two versions of DP-one paired with bilinear concealment [6] and the other with adaptive MAP concealment [3]. The example is for a 512 x 512 grayscale Lena image encoded at 0.21 bpp. DISPERSIVE PACKETIZATION OF VIDEO



Two-dimensional concepts from the previous section can be extended to three dimensions for dispersive packetization of video. For example, Figure 12.11 shows how alternating the packetization pattern from frame to frame (by adding 1 modulo N) will ensure that samples from a common SWT neighborhood will be stored in different packets. This type of packetization can be used for intraframe-coded video. When motion compensation is employed, each level of the motion-compensated spatiotemporal pyramid consists of an alternating sequence of frames and motion vector fields. In this case, we want to ensure that motion vectors are not stored in the same packet as the samples they point to. Again, adding 1 modulo N to the packetization pattern used for samples will shuffle the pattern so that it can be used for motion vector packetization. This is illustrated in Figure 12.12. As an illustration of the performance of video DP, we present an example that involves the grayscale SIF Football sequence at 30 fps. The sequence was encoded at 1.34 Mbps with a GOP size of four frames using the DP video coder from [6]. The Gilbert model was used to simulate transmission over a packet-based network, with the "good" state representing packet reception and the "bad" state representing packet loss. Average packet loss was 10.4%.
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- R j , and this fact can be used to reduce computational burden. Designing the MD-FEC amounts to a joint optimization over both the source and channel coders.



3D-SPIHT [26J In [37], 3D-SPIHT, a spatiotemporal extension of the SPIHT image coder (cf., Section 8.6, Chapter 8), was used as the video coder to produce an embedded bitstream for MD-FEC. In a typical application, MD-FEC would be applied on a GOP-by-GOP basis. Channel conditions are monitored throughout the streaming session and, for each GOP, an FEC assignment is carried out using recent estimates of the channel loss statistics.



MC-EZBC One can also use MC-EZBC (cf., Section 11.5, Chapter 11) to produce an embedded bitstream for MD-FEC. Since motion vectors form the most important part of interframe video data, they would be placed first in the bitstream, followed by SWT samples encoded in an embedded manner. A video streaming system based on MCEZBC was proposed in [5]. The block diagram of the system is shown in Figure 12.16. As with 30-SPIHT, MD-FEC is applied on a GOP-by-GOP basis. A major difference from the system [37] based on 3D-SPIHT is the MC errorconcealment module at the decoder. Since motion vectors receive the most protection, they are the most likely part of the bitstream to be received. MC error concealment is used to recover from short burst losses that are hard to predict by simply monitoring channel conditions, and therefore often are not compensated for by MD-FEC.
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EXAMPLE 12.2-1 (MD-FEC)



This example illustrates the performance of MD-FEC for video transmission. The Mobile Calendar sequence (SIF resolution, 30 fps) was encoded into an SNR-scalable bitstream using the MC-EZBC video coder. The sequence was encoded with a GOP size of 16 frames. FEC assignment was computed for each GOP separately, with 64 packets per GOP and a total rate of 1.0 Mbps, assuming a random packet loss of 10%. Video transmission was then simulated over a two-state Markov (Gilbert) channel, which is often used to capture the bursty nature of packet loss in the Internet. This channel has two states: "good," corresponding to successful packet reception, and "bad," corresponding to packet loss. The channel was simulated for 10% average loss rate and an average burst length of 2 packets. Results from a sample simulation run are shown in Figure 12.17. The top part of the figure shows PSNR for 96 frames of the sequence. The bottom part shows the expected loss rate of 10% (solid line) and the actual loss (dashed line). As long as the actual loss does not deviate much from the expected value used in FEC assignment, MD-FEC is able to provide consistent video quality at the receiver. Please see robust SWT video results on enclosed CD-ROM.
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(a) two slices-alternate lines •



••



(b) two slices-checkerboard



Interleaved and FMO mapping of macroblocks onto two slices: the gray slice



and the w ite slice



12.3 ERROR-RESILIENCE FEATURES OF H.264/AVC The current VCEG/MPEG coding standard H.264/AVC inherits several errorresilient features from earlier standards such as H.263 and H.26l, but also adds several new ones. These features of the source coder are intended to work together with the transport error protection features of the network to achieve a needed quality of service (QoS). The error-resilience features in H.264/AVC are syntax, data partitioning, slice interleaving, flexible macroblock ordering, SP/SI switching frames, reference frame selection, intra block refreshing, and error concealment [27]. H.264/AVC is conceptually separated into a video coding layer (VCl) and a network abstraction layer (NAl). The output of the VCl is a slice, consisting of an integer number of macroblocks. These slices are independently decodable due to the fact that positional information is included in the header, and no spatial references are allowed outside the slice. Clearly, the shorter the slice, the lower the probability of loss or other compromise. For highest efficiency, there should be one slice per frame, but in poorer channels or lossy environments, slices consisting of a single row of macro blocks have been found useful. The role of the NAl is to map slices to transmission units of the various types of networks, e.g., map to packets for an IP-based network.



12.3.1 SYNTAX The first line of defense from channel errors in video coding standards is the semantics or syntax [27]. If illegal syntatical elements are received, then it is known that an error has occurred. At this point, error correction can be attempted or the data declared lost, and error concealment can commence.
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12.3.2 DATA PARTITIONING 3



By using the data partitioning (Dp ) feature, more important data can be protected with stronger error control features, e.g., forward error correction and acknowledgement-retransmission, to realize unequal error protection (UEP). In H.264/AVC, coded data may be partitioned into three partitions, A, B, and C. In partition A is header information including slice position. Partition B contains the coded block patterns of the intrablocks, followed by their transform coefficients. Partition C contains coded block patterns for interblocks and their transform coefficients. Coded block patterns contain the position and size information for each type of block, and incur a small overhead penalty for choosing DP.



12.3.3 SLICE INTERLEAVING AND FLEXIBLE MACROBLOCK ORDERING A new feature of H.264/AVC is flexible macroblock ordering (FMO) that generalizes slice interleaving from earlier standards. The FMO option permits macroblocks to be distributed across slices in such a way as to aid error concealment when a single slice is lost. For example, we can have two slices as indicated in Figure 12.18 (a or b). The indicated squares can be as small as macroblocks of 16 x 16 pixels, or they could be larger. Figure 12.18a shows two interleaved slices, the gray and the white. If one of the two interleaved slices is lost, in many cases it will be possible to interpolate the missing areas from the remaining slice, both above and below. In Figure 12.18b, a gray macroblock can more easily be interpolated if its slice is lost, because it has four nearest-neighbor macroblocks from the white slice, presumed received. On the other hand, such extreme macro block dispersion as shown in this checkerboard pattern would mean that the nearest-neighbor macroblocks could not be used in compression coding of a given macroblock, and hence there would be a loss in compression efficiency. Of course, we must trade off the benefits and penalties of an FMO pattern for a given channel error environment. We can think of FMO as akin to dispersive packetization.



12.3.4 SWITCHING FRAMES This feature allows switching between two H.264/AVC bitstreams stored on a video server. They could correspond to different bitrates, in which case the switching permits adjusting the bitrate at the time of the so-called SP or switching frame, while not waiting for an I frame. While not as efficient as a P frame, the SP frame can be much more efficient than an I frame. Another use for a switching frame is 3. Please do not confuse with dispersive packetization: which meaning of DP should be clear in context.
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12.19 frame SP12 FIGURE



Illustration of switching from bottom bitstream 1 to top bitstream 2 via switching



to recover from a lost or corrupted frame, whose error would otherwise propagate till reset by an I frame or slice. This can be accomplished, given the existence of such switching frames, by storing two coded bitstreams in the video server, one with a conventional reference frame choice of the immediate past frame, and the second bitstream with a reference frame choice of a frame further back, say two or three frames back. Then if the receiver detects the loss of a frame, and this loss can be fed back to the server quickly enough, the switch can be made to the second bitstream in time for the computation and display of the next frame, possibly with a slight freeze-frame delay. The SP frame can be also be used for fast-forward searching through the video program. With reference to Figure 12.19, we illustrate a switching situation where we want to switch from the bottom bitstream 1 to the top bitstream 2. Normally this could only be done at the time of an I frame, since the P frame from bitstream 2 needs the decoded reference frame from bitstream 2, in order to decode properly. If the decoded frame from bitstream 1 is used, as in our switching scenario, then the reference would not be as expected and an error would occur, and propagate via intra prediction within the frame and then via inter prediction to the following frames. Note that this switching can just as well be done on a slice basis as well as the frame basis we are considering here.
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The question now is how can this switching be done, in such a way as to avoid error in the frames following the switch. First, the method involves special primary switching frames SP! and SP 2 inserted into the two bitstreams at the point of the expected switch. The so-called secondary switching frame SP 12 then must have the same reconstructed value as SP 2 , even though they have different reference frames and hence different predictions. The key to accomplishing this is to operate with the quantized coefficients in the block transform domain, instead of making the prediction in the spatial domain. The details are shown in Karczewicz and Kurceren [24] where a small efficiency penalty is noted for using switching frames.



12.3.5 REFERENCE FRAME SELECTION In H.264/AVC we can use frames for reference other than the immediately last one. If the video is being coded now, rather than stored on a server, then feedback information from the receiver can indicate that one of the reference frames is lost; then the reference frame selection (RFS) feature can alter the choice of reference frames for encoding the current frame, in such a way as to exclude the lost frame, and therefore terminate any propagating error. Note that so long as the feedback arrives within a couple of frame times, it can still be useful in terminating propagation of an error in the output, which would normally only end at an I frame or perhaps at the end of the current slice. Note that RFS can make use of the multiple reference frame feature of H.264/AVC, thus this feature also has a role in increasing the error resilience.



12.3.6 INTRABLOCK REFRESHING A basic error resilience method is to insert intraslices instead of intraframes. These intraslices can be inserted in a random manner, so as not to increase the local data rate the way that intraframes do. Intraslices have been found useful for keeping delay down in visual conferencing. Intraslices terminate error propagation within the slice, the same way that I frames do for the frame.



12.3.7 ERROR CONCEALMENT IN H.264/ AVC While error concealment is not part of the normative H.264/AVC standard, there are certain nonnormative (informative) features in the test model [44]. First, a lost macroblock is concealed at the decoder using a similar type of directional interpolation (prediction) as is used in the coding loop at the encoder. Second, an interframe error concealment is made from the received reference blocks, wherein the candidate with the smallest boundary matching error [29,50] is selected, with the zero motion block from the previous frame always a candidate.
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Slice consists of one row of macroblocks (see the color insert)



Slice consists of three contiguous rows of macroblocks (see the color insert)



(selection of slice size) (Soyak and Katsoggelos) In this example, baseline H.264/AVC is used to code slice sizes consisting of both one row and three rows of macroblocks. The Foreman CIF clip was used at 30 fps and 384 Kbps. Because of the increased permitted use of intra prediction by the larger slice size, the average luma PSNRs without any packet loss were 36.2 dB and 36.9 dB, respectively. Then the packets were subjected to a loss simulation as fol1ows. The smaller packets from the one-row slices were subjected to a 1 % packet loss rate, while the approximately three-times longer packets from the three-row slices were subjected to a comparable 2.9% packet loss rate. Simple error concealment was used to estimate any missing macroblocks using a median of neighboring motion vectors. The resulting average luma PSNRs became 30.8 and 25.6 dB, respectively. Typical frames grabbed from the video are shown in Figures 12.20 and 12.21. EXAMPLE 12.3-1
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We can see the greater effect of data loss in Figure 12.21. Video results are contained in the enclosed CD-ROM in the Network Video folder.



12.4 JOINT SOURCE-NETWORK CODING Here we talk about methods for network video coding that make use of overlay networks. These are networks that exist on top of the public Internet at the application level. We will use them for transcoding or digital item adaptation and an extension to MD-FEC. By joint source-network coding (JSNC), we mean that source coding and network coding are performed jointly in an effort to optimize the performance of the combined system. Digital item adaptation Can be considered as an example of JSNC.



12.4.1 DIGITAL ITEM ADAPTATION lOlA) IN MPEG 21 MPEG 21 has the goal of making media, including video, available everywhere [19,20] and this includes heterogeneous networks and display environments. Hence the need for adaptation of these digital items in quality (bitratel, spatial resolution, and frame rate, within the network. The digital item adaptation (DIA) engine, shown in Figure 12.22, is proposed to accomplish this. Digital items such as video packets enter on the left and are operated upon by the resource adaptation engine for transcoding to the output-modified digital
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item. At the same time, the descriptor field of this digital item needs to be adapted also, to reflect the modified or remaining content properly, e.g., if 4CIF is converted to CIF, descriptors of the 4CIF content would be removed, with only the CIF content descriptors remaining. There would also be backward flows or signaling messages from the receivers, indicating the needs of the downstream users as well as information about network congestion, available bitrates, and bit-error rates, that the DIA engine must consider also in the required adaptation. A general overview of video adaptation can be found in Chang and Vetro [9].



12.4.2 FINE-GRAIN ADAPTIVE FEC We have seen that ]SNC uses an overlay infrastructure to assist video streaming to multiple users simultaneously by providing lightweight support at intermediate overlay nodes. For example, in Figure 12.23, overlay data service nodes (DSNs) construct an overlay network to serve heterogeneous users. Users A to G have different video requirements (frame rate/resolution/available bandwidth), and Pa-Pg are the packet-loss rates of different overlay virtual links. We do not consider the design of the overlay network here. While streaming, the server sends out a single fine-grain-adaptive-FEC (FGA-FEC) coded bitstream based on the highest user requirement (in this case 30/CIF/3M) and actual network conditions. FGAFEC divides each network packet into small fine-grain blocks and packetizes the FEC coded bitstream in such a way that if any original data packets are actively dropped (adapted by the DIA engine), the corresponding information in parity bits is also completely removed. The intermediate DSNs can adapt the FEC coded bitstream by simply dropping a packet or shortening a packet by removing some of its blocks. Since there is no FEC decoding/re-encoding, JSNC is very efficient in terms of computation. Furthermore, the data manipulation is at block level, which is precise in terms of adaptation. In this section, we use the scalable MC-EZBC video coder [18] to show the FGA-FEC capabilities. As seen in Chapter 11, MC-EZBC produces embedded bitstreams supporting a full range of scalabilities-temporal, spatial, and SNR. Here
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Atom diagram of video scalability dimensions (from Hewlett-Packard Labs web site [1 7])



we use the same notation as [18]. Each GOP coding unit consists of independently decodable bitstreams {QMV, QYuv}. Let It E {I, 2, ... , Ltl denote the temporal scale, then the MV bitstream QMV can be divided into temporal scales and consists of Q~v for 2 ~ It ~ Lt. Let Is E {l, 2, ... , L s} denote the spatial scales. The subband coefficient bitstream Q YUV is also divided into temporal scales and further divided into spatial scales as Q~.~v, for 2 ~ It ~ L, and 1 ~ Is ~ L; For example, the video at one-quarter spatial resolution and one-half frame rate is obtained from the bitstream as Q = {Q~v: 1 ~ It ~ t: - I} U {Qi'S,v: 1 ~ Is ~ i; - I}. In every sub-bitstream Q~~v, the luma and chroma subbands Y, U, and V are progressively encoded from the most significant bitplane (MSB) to the least significant bitplane (LSB) (cf., Section 8.6.6). Scaling in terms of quality is obtained by stopping the decoding process at any point in bitstream Q. The MC-EZBC encoded bitstream can be further illustrated as digital items as in Figure 12.24 [17], which shows the video bitstream in view of three forms of scalability. The video bitstream is represented in terms of atoms, which are usually fractional bitplanes [18]. The notation A(F, Q, R) represents an atom of (frame rate, quality, resolution). Choosing a particular (causal) subset of atoms corresponds to scaling the resulting video to the desired resolution, frame rate, and quality. These small pieces of bitstream are interlaced in the embedded bitstream. Intermediate DSNs adapt the digital items according to user preferences and network conditions. Since the adaptation can be implemented as simple dropping of corresponding atoms, DSNs do not need to decode and reencode the bitstream, which is very efficient. On the other hand, the adaptation is done based on atoms in a bitstream, which can approximate the quality of pure source coding. EXAMPLE 12.4-1 (adaptation example)



Using the MC-EZBC scalable video coder we have adapted the bitrate in the network, by including limited overhead information in the bitstream, allowing bitrate adaptation across a range of bitrates for the Coastguard and
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Mobile Calendar CIF test clips. Figure 12.25 shows the resulting PSNR plots versus bitrare. Two plots are given, the first corresponding to precise extraction at the source or server, and the second corresponding to DIA within the network using six quality layers, whose starting location is carried in a small



SECTION



12.4 •



JOINT SOURCE-NETWORK CODING



...



467



x



Description I Description 2



Description n FIGURE



12.26



FGA-FEC coding scheme



header. We can see that the PSNR performance is only slightly reduced from that at the video server, where full scaling information is available. Digital item adaptation can be done for nonscalable formats too, but only via the much more difficult method of transcoding. Next we show a method of combining DIA with FEC to increase robustness. DSNs adapt the video bitstream based on user requirements and available bandwidth. When parts of the video bitstream are actively dropped by the DIA engine, FEC codes need to be updated accordingly. This update of FEC codes has the same basic requirements as does the video coding-efficiency (low computation cost) and precision (if a part of the video data is actively dropped, parity bits protecting that piece of data should also be removed). Based on these considerations, we have proposed a precise and efficient FGA-FEC scheme [42] based on RS codes. FGA-FEC solves the problem by fine granular adapting of the FEC to suit multiple users simultaneously, and it works as follows. Given a segment of the video bitstream, shown in Figure 12.26 (top line), divided into chunks as A, B, C, ... , X, the FGA-FEC further divides each chunk of bitstream into small equal-sized blocks. The precision or fine granularity of the FGA-FEC scheme is determined by this blocksize. Smaller blocksize means finer granularity and better adaptation precision. In the lower part of Figure 12.26, the bitstream is divided into blocks as (Al, A2; Bl, ... , Bi; Cl, ... , Cj; ... ; Xl, ... , Xn). The RS coding computation is applied vertically across these blocks to generate the parity blocks, denoted "FEC" in the figure. Each vertical column consists of data blocks, followed by their generated parity blocks. More protection is added to the important part of the bitstream (A, B) and less FEC is allocated to data with lower priority (C, D, ...). The optimal allocation of FEC to different chunks of data has been described in Section 12.2 and in [5,38]. After FEC encoding, each horizontal row of blocks is packetized as one description, i.e., one description is equivalent to one network packet. Similar to MD-FEC of Section 12.2, FGA-FEC transforms a priorityembedded bitstream into nonprioritized descriptions to match a best-efforts network. In addition, the FGA-FEC scheme has the ability of fine granular adaptation
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