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Abstract. This paper proposes a (stochastic) Langevin-type formulation to modelize the continuous time evolution of the state of a biological reactor. We adapt the classical technique of asymptotic observer commonly used in the deterministic case, to design a Monte–Carlo procedure for the estimation of an unobserved reactant. We illustrate the relevance of this approach by numerical simulations. Keywords: Biochemical Processes, Stochastic Differential Equations, Monte— Carlo, Observer.
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Introduction



We are interested in monitoring the state of a biological reactor, which is basically a tank in which microscopic living organisms consume a nutrient. Monitoring the process is often a critical issue in many industrial applications, as it is a first necessary step towards its control. However, only a few of the components of the state (the instantaneous composition of the reactor) are measured by sensor. In particular, the concentrations of the biomass are generally not available on line, yet they are of the greatest importance for the process control. This problem led to the design of observer as software sensor, which are estimators of the unobserved components based on the available measurements. The reconstructed state is then used in the control process as if it were completely observed. A review of the commonly used techniques can be found in [Bastin and Dochain, 1990]. Observers found in the literature can be divided in three distinct classes: • the observers obtained from the general theory (Kalman–like and nonlinear observers) exploit all the knowledge given by the model, including
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the kinetics part. However, modeling the biological kinetics reaction is a difficult task, so that the model used by the observers could differ significantly from the reality. This results in a (possibly important) estimation bias. • The asymptotic observers make use of a specific feature of the bioprocesses model, related to the notion of reaction invariant. The idea is to design an observer for the total mass of the components involved in the biological process, and then to reconstruct the whole state with this observer and the measured components. This approach circumvent the knowledge of the kinetics but its rate of convergence highly depends on the operating conditions. • Observers that lie somehow in between these two classes are based on a partial knowledge of the kinetics. They use a parametric model of the reaction kinetics and attempt to estimate the parameters together with the state itself. All of these approaches have been implemented for various industrial applications ([Dochain, 2003]). It should be noted that, excepted for the Kalman filter, these techniques were mainly developed in a completely deterministic context. Uncertainties in the modelling are accounted for only through varying parameters, and performance in the presence of noisy inputs or measurements are evaluated by numerical simulation. The attempts to tackle these problems are very few. We should mention the interval observer of [Rapaport and Dochain, 2005] which uses the notion of cooperativity to produce bounds for the asymptotic observer, when the dynamics and the input are uncertain. On the stochastic side, [Rossi and Vila, 2005] proposed a formulation as a filtering problem. Stochastic terms are introduced in the dynamics, the measurements and the initial condition. The object of interest is then the conditional probability law of the whole state given noisy measurement of some components. The model considered was obtained by adding a discrete time white noise to the deterministic model. The approach presented in the present paper consists in modeling the uncertainties on the dynamics by a stochastic differential system in a way that is consistent with the notion of invariant. We then design a set of asymptotic observers which is used, together with the observed components to approximate the probability law of the unobserved ones. State estimation, variances, bounds and confidence regions are obtained from this Monte–Carlo approximation. Recall first the classical model obtain from the mass–balance principle, for a continuous stirred tank reactor :         1 bt 0 b˙ t = r(bt , st ) − D +D −c1 st sin s˙ t t



(1)
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where the substrate S is consumed by a biomass B with yield coefficient c1 , the biological reaction being represented by c



1 S −→ B.



Here bt and st denotes the concentration of biomass B and substrate S respectively, D is the dilution rate, r(.) the reaction kinetics and sin t the substrate concentration in the inlet. Many forms for the reaction rate have been proposed in the literature. The most commonly used is the Monod model s r(b, s) = µmax b. kS + s
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Stochastic model



The deterministic dynamics (1) is the sum of three vector fields representing the action of three sources of variations (the biological reaction itself, the flow out and the inlet), each of which being subject to random disturbances. Therefore, if noise terms are to be introduced, they should affect independently the three different directions. The random nature of biochemical reaction at the molecular scale has been mentioned and studied by many author, see [Gillespie, 2000] or [El Samad et al., 2005]. At a macroscopic scale, [Kurtz, 1978] modelled the overall effect of these individual reactions on the global concentrations, by an additive noise term of variance proportional to the reaction kinetics (or propensity function) r. In this context, the state (Bt , St ) is then a Markov process satisfying the Langevin chemical equation     p  1 1 r(bt , st ) dVt r(Bt , St ) dt + d Bt , St = −c1 −c1 where Vt denotes a Wiener Process. Notice that the drift and the diffusion coefficients act in the same direction. On another side, the flow in and out may also be more precisely described by a stochastic dynamics. Indeed, the dilution rate D denotes actually the average value, ignoring the inhomogeneity of the medium. Adding (formally) independent white noises to D in the flow in and out, we get a stochastic dynamics for the exchange with environment:     Bt 0 −(D + Wt˙out ) + (D + W˙tin ) . St sin t Putting all this together, we get our stochastic model        1 Bt 0 d Bt , St = r(Bt , St ) − D +D dt −c1 sin St t       p 1 Bt 0 + r(bt , st ) dVt + dWtout + in dWtin −c1 St st



(2)
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We observe that nonlinearity in model (2) lies only in the reaction kinetics. We therefore define the total mass proccess Zt = Bt + c11 St and note that this quantity remains unchanged through the biological reaction. The dynamics of Zt , obtained from (2) is then linear dZt = −D (Zt − Ztin ) dt + Zt dWtout + Ztin dWtin .



(3)



It is worth noting that this linear SDE has an explicit solution ([Klebaner, 1998]) Z t Z t Ut in Ut in zs ds + zs dWsin Zt = Z0 + D 0 Us 0 Us where



2 σout ) t + Wtout } . 2 Finally, notice that the linear change of coordinate (b, s) → (b + cs1 , s), gives the equivalent model (Zt , St ), where Zt has a linear dynamics, which is independent of the reaction kinetics r(·). This feature can be exploited to design efficient simulation algorithms. In the next section, we will use it to produce an estimation of the unknown concentration Bt , based on the completely observed concentration St .



Ut = exp{−(D +
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Monte–Carlo approximation



A possible adaptation of the asymptotic observer approach to this stochastic model could be done as follows: • Generate initial conditions for a set of N independent asymptotic observers thereafter named particles. • Let each particle evolve independently according to dynamics (3), up to time t. • Deduce a set of observers Bt using the observed component St . Let Qt denotes the law of the mass–balance process Zt . Initialization First of all, to approximate initial condition Q0 , we begin simulating an approximation of the initial condition P0 , the law of (B0 , S0 ). Let {(bi0 , si0 ), i = 1, .., N } be an N -sample distributed according to P0 . We define the Monte–Carlo approximation of P0 by N X ˜N = 1 δ i i . P 0 N i=1 (b0 ,s0 )



˜N It follows from the law of large numbers that if N is large enough then P 0 will be a good approximation of P0 in the sense that for each φ bounded measurable ˜ N , φi − hP0 , φi| −→ 0 |hP 0 N →∞
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We then deduce the Monte–Carlo approximation of Q0 by N 1 X N ˜ δ i Q0 = N i=1 z0



where z0i = bi0 +



si0 c1 .



Evolution We then generate N independents solutions of (3), starting from the N initial conditions {z0i }. Denoting by {zti , i = 1, ..N } this set of solutions, we define the empirical measure: N 1 X N ˜ δ i . Qt = N i=1 zt



˜N, Back to the original model Finally, we translate this empirical law Q t making use of the observation St . Let {bit = zti − µ ˜N t =



St c1 , i



= 1, .., N } and define



N 1 X δi . N i=1 bt



The unobserved component Bt is estimated by the average N X ˜t = 1 B bi . N i=1 t



Notice that µ ˜N t provides us with other useful statistics like variance or mode.
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Numerical results



We first illustrate the behaviour of the stochastic model through numerical simulation, using a Monod model for the growth rate and a constant influent concentration sin t . The following table shows the values of the parameters: c1 2



µmax 0.33 h−1



kS 5 g/l



D 0.05 h−1



sin t 5 g/l



Table 1. Parameter values



We use the Euler–Maruyama scheme to simulate the solutions of all the SDE involved, see ([Kloeden and Platen, 1992]). Fig. 1 shows a typical trajectory of the stochastic system starting from the equilibrium of the corresponding deterministic model (2.054, 0.893). As
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Fig. 1. System evolution starting from equilibrium



expected, the diffusion coefficient is predominant so that the system keeps oscillating in a neighbourhood of the equilibrium state. Fig. 2 shows a trajectory for the same system initialized with a value far from the equilibrium. We observe the predominance of the drift coefficient, which draws the system near the equilibrium, which is the right behaviour. Reasonable changes in parameters does not affect this global picture. Performance of the Monte–Carlo asymptotic observer is illustrated by Fig. 3 and Fig. 4, which use observation st from Fig. 1 and Fig. 2 respectively. We represent the particle cloud {bti }N 1 together with its density estimation. The true state is spotted by the vertical line. Observe that, since the particle cloud moves according to the general dynamics, it follows closely the true value. Indeed, each particle is an individual asymptotic observer, i.e. a potential state of the unobserved component. Therefore, the estimated density is, in some sense, a summary of our knowledge on this component based on observed part.



5



Conclusion



We have established the relevance of a continuous time stochastic modelization in biotechnology, that is able to take advantage of the existing know– how in biology and optimization. We have successfully shown the feasibility of this approach by numerical simulations. At least two directions for future



Monte–Carlo estimation for biochemical processes



1.6 1.2 0.8



0.8



1.2



1.6



2.0



St



2.0



(Bt,St)



7



1.0



1.2



1.4



1.6



1.8



2.0



2.2



0



20



40



80



100



60



80



100



Zt



1.0



2.0



2.2



1.4



2.4



1.8



2.6



2.2



Bt



60



0



20



40



60



80



100



0



20



40



Fig. 2. System evolution starting far from equilibrium Bt
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Fig. 3. Monte–Carlo observer - equilibrium Bt
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Fig. 4. Monte–Carlo observer
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investigations are generalization to higher dimensional models (p reactions involving q reactants) and a more realistic treatment of observations. Indeed, we have supposed here that one reactant was observed without noise, in the manner of optimizers, whereas this is clearly not the case in practical situations. Particle filters would surely be more appropriate to the case of noisy observations.
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