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Modelling for control • • • • •



Structure of discussion:



Modelling principles Modelling of electromechanical systems Modelling of other physical systems State-space modelling Web-based learning: Transfer function modelling, state space modelling, PID control



• Introduction • Case study: Thermal control of an occupied room - investigating the use of carbon dioxide concentration as an auxiliary control variable • Illustrative examples • Least squares estimation • Least squares estimation – practical models • Details of least squares algorithm • Questions and Answers • Further reading



• Statistical modelling 1



Introduction



1. Introduction Modelling approaches - review First principles – physical/chemical (fundamental/global) • Model structure by theoretical analysis (e.g. heat transfer) • Model complexity must be determined (assumptions) • Can be computationally expensive (not real-time) • May be expensive/time-consuming to obtain • Good for extrapolation • Does not require experimental data to obtain (data required for validation of the model).



Empirical – based on experimental data • Easier to develop than first principles models • Poor for extrapolation. 3



Reference: Seborg, D.E. et al. (2004). Process dynamics and control, Chapter 2.
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Statistical modelling is one particular form of the empirical modelling approach. Another form of this approach is process reaction curve modelling, in which the input signal used is a step or pulse input. The general empirical model identification approach may be summarised in a flowchart. 4



Introduction



Reference: Marlin, T.E. (2000). Process Control, Chapter 6.



Introduction
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2. Case study: Thermal control of an occupied room - investigating the use of carbon dioxide concentration as an auxiliary control variable



Introduction When compared to process reaction curve modelling, statistical modelling is a more general approach that is not restricted to: • step or pulse input • simple model (e.g. first order lag plus delay) • single experiment • large change in input signal (perturbation) • attaining steady state at the end of the experiment.



However, statistical modelling requires more complex calculations. Modelling from statistical data can be done intuitively ‘by eye’ or using a mathematical algorithm.



2.1 2.2 2.3 2.4



Introduction The room Air change rate determination Room air temperature – occupancy



2.5 CO2 concentration – occupancy 2.6 Conclusions
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2.1 Introduction



2.2 The room - K43, DIT Kevin St



• The case study details some theoretical and experimental work done in the examination of the relationship between human generated carbon dioxide concentration and temperature rise in an occupied room. • The aim of the work was to establish if CO2 concentration in the space could be used as an auxiliary control variable so as to allow a more rapid temperature control system response. • Models of the relationship between room air temperature and occupancy, and CO2 concentration and occupancy are mathematically developed and experimentally validated. 9



Instrumentation



The space heating for the room is supplied by hot air from a fan coil unit located in the adjoining room. An on/off thermostat located in the return air duct thermostatically controls the fan coil 10 unit output.



Data acquisition • Simultaneous readings of CO2 concentration and temperatures.



• The CO2 sensor was mounted approximately 2 m from the floor, in a ventilated instrument cabinet. It is a non-dispersive infrared sensor.



• Automatically logging. • Remote location.



• A thermistor temperature sensor was mounted 2 m from the floor (S2). • Two air temperature sensors were used, one suspended 0.6 m from the ceiling (S1); the other sensor was mounted external to the building on a windowsill (S3). 11



EnviroMon stand-alone data logging system
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2.3 Air change rate determination The air change rate in the room is measured by introducing a tracer gas (CO2) and recording its rate of decay. C O 2 D e ca y K 4 3 1800 1600
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2.4 Room air temperature - occupancy • Obtained theoretically by considering the rate of change of energy stored in the room air. • First order model. Predicted static increase/decrease in temperature = 0.05n; predicted time constant = 2.65 minutes. • Validation test: Static increase/decrease in temperature = 0.11n; time constant = 22 minutes (average figures).



The air change rate is measured as approximately 1.15 air changes per hour = 0.0191 air 14 changes per minute = 0.00032 air changes per second (or 0.074 m 3 s )



2.5 CO2 concentration - occupancy • A by-product of metabolism • Normal ambient concentration: 400 p.p.m. • Expired air concentration: approx. 40,000 p.p.m. • The rate of generation of CO2 is a function of metabolic rate; 0.0061 l/s - sedentary adults. • CO2 concentration - occupancy model obtained theoretically by considering concentration balance equations in the room.



• Room air temperature to ambient temperature: Static increase/decrease 15 in temperature = 0.15(T change); time constant = 20 minutes.



• First order model. Predicted static increase/decrease in CO2 concentration = 82n p.p.m.; predicted time constant = 52 minutes. 16



Overall ….



Actual static increase/decrease in CO2 concentration = 58n p.p.m. (average). Range: 37n – 86n p.p.m.



• The CO2 concentration time constant is significantly smaller when people leave the room, compared to when people enter the room.



Actual time constant (entry) = 29 minutes (average). Range: 19 – 38 minutes.



• Reason: When people enter the room, the door to the corridor is closed - CO2 concentration builds gradually; when people leave the room, the door to the corridor is left open - CO2 concentration falls quickly. • The time constant of the air temperature response is, on average, 22 minutes, and does not vary unduly whether people enter or leave the room. • Detailed analysis reveals that the time constant of the CO2 concentration response is always greater than the time constant of the air temperature response, when people enter the room.



Actual time constant (exit) = 7.7 minutes (average). Range: 1.6 – 12.5 minutes. 17



• On the other hand, the time constant of the CO2 concentration response when people leave the room is between 4 and 12 times faster than the time constant of the air temperature response. 18



Conclusions



2.6 Conclusions • CO2 concentration can be used as an auxiliary control variable for temperature control when the room, having been occupied, is vacated. • Models for the relationship between room air temperature and occupancy, and room CO2 concentration and occupancy have been developed; such models are useful in controller design and should allow the specification of improved closed loop control systems. • Developing the models from first principles is problematic, requiring, for example, reliable information on air movement and mixing within the space, air change rates, heat transfer coefficients for all fabric surfaces and thermal conductance and capacity of each material. 19



• The linear models developed are first order in nature; the parameters of the room CO2 concentration model, in particular, vary significantly, suggesting that further work should concentrate on the development of an appropriate nonlinear model. • Some of the experimental results show higher order effects, which could be incorporated in the theoretical model. • The data from the wall mounted temperature sensor clearly indicates a significant change in the heavyweight fabric temperatures over the test periods, which was unexpected. • Measured CO2 concentration is independent of factors which influence room temperature, such as changes in the ambient air temperature; thus, variations in measured CO2 concentration could be used in a simple manner to detect the presence or 20 absence of persons in an enclosed space.



Illustrative examples



3. Illustrative examples



Example 2: The identification of the parameters of a first order model of a process; no noise. The process is modelled in the z-domain.



Example 1:



Difference equation However, such ‘manual’ determination of the model is difficult if • The model is more complex • The noise to signal ratio is large. 21



Illustrative examples



Process output and input data



Model parameters22



Illustrative examples



The following process data is recorded (corresponds exactly to when b = 1, a = 0.5):



As there are two parameters (b and a) to be determined from this data, b and a may be calculated at two sample points (say k = 1 and 2) by solving the matrix equation:



Example 3: Re-do example 2 when the data is corrupted by noise i.e. instead of the noise free process data:



use the ‘noisy’ process data:



Taking the data at k = 1 and 2 (as before):
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Illustrative examples



4. Least squares estimation A more elegant solution to example 3 is to use least squares estimation (or linear regression). Write the matrix equation



An error of approximately 10% in the data has given rise to an error of approximately 30% in one of the estimated parameters. Possible strategy: Use all the data available. Pairs of data points could be taken (there are 15 pairs available altogether), the calculation repeated and an average of a and b determined. If the noise is random, this would be expected to lead to increased accuracy of the estimated parameters.



Model parameters



Process output data



Process output and input data as . The least squares approach involves minimising the sum of the squares of the errors between the process output data and the model output data (as obtained using the estimates of a and b). 25
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Least squares estimation



Least squares estimation



Therefore, from
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from from
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Least squares estimation



Least squares estimation



In summary, the least squares estimate for the unknown parameters is



Re-considering example 3, noisy process data:



29



Least squares estimation
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Least squares estimation



Properties of the least squares estimate



Further improvement could be made in the estimates by taking more data points (if these are available): 31
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Least squares estimation



5. Least squares estimation – practical models



Properties of the least squares estimate (cont).



Consider the estimation of models in first order lag plus time delay (FOLPD) form; in the Laplace domain:



In general: • The error must be an independent random variable, with zero mean • The model structure must reasonably represent the process dynamics • The process parameters must not change significantly during the experiment. 33



Least squares estimation – practical models
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Least squares estimation – practical models



Putting this z-domain transfer function in difference equation format:



One way to do this is to assume a value of d, and determine a and b using a computer programme designed to solve the least squares equations. Then, d may be varied, and a and b recalculated for each value of d; the value of d giving the lowest sum of squared errors allows the best estimate of the time delay to be determined. Example: A tank is shown in the diagram. The flow input data and height output data are recorded every 20 seconds. Determine the parameters of a FOLPD model for the tank, given the following table of results obtained from repeated application of the least squares algorithm:



There are three parameters to be estimated: K m , Tm and τ m = dTs . The challenge is to determine a, b and d that will give the optimal model from the available process data; subsequently, K m , Tm and τ m may be calculated. 35



d



a



b



Sum of squared errors



7



-0.964



0.101



7.52



8



-0.961



0.108



6.53



9



-0.958



0.114



5.86



10



-0.956



0.120



6.21 36



Least squares estimation – practical models



Least squares estimation – practical models The time delay index, d, is selected to be the value that gives the minimum sum of squared errors i.e. time delay = 9x20 = 180 seconds.



Example: Consider two stirred tanks, in which the model to be identified related the valve opening in the heating oil line to the outlet temperature of the second tank.



d



a



b



Sum



7



-0.964



0.101



7.52



8



-0.961



0.108



6.53



9



-0.958



0.114



5.86



10



-0.956



0.120



6.21 minimum



A step input signal is used (in valve position). The data is gathered and FOLPD model parameters are estimated. One method of diagnostic evaluation is to check if the error between the process and model is random. This could be assessed by comparing the process and model’s step 38 responses (next slide).
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Least squares estimation – practical models Diagnostic evaluation: Compare the step responses of the process and model. Good fitting is intuitively evident. Alternatively, the residuals (errors) between the process and model outputs could be plotted. The plot shows little correlation i.e. the model is judged to be valid. Note that some correlation would be expected, as the model structure selected will not provide the best possible data fit.



Least squares estimation – practical models Example: For the process discussed, an extra sensor, to measure the inlet temperature of the first tank, is included. In this case, the inlet temperature change will not be a step, as the temperature depends on the operation of upstream units.
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There would be a question as to whether the inlet temperature change input would be ‘persistently exciting’. Some theoretical tools are available to make a judgement, though a judgement could be made from a diagnostic test.
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In summary …



6. Details of Least Squares Algorithm



Characteristic



Least squares method



Input



If the input change approximates a step, the process output should deviate at least 63% of the potential steady state change



Experiment duration



The process does not have to reach steady state



Input change



No requirement regarding the shape of the input



Model structure



Arbitrary



Accuracy



Strongly affected by unmeasured disturbances



Diagnostics



Plot model versus process data; plot residuals



Calculations



Easily preformed with a spreadsheet or special purpose computer programme. 41



Details of Least Squares Algorithm



In this section, we explore the details of the algorithm implementation, together with some simulation results. The process is modelled in FOLPD form:



42 Reference: Cheng, G.S. and Hung, J.C. (1985). A Least-Squares Based Self-Tuning of PID Controller, Proceedings of the IEEE South East Conference, pp. 325-332, Raleigh, North Carolina, USA.



Details of Least Squares Algorithm
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Details of Least Squares Algorithm



Details of Least Squares Algorithm Flowchart of programme (written in C) to implement the algorithm, incorporating some practical considerations.
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Details of Least Squares Algorithm
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Details of Least Squares Algorithm



Example 1:



Example 2:
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Details of Least Squares Algorithm



Details of Least Squares Algorithm



Example 3:



Example 4:



49



50



Question



7. Questions and Answers When we determine a model using the statistical method, the parameters a and b are estimated by minimizing the sum of the squares between the data and model. What key result simplifies the solution? • • • •



The calculations can be performed by hand. The parameters are determined without error. The resulting equations are linear. Only a few data points are needed.



Answer: • The calculations can be performed by hand – No, the calculations are too time consuming when we have a realistic number of data points.



• The parameters are determined without error – No, there are always errors due to the noise in the data.



• The resulting equations are linear – Yes, this simplifies the solution. • Only a few data points are needed – No. 51
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Answer
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Question
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Answer



Answer
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Answer
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8. Further Reading Many control textbooks deal with statistical modelling. Two examples are: • Marlin, T.E. (2000). Process Control, Chapter 6. • Luyben, W. and Luyben, M. (1997). Essentials of process control, Chapter 16. Other textbooks often deal with both statistical modelling and subsequent controller design, under the heading adaptive control. One example is: • Hang, C.C., Lee, T.H. and Ho, W.K. (1993). Adaptive Control, Instrument Society of America (Chapter 7). More advanced ideas are explored by Astrom, K.J. and Wittenmark, B. (1995). Adaptive Control, Addison-Wesley.
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