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SYNOPSIS: This project concerns the problem of modelling an autonomous model helicopter and hereafter stabilizing the model in a hover manoeuvre using optimal control. First a non-linear minimum-complexity helicopter simulation math model has been developed, this model is hereafter linearized to derive a linear model. By use of this linear model, a controller based on optimal control has been designed. The designed controller was then tested on the non-linear model to examine the robustness of the controller to initial state disturbances on the translatory velocities and the attitude. It was possible to stabilize the non-linear system in a hover manoeuvre under the effect of these disturbances. However, any general conclusions regarding the controller’s ability to stabilize a real model helicopter can not be made.
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Reading Instructions To help guide the reader through the report a reading guide is presented. A variable X f



Xg



(1)



can be a Latin as well as a Greek letter, both  upper-case and lower-case. In front of the variable a lower-case Latin superscript f · might be added, which indicates the frame in which the variable is stated. The following subscript (· g ) is a general subscript related to the variable X (see the examples in Figure 1). When describing transformation between different frames, calligraphic letters are used. The expression Cau : u → a



(2)



means that the matrix C maps a given vector stated in frame u to frame a. Throughout the report, vectors and matrices are written in bold letters, the letters being either Latin or Greek. Variables divided into large-scale and small-signal values, are written with a 0 and δ respectively as subscript in front of the variable as shown in the example below β1c (t) = 0 β1c (t) + δ β1c (t) Figures, tables are numbered consecutively starting over from each chapter, for example the 3rd figure in the 6th chapter would be Figure 6.3. When referring to an equation, the III



Indicates that the force is stated in the spatial frame



s



fx



Indicates that the force is decomposed in the x-direction



(a)



Indicates that the force is stated in the body frame



b



f y,TR



Indicates that the force is caused by the tail rotor, and acts in the y-direction



(b)



Indicates that the torque is stated in the body frame



b



LD



Indicates that the torque is caused by the drag



(c)



Figure 1: Three examples of the indexing used through this document.



number is simply in parenthesis, so if there are referred to the 5th equation in the 4th chapter it would simply say: “as seen in (4.5)”. References to literature will throughout the report be written in square brackets containing the author’s surname and the year of the publishing. This refer to the bibliography, where further information about the source can be found. The reference to a source might also contain a page number if necessary, e.g. [Prouty 1985, p. 245].
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Introduction The use of autonomous vehicles, for a wide variety of applications, have been increasing during the latest years. Land-based vehicles can be used for many purposes, but are not as versatile as could be desired because they are dependent on the terrain. Aerial vehicles, such as aeroplanes and helicopters, does not depend on the terrain in the area of operation, as the land based vehicle. An autonomous helicopter has an advantage in maneuverability compared to an autonomous aeroplane, which is not able to hover (stand still in the air). This, and the ability to take off and land in limited spaces are clear advantages of the autonomous helicopter. An autonomous helicopter is a versatile platform for a wide variety of applications. It can be used in situations as agricultural crop dusting, search and rescue missions, inspection of bridges or power lines, surveillance of larger areas etc. Autonomous helicopter research and development has also been increasing the latest years. Yamaha Motors have, since the presentation of the autonomous model helicopter RCASS prototype in 1986, been developing autonomous model helicopters which are used commercially today. These helicopters are mainly used for crop dusting. The main purpose of this project is to understand the basics of helicopter modelling, develop a mathematical simulation model of an autonomous helicopter based on information of a Yamaha R-50 model helicopter and devise a controller which must be able to stabilize the helicopter model in a hover manoeuvre.
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Part I



Pre-Analysis This first part of the project report contains two chapters and concerns the initial considerations, important for the design of control for the autonomous helicopter. The first chapter introduces basic helicopter theory necessary to understand the terms used throughout the remainder of the report. The second chapter forms the overall problem formulation for this project.



3



Helicopter Theory Overview



1



This chapter is intended to give an overview of the helicopter theory, by introducing the frames and notations, and by explaining the basics of the elements which features the system. This chapter does not deal with any mathematical descriptions of the system dynamics, this is intentionally first introduced in the modelling part.



1.1 Frames and Notation The helicopter is considered to be a rigid body, free to move in three translatory directions and to rotate about all three axes, hence having 6 degrees of freedom (DOF). Basically, three different helicopter reference-frames are defined throughout the helicopter modelling. All of these are right-handed coordinate systems. In order to make use of the Newtonian mechanics, an inertial-fixed reference frame is needed [Bak 2002, p. 8]. It is assumed that the earth is flat and stationary in inertial space, hence an earth-fixed frame (EF) is used as a reference frame. The origin of this is chosen arbitrarily, with the x axis pointing in any convenient direction, the z axis pointing vertically downwards and the y axis perpendicular to both. For deriving equations of motion, it is convenient to define a body-fixed frame (BF), following the attitude and position of the helicopter. The origin of the BF is placed in the center of gravity (COG), which simplifies the modelling [Wie 1998, p. 332]. The x axis of the BF is defined to point in the helicopter longitudinal direction (i.e through the nose, as seen in Figure 1.1). The y axis is defined to point to the right (lat-



b



y



b b



z



x



Figure 1.1: Illustration of the right-handed body-fixed coordinate system with origin in COG.



5



CHAPTER 1. HELICOPTER THEORY OVERVIEW eral direction) when seen from above, and the z axis downwards and perpendicular to the other axes. In order to describe the rotary movements, a third frame is defined. This is denoted the spatial frame (SF), and is oriented as the EF but with the origin moved to the origin of the BF. In the following, a superscript b, e and s in front of a variable, indicates that it is stated in the BF, EF or SF respectively. To describe the helicopter movement and attitude, some variables are defined. The variables u, v and w are used to denote the translatory velocities of the helicopter, relative to the air. The attitude and rotary movements of the helicopter are described by a number of variables. The angular velocities, p, q and r, denotes the roll, pitch and yaw motion, respectively, i.e. angular velocities about BF’s axes. The so-called Euler angles, φ, θ and ψ, define the angles between the BF and the SF after a roll, pitch and yaw movement, respectively. The inputs and the resulting movement are shown in Table 1.1. Actuator input



Rotary movement



Resulting translatory movement



Lateral Longitudinal Collective Pedal



Roll (p) Pitch (q) Yaw (r)



Lateral (v) Longitudinal (u) Heave (w) -



Table 1.1: Overview of the input to the helicopter, and the resulting rotary and translatory movements.



The helicopter uses the main and tail rotor to perform these movements. By altering the pitch of the blades, the magnitude and orientation of the resulting thrust force can be controlled. A plane denoted as the “hub plane” (HP) is defined to follow the plane spanned by the b x and b y axes, with the origin in the rotor hub. When altering the orientation of the thrust vector, the plane spanned by the main rotor is tilted, and defines a new plane denoted as the “tip path plane” (TPP), which is shown in Figure 1.2(a). The azimuth angle Ψ is used to describe the position of the blades, defined as 0 ◦ towards the tail and increasing with the blade rotating clockwise. The angles β 1c and β1s , denoted as the longitudinal and lateral flapping angle, respectively, between HP and TPP at Ψ = 0 ◦ and Ψ = 90◦ , respectively, describes the orientation of the TPP. The main forces, caused by the main rotor, are illustrated in Figure 1.2(b). The thrust force is defined perpendicular to the TPP, while the lift and propulsion forces are the vertical and horizontal components, respectively.



6



1.2. MECHANICAL OVERVIEW



HP



TPP



TPP



HP Propulsion force



Ψ=180



Ψ=0 TPP



x



Lifting force



Thrust force



y HP



z (a) The difference between the HP and the TPP describes the flapping angles β1s and β1c .



(b) The thrust force is defined perpendicular to the TPP.



Figure 1.2: Illustration of HP, TPP and thrust.



1.2 Mechanical Overview This section describes the mechanical parts of the helicopter related to its movement. The inputs and the mechanical effect of these are described.



1.2.1 Helicopter Input As described in the previous section, the helicopter has 6 DOF. The position and attitude of the helicopter are controlled through the following 5 control inputs commanded by the pilot: ulat - Lateral control input: Makes the helicopter rotate about the b x axis and thereby perform a roll. ulong - Longitudinal control input: Makes the helicopter rotate about the b y axis and thereby perform a pitch. Together with the lateral control input, it forms the cyclic control input, applied through the pilot’s cyclic stick. ucol - Collective control input: Makes the helicopter perform a vertical movement (heave), and is applied through the pilot’s collective stick. This heave movement is a result of the aerodynamic forces exerted on the main-rotor blades on the helicopter. These forces create a thrust, as the air is accelerated through the rotor disk plane. uped - Rudder control input: Makes the helicopter rotate about the b z axis and thereby perform a yaw. This input is applied through the pilot’s pedals. Ω - Main rotor speed: Is maintained constant by a so-called governor to reduce the number of control inputs the pilot needs to control. When applying a collective control input, 7



CHAPTER 1. HELICOPTER THEORY OVERVIEW the motor load is changed, and without this governor, the main rotor speed would change, and the effect of the input would be reduced. In order to understand how the thrust is created, it is necessary to take blade element theory into account. This theory is normally used for aircrafts with fixed wing configurations, but is also applicable for a rotary wing aircraft. Some of the factors needed to calculate the thrust of a rotor blade are illustrated in Figure 1.3. The figure depicts a section of a blade of an infinitesimal width. Factors such as the air density, radius of the rotor disk and the Thrust



Leading Resultant edge velocity



α



θb



Blade chord Rotational velocity



Induced velocity



Trailing edge



Figure 1.3: The thrust force is generated at the blade cord, perpendicular to the resulting velocity. The vectors are marked with bold arrows.



angle of attack are important factors. Higher air density and larger disk radius creates a greater thrust. In low altitude flight, the air density is assumed constant and likewise the length of the rotor blades is constant. There are two airflows acting on the blades, the airflow caused by the rotational velocity and the airflow caused by the induced velocity. Together they form the resulting velocity. By definition, the resulting thrust is perpendicular to the resulting velocity [Prouty 1985, p. 4]. By summarizing the thrust over the entire blade, the resulting thrust-force will be perpendicular to the TPP after a complete rotation. When altering the collective pitch, u col , on the main rotor, θb is increased equally for all azimuth angles, Ψ, and the magnitude of the thrust is altered according to this. Likewise when applying a rudder control input, u ped , the collective pitch on the tail rotor is uniformly altered. When the pilot applies a cyclic control input (u long and ulat ), it also yields an alteration of θb . This alteration changes, unlike when applying collective pitch, as a function of Ψ. Hereby the orientation of the TPP is changed, which changes the direction of the resulting thrust force. This is done through the swash plate, which is described in the following section. As mentioned previously, the governor maintains the main-rotor speed constant, why it is excluded from the input vector. Hence the input vector is defined as  T u = ulat ulong ucol uped .



(1.1)



1.2.2 Mechanical Implementation



In this section, the most important mechanical parts, regarding the control of the helicopter, are described. 8



1.2. MECHANICAL OVERVIEW Swashplate In the early helicopter designs, the main rotor was used only as a lifting device, and roll and pitch movements were performed by ailerons on stub wings and a conventional elevator. This was not very effective, so another method based on tilting the rotor plane and thereby altering the TPP was developed. This is done by altering the cyclic pitch of the blades through the swash plate. Figure 1.4 shows that when no cyclic input is applied, the



Figure 1.4: Illustration of mechanical linkage from cyclic/collective stick to swash plate [Prouty 1986, p. 154].



TPP will remain perpendicular to the rotor shaft, hence completing a revolution with constant blade pitch angle, θb , thus following the HP. Consider the situation in Figure 1.4 where the rotor blades rotate clockwise. If the pilot slides the cyclic stick forward, the swash plate tilts forward as well. The top side of the swash plate is connected to the pitch horn which is 90 ◦ ahead. Since the pitch horn connected to the blade is 90◦ ahead, the blade has minimum pitch at Ψ = 90 ◦ and maximum pitch at Ψ = 270◦ . Logically this would make the helicopter roll about b x since the pitch of the blade is minimum at the left side of the helicopter and maximum at the right side of the helicopter. However, this is not the case because of blade flapping. When the blade has maximum pitch at the right side of the helicopter, it will have its maximum flapping 90 ◦ later, i.e. over the tail at Ψ = 180◦ . Control Rotor When applying a cyclic control input, the angle of the swash plate is altered in longitudinal and/or lateral direction. The swash plate is attached mechanically to the two rotor systems; the control rotor and the main rotor. The control rotor, also known as a Bell-Hiller bar, acts as a stabilizer giving the helicopter dynamics more stability [Prouty 1985, p. 43]. The control 9



CHAPTER 1. HELICOPTER THEORY OVERVIEW rotor is mechanically attached to the main rotor in order to transfer cyclic pitch to the main rotor. As seen in Figure 1.5, the control rotor consist of a bar with paddles attached at the



Figure 1.5: Illustration of control rotor [Munzinger 1998, p. 47].



ends. These paddles provides no noticeable lift compared to the main rotor. In contrast to the main rotor, the control rotor is free to pivot about a hinge placed in the center of the rotor hub. With the swash plate as input, the control rotor flaps as a function of Ψ. This flapping motion results in a cyclic pitch on the main rotor, due to the mechanical linkage between the two rotors.
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Problem Formulation and Operating Environment



2



In this chapter the problem formulation is presented, and the objectives which are necessary to complete will be stated. Furthermore a specification of the helicopter operating environment is presented.



2.1 Problem Formulation As the basic helicopter theory now has been presented, a problem formulation and a strategy for further actions is introduced. The helicopter is a highly unstable system, for which reason a controller is needed. The purpose of the project is to develop a mathematical model of a radio controlled helicopter and devise a controller. The controller should make the helicopter model hover in a simulation, the definition of hover being that the translatory velocities of the helicopter relative to the earth are zero. As the main objective is to control the dynamic behavior of the helicopter, it is necessary to derive a representative model that reacts in the same manner as a real helicopter. In that respect a very accurate model is preferred, but the complexity increases with the model accuracy and hereby the calculation time. A too complex model will limit the capability of real-time simulation. Furthermore if a complex model is to be made, knowledge of the helicopter geometry, blade dynamics and other aerodynamic data gained from wind-tunnel tests, is needed. The tests needed to get this data are very expensive and are therefore kept confidential by the companies performing them [Munzinger 1998, p. 14]. This means that these informations are out of reach in this project. To overcome the inflexibility of the complex models, the National Aeronautics and Space Administration (NASA) has developed a so-called “Minimum-Complexity Helicopter Simulation Math Model” (MCHSMM) [Heffley & Mnich 1988], which is a math model depending only on basic data sources with the intention of low cost real-time simulation possibilities. It is a modification of such a MCHSMM this project aims to develop and control. Most of the data needed to develop a MCHSMM are presented by [Munzinger 1998, p. 110] for a Yamaha R-50 model helicopter, and will be used throughout this project. Some of these data are not accurate, but only an approximation of the actual data. One of the additional benefits from a MCHSMM, is the potential for a more clear understanding of the helicopter and its dynamics in general. The second purpose of this project is to design a controller able to stabilize the nonlinear helicopter model. Considering the control courses available on the 8th semester of “Intelligent Autonomous Systems”, two possible choices of control-strategies are available: Robust control and optimal control. As the use of robust control gives system-stability guarantees within defined boundaries, this choice of control would probably be suitable for autonomous helicopter applications because of the critical stability-demands to these systems. However, robust control is likely to give a controller-performance reduction, compared to 11



CHAPTER 2. PROBLEM FORMULATION AND OPERATING ENVIRONMENT what is possible with optimal control. Because of the magnitude of the above-mentioned modelling task, the somewhat more challenging task of designing a robust controller for the helicopter system is considered to be beyond the scope of this project. Thus, linear optimal control is applied to the non-linear helicopter model. The two main purposes of the project are summarized here: Development of a minimum-complexity helicopter simulation math model and implementation of this in the simulation environment S IMULINK. Design of a controller, using linear optimal control, to stabilize the model in a hover manoeuvre. To solve the above-mentioned tasks, several objectives need to be achieved: Design of non-linear helicopter model: The first part which needs to be devised is a nonlinear model of the helicopter system. This model must approximate the behaviour of the actual helicopter system as closely as possible, within the possibilities of a MCHSMM. Implementation of non-linear model: The non-linear model needs to be implemented in S IMULINK, for testing of the devised controller. Design of linear helicopter-model: To design a linear controller, a linearized model is required. This model will be linearized using small-angle approximations and operatingpoint linearization. Design of optimal controller: Given the linear model, an optimal controller is designed. This controller must be able to stabilize the helicopter model in hover. Test of optimal controller: Lastly the optimal controller needs to be tested to examine whether or not it is able to stabilize the model, and to determine the robustness of the controller.



2.2 Operating Environment Wind velocity: As the helicopter velocities are defined relative to the air, restrictions to the wind velocity must be made. If the wind velocity is 15 m/s and the helicopter hovers over an earth-fixed point, it is actually flying with a velocity of 15 m/s against the wind. This will introduce problems in the modelling process, since the model then must be able to change between different flight envelopes. The model equations for a helicopter flying with a velocity of 15 m/s is somewhat different than the equations for a helicopter hovering (0 m/s). To overcome this problem it is assumed that the wind velocity is 0 m/s. Environment: The space in which the helicopter operates is defined as being infinitely large and with constant atmospheric pressure. 12



2.2. OPERATING ENVIRONMENT Hover: To hover, the translatory velocities relative to the ground will be driven to 0 m/s. The helicopter translatory velocities are given relative to the surrounding wind velocity, but as the wind velocity is defined to be 0 m/s, the velocity of the helicopter relative to the ground equals the velocity of the helicopter relative to the wind.
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Part II



Modelling This part contains five chapters and concerns the development of a non-linear model of the helicopter. The first chapter introduces the reader to the top-down modelling structure and concepts common to the following chapters. The second chapter states the equations describing the movement of the helicopter. The third chapter describes the forces and torques leading to movement of the helicopter. The fourth chapter describes the aerodynamic relations that lead to the generation of forces and torques. The fifth chapter deals with implementation and verification of the non-linear model.
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3



Modelling Overview



In this chapter the entire modelling is described. It is divided into three parts describing the flapping and thrust, forces and torques and rigid body equations.



3.1 Top-Down Modelling The modelling of the helicopter will be performed using a top-down principle. The entire model consists of three boxes in which the equations used in the model are derived, this is sketched in Figure 3.1. ulat
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TMR
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TTR
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Flapping and Force and ucol thrust equations β1s torque equations uped
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Θ
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ω
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Figure 3.1: The three parts of the top down modelling with appertaining inputs and outputs.



The first box to be described is the box containing the rigid body equations. These equations describe the position and the translatory movement of the COG relative to the EF (P and V respectively). Furthermore the attitude, Θ, and the angular velocity, ω, are described here. These equations are all derived from the torques, τ , and forces, F, affecting the helicopter. These are computed in the box labeled “Force and torque equations”. To derive the forces and torques, it is necessary to compute equations for the thrust generated by the main rotor, TMR , and the tail rotor, TMR . To obtain knowledge of the direction of the main-rotor thrust, the flapping of the rotor blades, β 1c and β1s , are considered. This is done using the inputs from the swash plate, ulat , ulong and ucol , and the input to the tail rotor, uped . The three parts are described in details in the following chapters, starting with the rigid body equations. The physical nature of the helicopter system is very complex in shape and motion, and simple intuitive mathematical modelling seems impossible. This is due to non-linear aerodynamic forces and gravity acting on the helicopter in a nonintuitive matter, and thereby making a realistic analysis difficult [Munzinger 1998, p. 17]. Several assumptions are made to reduce this complexity both to formulate and solve relevant equations: Teetering rotor: All rotors are modelled as teetering rotors, which means that the blades 17



CHAPTER 3. MODELLING OVERVIEW flap hingeless in the center rotor hub and that it does not curve. This assumption can be made because the amplitude of the flapping motion, in response to gusts and control inputs, is similar for the different types of rotors [Padfield 1995, p. 93]. Velocity of wind: The velocity of the wind relative to the EF is defined to be 0 m/s. This is assumed, due to the fact that the velocities, described by the rigid body equations, are relative to the EF, whereas the velocities used in the flapping equations are relative to the wind, as mentioned in Section 2.2. If the velocity of the wind relative to the EF is 0 m/s the velocity of the helicopter relative to the EF equals the velocity of the helicopter relative to the wind. Helicopter induced velocity: A helicopter in translatory movement will generate more lift where the rotor blade advances into the wind than on the retreating side due to relative air speed. This will be neglected, since it only occurs outside the operating point of hover. Blade twist: Blade twist means that the blade is twisted along the length of the blade to compensate for uneven lift. All the blades on the helicopter are without blade twist, Density of air: The thrusts generated by the rotors are dependent on the density of the air. As the altitude of the operating envelope is limited, the density of the air is considered constant. Drag on fuselage: Because the helicopter is in hover and the wind velocity is defined to be zero, any drag on the fuselage will be neglectable. Moment of inertia constant over time: It is assumed that the helicopter’s moment of inertia is constant, i.e. it does not change due to disturbances such as decreasing fuel amount. COG constant over time: It is presumed that the COG also is constant over time. Rotor angular velocity: Thrust generation is dependent on the angular velocity of the rotor blades. This will be simplified by use of an engine governor, which maintains a constant rotor angular-velocity.



3.2 Definition of the Body Frame This section describes the definitions regarding the BF. Figure 3.2 shows an illustration of the helicopter with the origin of the BF in the COG. The b x axis is defined to point through the nose, b y pointing to the right when seen from above and b z pointing downwards perpendicular to the b x axis and the b y axis. Rotations about either of the three axes are defined to be positive in the clockwise direction, while standing in the COG, looking along the axis. Three of the four inputs are directly affecting the rotations about the axes. When giving positive inputs on ulat , ulong and uped , the rotations are affected positive about b x, b y and b z, respectively. If a positive input is given to the last input, u , the helicopter accelerated col positively along b z.
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3.2. DEFINITION OF THE BODY FRAME
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Figure 3.2: Illustration of the defined axes and rotations.
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4



Rigid Body Equations



In this chapter the motion of the helicopter is described. The helicopter is considered as a rigid body, which means that Newton’s second law and Euler’s rotational equations of motion can be applied [Mettler 2003, p. 55]. Figure 4.1 illustrates the inputs and outputs of the rigid body equations. The forces and torques produced by the main and tail rotor are used to determine the motion of the helicopter. The rigid body equations are defined for fixed-wing aircrafts, but are also applicable for rotary-wing aircrafts. eP bτ



-



-
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Figure 4.1: Overview of inputs and outputs of the rigid body equations.



4.1 Euler Angles The forces and torques acting on the helicopter are stated in the BF. The position of the COG is stated in the EF, why the forces and torques need to be transformed into the SF (which has the same orientation as the EF). To describe the rotation of a frame about one of its axes, a rotation matrix is needed. This rotation matrix is dependent on the axes by which the rotation is performed. Matrices describing the rotations about the three axes are described by [Bak 2002, p.15] as   1 0 0 Cx (φ) = 0 cos φ sin φ  , (4.1) 0 − sin φ cos φ 



 cos θ 0 − sin θ Cy (θ) =  0 1 0 , sin θ 0 cos θ



(4.2)







(4.3)



 cos ψ sin ψ 0 Cz (ψ) = − sin ψ cos ψ 0 . 0 0 1
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CHAPTER 4. RIGID BODY EQUATIONS The Euler angles, φ, θ and ψ, are used to describe the angles between the SF and BF. Using these Euler angles, it is possible to derive a matrix describing the rotation of the BF relative to the SF. The derivation is done with the BF having the same attitude as the SF as a starting point. The standard rotational sequence for aircrafts is the so-called 3-2-1 rotation [Mettler 2003, p. 57]; yaw (angle ψ about b z), pitch (angle θ about the “new” b y) and roll (angle φ about the “new” b x). The successive rotation from SF to BF is hereby given as (4.4)



Rbs (Θ) = Cx (φ) Cy (θ) Cz (ψ)   cθcψ cθsψ −sθ = sφsθcψ − cφsψ sφsθsψ + cφcψ sφcθ  , cφsθcψ + sφsψ cφsθsψ − sφcψ cφcθ



(4.5)



T R−1 bs (Θ) = Rbs (Θ) .



(4.6)



where sin and cos are abbreviated with s and c, respectively. As the rotation matrix is orthonormal [Bak 2002, p. 13]



The rotation from the BF to the SF is then given as Rsb (Θ) = RTbs (Θ)   cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ = cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ  . −sθ sφcθ cφcθ



(4.7) (4.8)



This matrix is capable of transforming a vector (x) from BF to SF through the relation s



x = Rsb (Θ) · b x,



(4.9)



where Θ is the vector of Euler angles.



4.2 Euler Rates Two different notations are used to describe the angular velocity of the BF with respect to ˙ (the time derivative of the the SF, that is the angular velocity vector ω and the Euler rates Θ Euler angles [Bak 2002, p. 24]). Figure 4.2 shows the SF and the BF, where the BF has been rotated about the vector ω0 . This vector describes the angular velocity, ω, of the BF relative to the SF, and it can be projected onto either the s x, s y and s z axes or onto the b x, b y and b z axes. It is these two ˙ and ω, respectively. projections which are denoted Θ The following definitions are used, to distinguish between the two angular velocities ˙ : Euler rates - the angular velocity of the BF (and thereby the helicopter) with respect Θ to the SF projected onto the SF (s ω0 ). ω : Angular velocity vector - the angular velocity of the BF (and thereby the helicopter) with respect to the SF projected onto the BF ( b ω0 ). 22
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Figure 4.2: Illustration of the SF and the BF, where the BF has been rotated about the vector ω0 from its initial position equivalent with the SF.



˙ and ω is described by [Bak 2002, p. An equation describing the relationship between Θ 25] as



        0 0 p φ˙ ω = q  =  0  + Cx (φ) θ˙ + Cx (φ) Cy (θ)  0  r 0 0 ψ˙    ˙ φ 1 0 −sθ    = 0 cφ sφ · cθ θ˙  0 −sφ cφ · cθ ψ˙ ˙ = Pbs (Θ) · Θ,



(4.10)



(4.11) (4.12)



T  where φ˙ θ˙ ψ˙ are the Euler rates, and Pbs is the transformation matrix from SF to BF. Inversion of this rotation matrix yields the rotation matrix that transform the angular veloc˙ ities (ω) to the Euler rates (Θ) −1 Psb (Θ) = Pbs (Θ)   1 sφtθ cφtθ = 0 cφ −sφ , cφ 0 sφ cθ cθ



(4.13) (4.14)



where sin, cos and tan are abbreviated with s, c and t respectively. Whereas the rotation matrix Rsb maps positions from the BF to the SF, P sb maps angular velocities between the two frames through the relation ˙ = Psb (Θ) · ω. Θ



(4.15) 23
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4.3 Angular Acceleration The torque equation of a rigid body about its COG is given by [Wie 1998, p. 341] as   d H ˙ = + ω0 × H, H dt



(4.16)



˙ = τ is the external torques acting on the where H is the angular momentum vector and H body about its COG [Wie 1998, p. 340]. This τ is given in the BF, why the rest of the vectors also needs to be projected onto the BF. Thus, the angular momentum vector is defined as H = I · ω,



(4.17)



where I is the inertia matrix of the helicopter, which, for a rigid body free to move in three dimensions, is defined as [Craig 1989, p. 194]   Ixx 0 0 I =  0 Iyy 0  , (4.18) 0 0 Izz under the assumption that the frame in which I is stated, represents the principle axes of the rigid body. By substituting (4.17) into (4.16), the torque equation becomes b



d(I · ω) + ω × (I · ω) dt dI dω = ·ω+I· + ω × (I · ω). dt dt



τ =



(4.19) (4.20)



As the body is considered rigid, the inertia is constant ((dI/dt) = 0). This leads to b



τ = I · ω˙ + ω × (I · ω).



From this equation the angular acceleration is isolated   ω˙ = I−1 b τ − ω × (I · ω) .



(4.21)



(4.22)



4.4 Translatory Acceleration



To describe the translatory movements of the helicopter, the kinematic principles of moving reference frames needs to be taken into consideration. Described in [Beer et al. 2004, p. 920] and used in [Mettler 2003, p. 55], these kinematic equations describes the translatory acceleration as b



˙ = 1 · b F − ω × b V, V m



(4.23)



where m is the mass of the helicopter, b F is the vector of forces acting on the helicopter stated in the BF, ω is the angular velocity vector and b V is a vector containing the translatory velocities of the helicopter relative to the EF stated in the BF. 24



4.5. FINAL RIGID BODY EQUATIONS



4.5 Final Rigid Body Equations Assembling (4.15), (4.22) and (4.23) yields the matrix describing the motion of the rigid body  b   1 b b ˙ V m · F−ω× V  Θ ˙ = Psb (Θ) · ω  , −1 b I τ − ω × (I · ω) ω˙



(4.24)



these equations can be expanded to



  b   b fx b bw · q + v · r − u˙   bm b ˙ fy V =  b v˙  =  m − b u · r + b w · p , bw bf z ˙ + bu · q − bv · p



(4.25)



m



where b F = helicopter,



b



fx , b fy , b fz



T



, bV =



b



u, b v, b w



T



, ω = [p, q, r]T and m is the mass of the



  ˙  p + sin(φ) · tan(θ) · q + cos(φ) · tan(θ) · r φ  ˙ =  θ˙  =  cos(φ) · q − sin(φ) · r Θ ,  cos(φ) sin(φ) ˙ ·q+ ·r ψ cos(θ)



(4.26)



cos(θ)



where Θ = [φ, θ, ψ]T and ω = [p, q, r]T and



   (Iyy −Izz )·q·r+L  p˙ Ixx  )·p·r−M  ω˙ = q˙  = − (Ixx −Izz , Iyy (I −I )·p·q+N xx yy r˙



(4.27)



Izz



where ω = [p, q, r]T , τ = [L, M, N ]T and 



 Ixx 0 0 I =  0 Iyy 0  . 0 0 Izz



(4.28)
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Force and Torque Equations



5



This chapter deals with the derivation of the equations, describing the forces and torques acting on the helicopter. Figure 5.1 illustrates the inputs and outputs of the force and torque equations, the inputs being the flapping angles β1c and β1s . The thrust generated by the main rotor, T MR , and tail rotor, TTR and the outputs being the forces and torques described in the BF b F and b τ respectively. The forces acting on the helicopter create both translatory and rotary movement because the forces do not act in the COG. They are decomposed into a force acting in the COG resulting in translatory movement, and a torque acting about the COG resulting in a rotary movement. TMR
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Figure 5.1: Overview of inputs and outputs of the force and torque equations.



5.1 Forces In this section, the translatory forces acting on the helicopter are described. The resulting force, b F, stated in the BF, is decomposed along the three axes b f x , b f y and b f z . These forces consist of bF



MR :



bF



TR :



bF



g:



Forces caused by the main-rotor thrust Forces caused by the tail-rotor thrust



Forces caused by the gravitational acceleration



which are included in the modelling. The main-rotor and tail-rotor thrust act in the center of the main-rotor disc and tail-rotor disc respectively, while the gravitational force acts in the COG.



5.1.1 Forces Generated by the Main Rotor The main-rotor thrust is oriented perpendicular to the TPP, defined by β 1s and β1c in lateral and longitudinal direction, respectively, as shown in Figure 5.2. 27
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(a) A side view of the helicopter depicts β1c used to denote the longitudinal flapping (angle between the HP and TPP).



(b) A front view of the helicopter depicts β1s used to denote the lateral flapping (angle between the HP and TPP).



Figure 5.2: The angles β1c and β1s between the HP and TPP describe the orientation of the main-rotor thrust in the BF.



The force component along, b x, depends on the thrust generated by the main rotor, and is the projection of TMR onto the HP in the b x direction b



fx,MR = −TMR · sin(β1c ).



(5.1)



The force component along b y depends on both the main-rotor and tail-rotor thrust. The contribution from the main-rotor thrust is similar to that of b fx,MR , hence the thrust vector is projected onto the HP in the b y direction, which yields a force equal to b



fy,MR = TMR · sin(β1s ).



(5.2)



The force component along b z depends also on the main-rotor thrust only. The thrust vector is projected onto the HP in the b z direction, which yields b



fz,MR = −TMR · cos(β1s ) · cos(β1c ).



(5.3)



b



(5.4)



Now b FMR can be written as b



FMR



   fx,MR −TMR · sin(β1c ) . TMR · sin(β1s ) = b fy,MR  =  bf −TMR · cos(β1s ) · cos(β1c ) z,MR



5.1.2 Forces Generated by the Tail Rotor



The tail-rotor thrust yields a force in the b y direction only, thus b fx,TR = 0 and b fz,TR = 0. As TTR is defined positive in the b y direction, b fy,TR can be written as b



fy,TR = TTR .



(5.5)



b



(5.6)



This yields b



28



FTR



   fx,TR 0 = b fy,TR  = TTR  bf 0 z,TR
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5.1.3 Forces Generated by the Gravitational Acceleration In the SF the gravitational force only has a component along s z in the positive direction (s Fg = [0, 0, m · g]T ). The forces generated by the main and tail rotor are stated in the BF, why the gravitational force (s Fg ) is mapped into the BF, using the derived transformation matrix Rbs  b fx,g b Fg = b fy,g  = Rbs (Θ) · s Fg (5.7) bf z,g   0 (5.8) = Rbs (Θ) ·  0  m·g   − sin(θ) · m · g =  sin(φ) · cos(θ) · m · g  , (5.9) cos(φ) · cos(θ) · m · g where m is the mass of the helicopter, g is the gravitational acceleration and Θ = [φ, θ, ψ] T are the Euler angles.



5.1.4 Combined Force Equations Assembling the derived equations, for b FMR , b FTR and b Fg , yields the complete force matrix b  fx b b  (5.10) F = fy  = b FMR + b FTR + b Fg bf z       −TMR · sin(β1c ) 0 − sin(θ) · m · g  + TTR  +  sin(φ) · cos(θ) · m · g  (5.11) = TMR · sin(β1s ) −TMR · cos(β1s ) · cos(β1c ) 0 cos(φ) · cos(θ) · m · g   −TMR · sin(β1c ) − sin(θ) · m · g =  TMR · sin(β1s ) + TTR + sin(φ) · cos(θ) · m · g  . (5.12) −TMR · cos(β1s ) · cos(β1c ) + cos(φ) · cos(θ) · m · g



5.2 Torques



This section describes the torques acting on the helicopter about the three axis ( b x, b y, b z). These torques are primarily caused by three components: bτ



MR :



bτ



TR :



bτ



D:



Torques caused by main rotor Torques caused by tail rotor



Counter-torque caused by drag on the main rotor



The torque generated by the tail-rotor drag is disregarded due to the relative small influence it has on the model. As mentioned in Section 3.2, the torques are defined positive in the clockwise direction. 29



CHAPTER 5. FORCE AND TORQUE EQUATIONS The torque vector, b τ , containing the three torque components b L, b M and b N about b x, b y and b z, respectively, is described by b  L b τ = b M  = b τMR + b τTR + b τD bN  b   b b LD LTR LMR = b MMR  + b MTR  + b MD  , bN bN bN D TR MR



(5.13)



(5.14)



where b LMR , b MMR , b NMR are the torques caused by the main-rotor, b LTR , b MTR , b NTR torques caused by the tail rotor, and b LD , b MD , b ND are the counter torques caused by drag on the main rotor. The derivation of the equations describing the torques caused by the forces from the main and tail rotor is based upon τ =F ·d



(5.15)



where F is the force and d the distance, from where this force attacks, to the COG. The distances used throughout this section are illustrated in Figure 5.3, and the values can be found in Appendix E.



5.2.1 Torques Generated by the Main-Rotor The torques about b x consist of the force, b fy,MR , perpendicular to the distance, hm , and the force, b fz,MR , perpendicular to the distance ym b



LMR = b fy,MR · hm − b fz,MR · ym .



(5.16)



The torques about b y consists of the force, b fx,MR , perpendicular to the distance, hm , and the force, b fz,MR , perpendicular to lm b



MMR = −b fx,MR · hm − b fz,MR · lm .



(5.17)



The torques about b z consists of the force, b fx,MR , perpendicular to the distance, ym , and the force, b fy,MR , perpendicular to lm b



NMR =b fx,MR · ym + b fy,MR · lm .



(5.18)



The three torque equations, resulting from the forces, are combined into a complete vector b



  b LMR fy,MR · hm − b fz,MR · ym b MMR  = −b fx,MR · hm − b fz,MR · lm  . bf b bN x,MR · ym + fy,MR · lm MR 30



(5.19)
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z (a) Side view of the helicopter. hm is the distance from COG to the main rotor, and ht is the distance from COG to the tail rotor (both along the z axis).
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(b) Top view of the helicopter. lm is the distance from COG to the main rotor, and lt is the distance from COG to the tail rotor (both along the x axis). ym is the distance from COG to the main rotor along the y axis.



Figure 5.3: The distances used to calculate the torques generated by the main and tail rotor.



5.2.2 Torques Generated by the Tail-Rotor The torques about b x consist of the force generated by the tail-rotor thrust, b fy,TR , perpendicular to the distance ht b



LTR = b fy,TR · ht .



(5.20)



The tail rotor has no contribution to the torque about b y, thus b



MMR = 0.



(5.21)



The torques about b z consist of the force generated by the tail-rotor thrust, b fy,TR , perpendicular to the distance lt b



NTR = −b fy,TR · lt .



The three torque equations, resulting from the forces, are combined into a vector b  b  LTR fy,TR · ht b MTR  =  . 0 bN b − fy,TR · lt TR



(5.22)



(5.23)
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5.2.3 Torques Generated by Drag on the Main Rotor As the main rotor rotates, torque is generated due to aerodynamic drag. The accurate drag is complex to model, and therefore a simple model is used. A model of the relationship between the drag and the thrust of the main rotor in hover is described by [Koo et al. 2001, p. 5] as  1.5 (5.24) QMR = − AQ,MR · TMR + BQ,MR , where AQ,MR is a coefficient expressing the relationship between the main-rotor thrust and the drag, and BQ,MR is the initial drag of the main rotor when the blade pitch is zero. The coefficients can be found in Appendix E. Main-Rotor Drag Vector The torque generated by the main-rotor drag is perpendicular to the TPP, as shown in Figure 5.4. The torque vector is projected into the HP, using the flapping angles β 1c and β1s . TPP
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(b) Front view



Figure 5.4: The drag on the main-rotor blades results in a torque acting on the body axes of the helicopter.



The main rotor rotates in the clockwise direction, and the torque is defined positive in the clockwise direction. This means that the torque vector will be positive along the positive b z axis. This torque vector is projected into to HP, for decomposition. The component along b x is described by b



LD,MR = QMR · sin(β1c ).



(5.25)



Projection of the torque vector QMR along b y yields MD,MR = −QMR · sin(β1s ).



(5.26)



ND,MR = QMR · cos(β1c ) · cos(β1s ).



(5.27)



b



The component along b z yields b



The complete torque matrix, due to drag on the main rotor becomes hereby b    LD,MR QMR · sin(β1c ) b MD,MR  =  . −QMR · sin(β1s ) bN QMR · cos(β1c ) · cos(β1s ) D,MR 32



(5.28)
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5.2.4 Combined Torque Equations The complete torque matrix is the sum of the torques generated by the main-rotor thrust, the tail-rotor thrust and the torques generated by drag on the main rotor.  b  b  b  b  L LMR LTR LD,MR b τ = b M  = b MMR  + b MTR  + b MD,MR  bN bN bN bN MR TR D,MR   bf b b y,MR · hm − fz,MR · ym + fy,TR · ht + QMR · sin(β1c )  −b fx,MR · hm − b fz,MR · lm − QMR · sin(β1s ) = (5.29) bf b b · y + f · l − f · l + Q · cos(β ) · cos(β ) m m t 1c 1s x,MR y,MR y,TR MR
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Flapping and Thrust Equations



In this chapter the equations for the thrust generated by the main and tail rotor are derived, as well as the blade-flapping equations describing the motion of the main-rotor blades when applying an input to the swash plate. The system block for this part of the system can be seen in Figure 6.1. The inputs to the system are ulat , ulong , ucol and uped . β1s and β1c are the values describing the flapping of the main rotor. TMR is the thrust generated by the main rotor, and T TR is the thrust generated by the tail rotor. ulat
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Figure 6.1: Block diagram for thrust and flapping equations.



6.1 Thrust In this section the main-rotor and tail-rotor thrust equations are derived. The main-rotor thrust equation is based on [Munzinger 1998, p. 50], and the tail-rotor thrust is derived by defining that the torque b N must equal zero.



6.1.1 Main-Rotor Thrust Equation The thrust generated by the main rotor can be described by the following equations [Heffley & Mnich 1988, p. 19] TMR = (wb − vi ) ·



ρ · Ω · R2 · a · B · c , 4



(6.1)



where ρ is the density of the air, Ω is the rotor angular rate, R is rotor radius, a is the constant lift curve slope, B is number of blades, c is chord of blade, w b is the velocity of the main rotor blade relative to the air and vi is the induced wind velocity through the TPP described by vi2



=



s



vˆ2 2



2



+







TMR 2·ρ·A



2



−



vˆ2 , 2



(6.2) 35



CHAPTER 6. FLAPPING AND THRUST EQUATIONS where the expressions for the variables in (6.2) and (6.1) are   2 3 wb =wr + Ω · R ucol + θtwist 3 4



wr =b w + (β1c + is ) · b u − β1s · b v b 2



b 2



(6.3) (6.4) (6.5)



vˆ2 = u + v + wr · (wr − 2vi )



(6.6)



2



A =π · R ,



where wr is the velocity of the main rotor disc relative to the air due to translatory velocities b u, b v and b w, u b col is the collective input from pilot, θ twist is the blade twist, u is the longitub b dinal velocity, v is the lateral velocity, w is the vertical velocity and is is the initial shaft tilt. Blade twist (θtwist ) is neglected, which simplifies the above equation for w b to 2 wb =wr + Ω · R · ucol . 3



(6.7)



The main rotor thrust equations are recursively defined, with T MR depending on vi and vice versa, so the main rotor thrust, TMR , is calculated by the use of a numerical method. Figure 6.2 illustrates the principle of how TMR and vi are calculated. The basic idea is that the vˆ02 ωb,0 TMR,0 vi,0
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TMR
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Main rotor - thrust equation



vi



q q
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-



Unit Delay  Unit Delay 



Figure 6.2: Principle diagram of how the main-rotor thrust and the induced velocity are calculated



initial values of vˆ2 , wb , TMR and vi denoted vˆ02 , wb,0 , TMR,0 , and vi,0 respectively, are used to calculate new values of TMR and vi . The new values are then again used to calculate a set of new values for TMR and vi . This cycle is repeated until the values for T MR and vi have settled. Approximately 5 iterations is enough to ensure that the values have settled [Heffley & Mnich 1988]. This procedure is carried out for a single sample for T MR and vi , when the model is simulated in S IMULINK. This means that the 5 iterations are calculated for every one sample of TMR and vi are needed. 36
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6.1.2 Tail-Rotor Thrust Equation The main purpose of the tail rotor, is to compensate for the torque about b z, b N , determined in Section 5.2. The helicopter is equipped with a gyroscope which, by the yaw controller, controls the pitch of tail-rotor blades, so that the tail-rotor thrust, T TR (t) = b fy,TR , maintains the helicopter’s angular velocity r at zero. That is, it adjusts the thrust of the tail rotor so the helicopter does not rotate about b z. This suggests that the helicopter is unable to yaw, but an input uped can be used to give the tail rotor an extra force, which in turn makes the helicopter yaw. The relationship between the torque about b z and the tail-rotor thrust is derived in Section 5.2.4 as b



N = b fy,MR · lm − b fy,TR · lt + b fx,MR · ym + QMR · cos(β1c ) · cos(β1s ).



(6.8)



It is assumed that the helicopter’s angular velocity r is stabilized by use of a gyroscope, that is b N = 0, so the tail-rotor thrust is found by isolating b fy,T R in (6.8) TTR =



bf



y,MR



· lm + b fx,MR · ym + QMR · cos(β1c ) · cos(β1s ) + uped , lt



(6.9)



where uped is the additional thrust input, introduced to be able to perform a yaw motion. As TTR is a force, uped is also a force, which means that it differs greatly from the three other inputs which are angles.



6.2 Flapping The lateral and longitudinal inputs to the swash plate are controlled by the pilot, and fed to both the main rotor and the control rotor. A part of the input is fed directly to the main rotor, while the other part of the input are fed to the main rotor through the control rotor. The mixing of the input is illustrated in Figure 6.3. The inputs from the swash plate, ASP and BSP , result in lateral and longitudinal blade flapping on the main rotor denoted β 1s and β1c . The control rotor has a mechanical linkage gain to the main rotor denoted K CR . The input results in a flapping motion of the control rotor of which the angles are expressed by βCR,1s and βCR,1c . The mechanical linkage gain from the swash-plate to the main rotor is defined as KMR . The mixer system from swash plate input to main rotor input is described by [Mustafic et al. 2005] as AMR = KMR · ASP + KCR · βCR,1s BMR = KMR · BSP − KCR · βCR,1c ,



(6.10) (6.11)



where AMR and BMR are the cyclic-input’s contribution to the pitch of the blades.



6.2.1 Control-Rotor Flapping The control-rotor flapping is dependent on a number of variables. The flapping angle is controlled by the swash plate, but the pitch and roll rate of the helicopter also influences 37
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Figure 6.3: Mixer system.



the control rotor flapping angle. The equations given for the control-rotor flapping, are described by the torques acting in lateral direction [Mustafic et al. 2005] 1 2 · q(t) 1 1 + · T1 · βCR,1c Msine = · T1 · BSP (t) + · T2 · p(t) − 2 2 Ω 2 ˙ ¨ 2βCR,1c (t) 1 βCR,1s (t) − + · T2 · β˙ CR,1s (t) + , Ω 2 Ω2



(6.12)



and longitudinal direction 2 · p(t) 1 1 1 + · T2 · q(t) + · T1 · βCR,1s (t) Mcosine = · T1 · ASP (t) + 2 Ω 2 2 β¨CR,1s (t) 2 · β˙ CR,1s (t) 1 + + · T2 · β˙ CR,1c (t) + , Ω 2 Ω2



(6.13)



where the terms T1 to T2 are defined as T1 =γ ·



4 RCR,P 1 − + 4 4 4 · RCR



T2 =γ ·



4 RCR,P 1 + − 4 ·Ω 4 · Ω 4 · RCR



!



(6.14) !



,



(6.15)



where RCR,P is the distance from the center of the rotor hub to the beginning of the paddle and RCR is the distance from the center of the rotor hub to the end of the control rotor. 38



6.2. FLAPPING (6.12) and (6.13) are solved with respect to β˙ CR,1c (t) and β˙ CR,1s (t) 1 1 β˙ CR,1s (t) = Ω · T1 · ASP (t) − p(t) − Ω · T2 · q(t) − 4 4 ¨CR,1c (t) β 1 − Ω · T1 · β˙ CR,1c (t) − 4 2Ω 1 1 β˙ CR,1s (t) = Ω · T1 · BSP (t) − q(t) + Ω · T2 · p(t) + 4 4 ¨ βCR,1s (t) 1 + Ω · T1 · β˙ CR,1s (t) + 4 2Ω



1 Ω · βCR,1s (t) 2



1 Ω · βCR,1c (t) 2



,



(6.16)



(6.17)



where β˙ CR,1c and β˙ CR,1s are the lateral and longitudinal flapping angle rates of the control rotor respectively. ASP and BSP denotes the swash plate lateral and longitudinal angle. γ is the lock number of the control rotor, which is the aerodynamic constant. Ω is the rotational speed of the main rotor.



6.2.2 Main-Rotor Flapping The model for the main-rotor flapping is obtained from [Mustafic et al. 2005]. The equations are valid for a teetering rotor with hinge offset. Since the main rotor in this project is teetering rotors with no hinge offset, cross coupling in the main-rotor flapping is eliminated, which simplifies the equations to 2



β1c (t) =



3.06 · 10−7 · (−3.26 · 106 · BMR π 2 − 816.97 · b v (t) · BMR − 3275.88 · b u(t) · vi ) π2 2 3.06 · 10−7 · (2456.91 · b u (t) · BMR − 1637.94 · AMR · b v(t) · b u(t) + 1.13 · 105 πp(t)) − π2 −7 5 5 3.06 · 10 · (4.67 · 10 πq(t) + 1.95 · 10 πucol (t) · b u(t)) − π2 (6.18)



and 3.06 · 10−7 · (1.94 · 105 π · ucol (t) · b v(t) − 3.26 · 106 · π 2 AMR ) π2 3.06 · 10−7 · (1637.94 · BMR · b u(t) · b v(t) · vi + 4.67 · 105 π · p(t) − 3275.88 · vi ) . − π2 2 2 3.06 · 10−7 · (2456.91 · AMR b v (t) − 818.97 · b u (t) · AMR + 1.12 · 105 π · q(t)) − π2 (6.19)



β1s (t) = −
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This chapter deals with the implementation and verification of the non-linear model. Firstly a summary of the equations derived in the modelling chapter, sums up the derived equations. The derived equations are then implemented in S IMULINK which is described in the implementation section in this chapter. Lastly a verification of the dynamics of the non-linear model is verified to ensure that these dynamics approximate the dynamics of a helicopter.



7.1 Summary of Non-Linear Model To give an overview of the modelling results, this section collects and presents the equations describing the non-linear model, beginning with the equations for the rigid-body dynamics. The translatory accelerations are   b   b fx b bw · q + v · r − u˙   bm b ˙ fy V =  b v˙  =  m − b u · r + b w · p , bw bf z ˙ + bu · q − bv · p



(7.1)



m



 T  T where b F = b fx , b fy , b fz , b V = b u, b v, b w , ω = [p, q, r]T and m is the mass of the helicopter. The Euler rates are expressed as   ˙  p + sin(φ) · tan(θ) · q + cos(φ) · tan(θ) · r φ  ˙ =  θ˙  =  cos(φ) · q − sin(φ) · r Θ  , sin(φ) · q + cos(φ) · r ψ˙ cos(θ)



(7.2)



cos(θ)



where Θ = [φ, θ, ψ]T and ω = [p, q, r]T . The angular acceleration of the BF is expressed as    (Iyy −Izz )·q·r+L  p˙ Ixx  (Ixx −Izz )·p·r−M    ω˙ = q˙ = − , Iyy (Ixx −Iyy )·p·q+N r˙



(7.3)



Izz



where ω = [p, q, r]T , τ = [L, M, N ]T and







 Ixx 0 0 I =  0 Iyy 0  . 0 0 Izz



(7.4)
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CHAPTER 7. IMPLEMENTATION AND VERIFICATION OF NON-LINEAR MODEL In (7.1)-(7.3), expressions for the forces and torques are needed. These expressions are given as  b   −TMR · sin(β1c ) − sin(θ) · m · g fx b (7.5) F = b fy  =  TMR · sin(β1s ) + TTR + sin(φ) · cos(θ) · m · g  , bf −T · cos(β ) · cos(β ) + cos(φ) · cos(θ) · m · g z 1s 1c MR



where TMR is the main-rotor thrust, TTR is the tail-rotor thrust and β1s and β1c are the lateral and longitudinal flapping angles, respectively. The expression for the torque is  b   bf b b L y,MR · hm − fz · ym + fy,TR · ht + QMR · sin(β1c ) b , (7.6) −b fx · hm − b fz · lm − QMR · sin(β1s ) τ = b M  =  bf · y + bf bf bN · l − · l + Q · cos(β ) · cos(β ) x m 1c 1s y,MR m y,TR t MR



where lm , ym and hm are the distances between the rotor hub and the COG along the b x, b y and b z axes, respectively, QMR is the drag on the main rotor, b fx and b fz are the combined forces in the b x and b z axes, respectively and b fy,MR and b fy,TR are the forces along b y caused by the main and tail rotor, respectively. The main-rotor drag Q MR is described by  1.5 QMR = − AQ,MR · TMR + BQ,MR , (7.7)



where AQ,MR is the relationship between the main-rotor thrust and the drag. B Q,MR is the initial drag of the main rotor when the blade-pitch angle is zero. In (7.5) - (7.7) expressions for the flapping angles, β 1s and β1s , the main-rotor and tailrotor thrust, TMR and TTR , respectively, are used. These expressions are described by TMR = (wb − vi ) ·



ρ · Ω · R2 · a · B · c , 4



(7.8)



where wb is the wind velocity relative to the blade, v i is the induced velocity, ρ is the density of the air, Ω is the rotational speed of the main-rotor, R is the radius of the blade, a is the two-dimensional constant lift curve slope, B is the number of blades and c is the mean blade cord length. The tail-rotor thrust is defined as TTR =



bf



y,MR



· lm + b fx · ym − QMR · cos(β1c ) · cos(β1s ) + uped lt



(7.9)



where b fy,MR is the force from the main rotor along the b y axis, b fx is the complete force along the b x axis, lm and ym are the distances between the rotor hub and the COG along the b x and b y, respectively, l is the distance from the center of the tail rotor to the COG along t the b z axis, QMR is the drag on the main rotor, β1s and β1c are the lateral and longitudinal flapping angles, respectively and u ped is the yaw input. The main-rotor flapping angles are defined as 2



β1c



42



3.06 · 10−7 · (−3.26 · 106 · BMR π 2 − 816.97 · b v · BMR − 3275.88 · b u · vi ) = π2 2 3.06 · 10−7 · (2456.91 · b u · BMR − 1637.94 · AMR · b v · b u + 1.13 · 105 πp) − π2 −7 5 3.06 · 10 · (4.67 · 10 πq + 1.95 · 105 πucol · b u) − π2



(7.10)
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3.06 · 10−7 · (1.94 · 105 π · ucol · b v − 3.26 · 106 · π 2 AMR ) π2 −7 3.06 · 10 · (1637.94 · BMR · b u · b v · vi + 4.67 · 105 π · p − 3275.88 · vi ) − π2 2 2 −7 b 3.06 · 10 · (2456.91 · AMR v − 818.97 · b u · AMR + 1.12 · 105 π · q) − π2



β1s = −



(7.11)



where b u and b v are the translatory velocities along the b x and b y, respectively, p and q are the rotational velocities about b x and b y, respectively, vi is the induced velocity, ASP and BSP are the lateral and longitudinal angles of the swash plate, respectively and u col is the collective input.



7.2 Implementation of Non-Linear Model The equations presented in the past section need to be implemented in S IMULINK for testing and simulation purposes. The structure of this S IMULINK model follows the structure shown previously in Figure 3.1 on page 17. This structure divides the entire non-linear model into 3 parts, flapping and thrust, forces and torques and rigid body dynamics, as can be seen in Figure 7.1. Farthest to the right in Figure 7.1, a box called "VR system" is placed, V TM R
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Figure 7.1: Overview of the entire S IMULINK implementation



this box animates the helicopter movement. This is achieved by giving the VR-model a three dimensional vector containing coordinates of the position and a four dimensional vector for eigenaxis rotation describing the attitude. Conversion of the Euler angles to the eigenaxis rotation is performed by a M ATLAB function written by another AAU student group. A screen dump of the helicopter animation is in shown in Figure 7.2. The equations used in the three parts has been described in Section 7.1, this section will show how these equations are implemented in S IMULINK. In Figure 7.3, the implementation of rigid body equations in S IMULINK is presented. Figure 7.3 shows an example of how the equations are implemented in S IMULINK by use of S-functions which is a box in S IMULINK executing a user-defined script giving the possibility of a more simple model. The box labeled "Rigid" in the Figure 7.3 is such a Sfunction, and contains the equations describing the rigid body dynamics. The inputs needed in the equations are shown to the left of the S-function box and the outputs are shown to the 43
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Figure 7.2: Illustration of the helicopter animation



right. The other system equations are implemented in the same way, except the control rotor flapping equations. These equations are implemented as shown in Figure 7.4 using standard S IMULINK building blocks. All M ATLAB scripts used in S-functions are placed in Appendix F.
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Figure 7.3: Overview of the S IMULINK implementation of the rigid body equations
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Figure 7.4: Overview of the S IMULINK implementation of the control rotor flapping equations
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7.3 Verification of Non-Linear Model To verify the non-linear model, first an analysis of the expected movement of an uncontrolled helicopter in hover is carried out. This analysis is based on causes and effect behaviour of the states in the non-linear model. Thereafter, a simulation of the helicopter model in hover, with no input given, will be performed. Due to drag on the main rotor, the helicopter would rotate about the b z axis, if not for the tail rotor counteracting this rotation. To counteract the torque caused by drag on the main rotor, the tail rotor produces a force in negative b y direction. This causes an acceleration of the helicopter in this direction and thereby a increase of the velocity in the negative b y direction. This velocity causes the blades to flap positive lateral, i.e. β 1s becomes positive due to the dihedral effect [Prouty 1986]. When the lateral flapping becomes positive, the longitudinal flapping β1c becomes negative due to the cross couplings of the lateral and longitudinal blade-flapping. The lateral flapping also makes the helicopter rotate about b x, i.e. p becomes positive and forces the helicopter velocity along b y to become positive, that is v becomes positive. The negative longitudinal flapping causes the helicopter to rotate negatively about b y, q becomes negative, and thereby giving the helicopter a positive translatory velocity along b x, that is u becomes positive. This is the cause and effect movement, which must not be confused with being sequential, the hovering helicopter would perform if it is not controlled, illustrated in Figure 7.5. An animation of this behaviour can be found on the enclosed CD (video 1 on the index page). v becomes negative



β1s becomes positive p becomes positive



β1c becomes negative



v becomes positive



q becomes negative



u becomes positive



Figure 7.5: Illustration of the desired movement of the unstable helicopter model when in hover



In the Figures 7.6(a), 7.6(b) and 7.6(c) simulation results for the flapping, translatory velocities and the angular velocities, respectively, are presented. It can be seen that, at time t = 0, the translatory velocity along b y becomes negative and the lateral flapping β1s becomes positive. Almost immediately after this, the longitudinal flapping β1c becomes negative. In Figure 7.6(c) it can be seen that p becomes positive almost immediately after the time t = 0 and shortly after q becomes negative. The effect of this can be seen in Figure 7.6(b) as changes in v and u. The negative movement along b y (v) becomes positive as an effect of p becoming positive and u becomes positive as an effect of q becoming negative. This movement matches the desired movement of Figure 7.5 and 46
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(a) Illustration of the development of the longitudinal and lateral flapping.
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(b) Illustration of the development of the translatory velocities.
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(c) Illustration of the development of the angular velocities.



Figure 7.6: Illustration of the development of the states when in hover



thereby the qualitative movement of the helicopter is considered to be verified. In Appendix A it is tested how the non-linear model reacts to the inputs, and it shows that the states of the non-linear model reacts correctly to the different inputs.



47



Part III



Linearization and Control This part consists of four chapters and ultimately concerns the design and tests of an optimal controller for the system. The first chapter deals with the linearization of the non-linear helicopter model. The second chapter gives and introduction to the control design objectives and a short introduction to optimal control. The third chapter concerns the design of an optimal controller based on the linearized model. The fourth chapter completes the part by describing the tests conducted on the controlled system.
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Linearization



In this chapter, the non-linear equations summarized in Section 7.1 are linearized. First, the utilized linearization methods are described. The linearization of some of the equations are trivial, why only one of these is described in this chapter, the rest are found in Appendix B. Finally, the linear equations are summarized and verified.



8.1 Linearization Methods When the non-linear model is linearized, an operating point for all the state derivatives must be chosen. The best control would be obtained by choosing this operating point as being the equilibrium of the helicopter, defined as where the translatory velocities are zero and the Euler angles are constant, this equilibrium would yield a suspended, but slightly tilting helicopter. Unfortunately, not all states equal zero when the helicopter is in this equilibrium. This is due to the fact that the tail rotor exerts a negative force on the helicopter along b y, resulting in a constant negative acceleration along this axis. That is, to maintain the helicopter in the equilibrium, the Euler angle φ must be non-zero, such that the main-rotor thrust-component along b y cancels out the tail-rotor thrust. However, it is estimated that the tail-rotor thrust is small compared to the main-rotor thrust, why φ is close to zero. Given this assumption, the operating point of Euler angles is chosen to be zero. This approximation simplifies the linearization, but introduces an error. This error is expected to be relatively small, why the controller should be able to compensate for it. From the approximation, also the operating point of flapping angles is chosen to be zero, and from the definition of the equilibrium, it follows that the operating point of the angular velocities are zero. Some of the states depend on the main-rotor thrust and main-rotor drag, why these expressions also need to be linearized. As described in Section 6.1.1, the main-rotor thrust equations are defined recursively. This introduces a problem when linearizing this equation, why the linearization is performed numerically. This is also the case for the main-rotor drag. Both of these equations have operating points different from zero. Different linearization methods are used throughout the linearization. The equations with operating points in zero, are linearized with a Taylor approximation, except for the flapping equations, which are linearized through a black-box method. Table 8.1 summarizes the operating points and linearization methods for the different equations. In the following sections, the actual linearization is described. Only one of the Taylor approximations is described in this chapter, the others are to be found in Appendix B. Variables are divided into large-scale and small-scale values, with the notation q(t) = 0 q(t) + δ q(t),
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Operating point



Linearization method



u(t), ˙ v(t), ˙ w(t) ˙ p(t), ˙ v(t), ˙ w(t) ˙ ˙ ˙ ˙ φ(t), θ(t), ψ(t) β˙ 1s (t), β˙1c (t) QMR (t) TMR (t)



0 0 0 0 c c



Taylor approximation Taylor approximation Taylor approximation black box method numerical method numerical method



Table 8.1: Summary of the operating points and linearizations methods for the different equations. Only the main-rotor thrust and main-rotor drag are linearized in an operating point different from zero.



where 0 q(t) is the operating point, and δ q(t) is the small-signal value.
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8.2. LINEARIZATION OF MAIN-ROTOR THRUST



8.2 Linearization of Main-Rotor Thrust As previously mentioned, the recursively defined main-rotor thrust equations in (6.1) and (6.2), introduces a problem when linearizing. The problem is how to find the operating point and small signal value of the main-rotor thrust. One solution is to calculate and plot T MR (t) for varying values of ucol (t), which is done as described in Section 6.1.1. That is, for every value of ucol , five iterations of TMR (t) and vi are calculated to ensure convergence. This is shown in Figure 8.1. An operating point 900 Thrust as function of collective pitch Slope of thrust/collective function in operating point Gravitational force (m*g)
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Figure 8.1: The main-rotor thrust as a function of the collective pitch. The main-rotor thrust is linearized in the operating point where the mainrotor thrust is equal to the gravitational force.



for ucol is chosen, so that the value of ucol exactly cancels out the gravitational force, hence, the helicopter remains in the same vertical position. The value is calculated by use of a M ATLAB script seen in Appendix F. This yields the linear expression TMR (t) = 10190 · ucol − 520.4.



(8.2)



This expression is expanded into large-scale and small-scale values 0 T MR



+δ TMR = 10190 · (δ ucol + 0 ucol ) − 520.4,



(8.3)



which yields δ TMR



= 10190 · δ ucol



0 TMR



= 10190 · 0 ucol − 520.4.



(8.4) (8.5)



Assuming δ ucol is zero, the operating point for ucol can be determined, knowing that the helicopter will remain in hover if the main-rotor thrust is equal to the gravitational force. 53



CHAPTER 8. LINEARIZATION Hence, 0 TMR 0 ucol



= 10190 · 0 ucol − 520.4 = m · g ⇔ m · g + 520.4 . = 10190



(8.6) (8.7)



Substituting this expression into (8.2), yields the linearized thrust-equation TMR (t) =10190 · ucol − 520.4 =10190 · (δ ucol + 0 ucol ) − 520.4    m · g + 520.4 − 520.4 =10190 · δ ucol + 10190 =10190 · δ ucol + m · g.



(8.8) (8.9)



8.3 Linearization of Main-Rotor Drag The linearization of the main-rotor drag is done similarly to the linearization of the mainrotor thrust. The relationship between the main-rotor thrust and the main-rotor drag is defined as 1.5 QMR (t) = AQ,MR · TMR (t) + BQ,MR .



(8.10)



This equation is plotted in Figure 8.2, together with the operating point of the main-rotor thrust and the slope of the main-rotor drag/thrust equation in the operating point. The operating point of TMR , was chosen in the previous section to cancel out the gravitational force, hence the helicopter is remaining in the same vertical position. Thus, the equation for the drag/thrust function (dot-dashed line) in Figure 8.2 yields QMR (t) = 0.0113 · TMR (t) − 1.6275.



(8.11)



This is expanded into large-scale and small-scale values 0 QMR (t)



+ δ QMR (t) = 0.0113 · (δ TMR (t) + 0 TMR (t)) − 1.6275,



(8.12)



which yields δ QMR (t) 0 QMR



= 0.0113 · δ TMR = 0.0113 · 0 TMR − 1.6275.



(8.13) (8.14)



As previously described, the operating point must equal the gravitational force 0 QMR



= 0.0113 · m · g − 1.6275



(8.15)



= 0.0113 · 435.4 − 1.6275



(8.16)



= 6.5313.



(8.17)



The equation for the linearized drag is hereby described as QMR (t) = δ QMR (t) + 0 QMR = 0.0113 · δ TMR + 6.5313. 54



(8.18) (8.19)
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Figure 8.2: The relationship between the main-rotor drag and main-rotor thrust is linearized around the operating point where the main-rotor thrust is equal to the gravitational force.



8.4 Linearization of Main-Rotor and Control-Rotor Flapping The relationship between the angle of the swash-plate and the flapping of the main rotor and the control rotor, is described by (6.16)-(6.19) in Section 6.2. These equations are rather complex and difficult to linearize. In order to ease this linearization, it has been decided to use a black box method. The expression is approximated with first-order system equation, in which cross-coupling between lateral and longitudinal flapping of the main rotor is neglected. The non-linear equations are implemented in a S IMULINK model, and a step is applied to the inputs ASP and BSP , to determine the time constant from the swash-plate input to the main rotor flapping. The simulation setup is shown in Figure 8.3. AS P
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Figure 8.3: Simulation setup for determining the time constant for the transfer functions from ASP to β1s and BSP to β1c .
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The step responses are shown in Figure 8.4, from where the flapping angles β1s and β1c , and the time constants are found. As can be seen, the cross-couplings are small, and the
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Figure 8.4: Flapping response as a consequence of a step input to the swash plate.



responses are approximating that of a first order system. The time constants are similar, and determined to be τ1s = τ1c = 0.078 s, which are used directly in the linearized model. Hence, the linearized flapping equations are described by 1 · ASP (s) s + τ11s 1 β1c (s) = · BSP (s) s + τ11c



β1s (s) =



(8.20) (8.21)



m 1 · ASP (s) τ1s 1 · BSP (s) β1c (s) · s = − τ1c m 1 β˙ 1s (t) = − · ASP (t) τ1s 1 β˙ 1c (t) = − · BSP (t). τ1c



β1s (s) · s = −



(8.22) (8.23)



(8.24) (8.25)



8.5 Linearization of Longitudinal Acceleration This section describes the linearization of the longitudinal acceleration, based on a Taylor approximation. As mentioned previously, the linearization of the remaining states are based 56



8.5. LINEARIZATION OF LONGITUDINAL ACCELERATION on this approximation and is described in Appendix B. The approximations stated in Table 8.5 are used in this linearization. The equation for the state derivative u(t) ˙ is obtained Non-linear expression



Linear expression



a · sin(x(t)) a · cos(x(t)) a · x(t) + b



a · δ x(t) a a · δ x(t)



Table 8.2: Approximations of non-liniear expressions when operating point is zero.



from Chapter 7.1, defined as u(t) ˙ = bf



x (t)



bf



x (t) − q(t) · b w(t) + r(t) · b v(t). m



(8.26)



is derived in Chapter 5 as b



fx (t) = −TMR (t) · sin(β1c (t)) − sin(θ(t)) · m · g,



(8.27)



which is substituted into (8.26) −TMR (t) · sin(β1c (t)) − sin(θ(t)) · m · g − q(t) · b w(t) + r(t) · b v(t). (8.28) m Because the operating point for θ(t) is zero, small angle approximations are valid and thus applied for the sine functions u(t) ˙ =



−TMR (t) · β1c (t) − δ θ(t) · m · g − q(t) · b w(t) + r(t) · b v(t). m The expression for TMR (t) is linearized in Section 8.2 to u(t) ˙ =



TMR (t) =10190 · δ ucol + m · g.



(8.29) (8.30)



β1c (t), θ(t), q(t), b w(t), r(t) and b v(t) are expanded into large-scale and small-scale values β1c (t) = 0 β1c (t) + δ β1c (t)



b



(8.31)



θ(t) = 0 θ(t) + δ θ(t)



(8.32)



q(t) = 0 q(t) + δ q(t)



(8.33)



r(t) = 0 r(t) + δ r(t)



(8.34)



w(t) = 0 w(t) + δ w(t)



(8.35)



v(t) = 0 b v(t) + δ b v(t).



(8.36)



b



b



b



Since the large signal values of (8.31) - (8.36) equals zero, the equations can be reduced to β1c (t) = δ β1c (t)



(8.37)



θ(t) = δ θ(t)



(8.38)



r(t) = δ r(t)



(8.39)



q(t) = δ q(t)



(8.40)



b



w(t) = δ w(t)



(8.41)



b



b



(8.42)



b



v(t) = δ v(t).
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CHAPTER 8. LINEARIZATION (8.30) and (8.37) - (8.42) are substituted into (8.29)



u(t) ˙ =−



10190 · δ ucol (t) · δ β1c (t) − g · (δ θ(t) − δ β1c (t)) − δ q(t) · bδ w(t) + δ r(t) · bδ v(t). (8.43) m



Since the product of small signal values are considered small enough to neglect their product value, hence (8.43) yields u(t) ˙ = −g · (δ β1c (t) + δ θ(t))



(8.44)



8.6 Summary of Linearization In this section the linearized equations are summarized and the system matrix for the linearized model will be presented. TMR (t) was linearized numerically to TMR (t) =10190 · δ ucol + m · g.



(8.45)



A numerical approach was also used for Q MR (t), described as QMR (t) = 0.0113 · δ TMR + 6.5313.



(8.46)



A different approach was used for the linearization of β˙ 1c (t) and β˙1s (t). Here a black box method was used to measure the time constants, when approximating their step response with a first order system. The time constants were found to have a value of τ1s = τ1c = 0.078 s.



(8.47)



˙ ˙ and ψ(t), ˙ For v(t), ˙ w(t), ˙ q(t), ˙ p(t), ˙ r(t), ˙ φ(t), θ(t) a Taylor series expansion was used. The equations are derived in Appendix B and are expressed as u(t) ˙ = − g · (δ β1c (t) + δ θ(t)) −δ uped (t) · lt + δ φ(t) · m · g · lt g · (lt + lm ) · δ β1s (t) + v(t) ˙ = m · lt lt 115.147 · δ ucol (t) 6.5313 − − m · lt m · lt 10101.9 · δ ucol (t) w(t) ˙ =− m 58



(8.48)



(8.49)



8.6. SUMMARY OF LINEARIZATION



p(t) ˙ =(520.4 · ht · δ β1s (t) + ym · m · g · lt + 520.4 · ym · lt + ht · δ β1s (t) · m · g + δ β1s (t) · hm · m · g · lt + 520.4 · δ β1s (t) · hm · lt − 6.5313 · ht − ht · δ uped (t) · lt + (10190 · ym · lt − 115.147 · ht ) · δ uped (t)) · − 6.5313 · δ β1c (t) · q(t) ˙ =



1 Ixx · lt



(8.50)



1 . Ixx



1 · (520.4 · δ β1c (t) · hm + lm · m · g + 520.4 · lm + δ β1c (t) · hm · m · g Iyy



+ 10190 · lm · δ ucol (t) + 6.5313 · δ β1s (t)) −lt · δ uped (t) + (10190 · ym · δ uped (t) + ym · m · g + 520.4 · ym ) · δ β1c (t) r(t) ˙ =− Izz ˙ φ(t) =δ p(t) ˙ =δ q(t) θ(t)



(8.51) (8.52) (8.53) (8.54) (8.55)



˙ ψ(t) =δ r(t) 1 β˙ 1s (t) = − · ASP (t) τ1s 1 · BSP (t). β˙ 1c (t) = − τ1c



(8.56) (8.57)



The constant contribution 6.5313 m · lt 6.5313 =− 44.3840 · 1.2 = −0.1226,



Kdist = −



(8.58) (8.59) (8.60)



given to v(t) ˙ seen in (8.48) is the constant acceleration the tail rotor produces along b y. Since ym , lm and ht are equal to zero, the constant contribution of those to p˙ and q˙ are zero. The above mentioned equations are used to form a linear state-space model of the system. The mentioned constant acceleration from the tail rotor is not possible to directly implement in a linear state-space model. Therefore this constant acceleration is seen as a disturbance to the system, giving a system of the form ( x(t) ˙ = As x(t) + Bs u(t) + Bd d(t) , (8.61) y(t) = Cs x(t) + Ds u(t) where As , Bs , Cs , Ds are the system matrices, Bd the system disturbance distribution matrix, d(t) the tail-rotor disturbance introduced in the system, x(t) the state vector  T x(t) = u(t) v(t) w(t) p(t) q(t) r(t) φ(t) θ(t) ψ(t) β 1s (t) β1c (t) (8.62)



and u(t) the input vector



 T u(t) = ulat ulong ucol uped .



(8.63) 59



CHAPTER 8. LINEARIZATION The parameters which is a part of (8.48)-(8.57) can be found in Appendix E. These parameters are inserted into the equations from which the system matrices are described as u v w p q r 



,



         As =         



0 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 1 0 0 0 0



0 0 0 0 0 0 0 1 0 0 0



φ



θ



ψ



β1s



β1c



0 0 −9.81 0 0 0 9.81 0 0 9.81 0 0 0 0 0 0 0 0 0 260.7 0 0 0 0 1.427 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 − 0.078 0 0 0 0 0



−9.81 0 0 −4.453 83.54 0 0 0 0 0 1 − 0.078



ulat ulong ucol uped   0 0 0 0  0 0 −2.162 −0.02253      0 0 −229.6 0     0 0 0 0     0 0   0 0   0 0.2723  Bs =  0 0   0 0   0 0     0 0 0 0     0 0 0 0     1 0 0 0 0 1 0 0



u v w p q r 



    Cs =     



1 0 0 0 0 0 0



0 1 0 0 0 0 0



0 0 1 0 0 0 0



0 0 0 1 0 0 0



0 0 0 0 1 0 0



0 0 0 0 0 1 0



                  



(8.64)



(8.65)



ψ 0 0 0 0 0 0 0



0 0 0 0 0 0 0



0 0 0 0 0 0 1



0 0 0 0 0 0 0



0 0 0 0 0 0 0







    ,    



(8.66)



and Ds = 0. Since the internal disturbances introduced to the system, when it is initialized 60



8.7. VERIFICATION OF LINEAR MODEL in the operating point, only affects v, the disturbance distribution matrix, B d , is written as   0  1     0     0       0    (8.67) Bd =  0  .    0     0     0     0  0



8.7 Verification of Linear Model



To verify the linear model, it is tested if the trend of the linear states develop as the trend of the non-linear states. This test, used to check if the models respond to input in a similar way, is done for both positive and negative steps on all of the inputs, respectively. First the expectations of the trend of the linear and non-linear states are presented, whereafter a simulation of the models with the given input is performed. This simulation is presented as plots of the states directly affected by the input. These plots are compared and commented to examine if the trend of the states is as expected. An example of how the verification is done is introduced in the following Section 8.7.1, where the simulation of the models when applying negative collective input are presented. Refer to Appendix A for the rest of the simulations.



8.7.1 Verification of Linear Model With Negative Collective Input In this section, the models will be simulated with a negative step on the collective input u col . When giving this input, two states are affected directly, b v and b w. The expected outcome of this input is somewhat different for the two models as the non-linear model already has a constant acceleration negatively along the b y axis. It is expected, that the behavior of b w is similar for both models, and that it will become positive. b v is expected to act somewhat different for the two models. The expectation for the trend of the state in the linear model is that it becomes positive, as the drag on the main rotor is decreased. In the non-linear model, b v is already negative, and the change of this due to negative u col might not be enough to make b v positive, but possibly only make it "less negative". These considerations are summed up in Table 8.3. Figure 8.5 shows that, as expected, b w gets positive and that the effect of giving a negative ucol has an influence on this state. It also shows that u col has an effect on b v, but that this effect was not large enough to make b v positive considering the given amplitude of ucol . Eight further verification tests where made and can be seen in Appendix A. In all the cases the linear model acted as expected. As just shown in Figure 8.5, that does not mean that it acts exactly like the non-linear model. In some cases there are differences between the two models as the non-linear model has an initial acceleration due to the tail rotor trying 61
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Non-linear model



Linear model



v w



Should become positive or "less negative" Should become positive



Should become positive Should become positive



Table 8.3: Expected development of the states when negative collective input is given. Translatory velocity for the non−linear model with negative collective input 0.1
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Translatory velocity for the linear model with negative collective input 0.1
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Figure 8.5: Plot of the translatory velocity of the helicopter model with negative collective input



to overcome the drag on the main rotor. The changes in the states (positive or negative changes) are the same for the two models though, and thereby it is concluded that the linear model is describing the non-linear model adequately in the operating point.
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Control Introduction



9



This chapter describes the introductory considerations, before the actual control design is performed. First the objective of the control is elaborated, and the instrumentation of the helicopter is defined. Finally, an overview of optimal control is presented.



9.1 Design Approach The objective of the control is to drive the helicopter to its equilibrium, defined to be where the translatory velocities are zero, and the Euler angles are constant. In this way the helicopter is stabilized into a hover manoeuvre. Thus, the controller needs to drive the states of the system to values which correspond to the equilibrium. As this cannot be performed within a limited amount of time, certain success criteria need to be established for the control design. The lack of a specific purpose with the controlled helicopter in this report leads to a somewhat vague definition of these success criteria, and as a cause of this, no controller demand-specification will be set up. Instead, the on-going evaluation of the controller design in the subsequent chapter is based on performance improvement, in the sense that apparent flaws will be reduced. As stated in the problem formulation, the control is based on linear optimal control. It has been decided to design a discrete controller, based on the linearized system defined by (8.61). The system is discretized by use of M ATLAB with the zero-order hold method, with 20 ms as sampling time. The sample time is selected based on an estimate that 20 ms is sufficiently low compared to the dynamics of the mechanical helicopter system. This leads to the discrete counterpart ( x(k + 1) = Φs x(k) + Γs u(k) + Γd d(k) , (9.1) y(k) = Hs x(k) of the continous LTI-system.



9.2 Helicopter Instrumentation As the controller eventually has to rely on measurable sensor information and actuator output characteristics, it is necessary to have knowledge of the on-board instrumentation during the controller design process. This section describes the actuators and sensors available on the helicopter. However, since the control of the helicopter only will be simulated, the information stated here is based on assumptions combined with knowledge of real-world helicopter instrumentation. 63



CHAPTER 9. CONTROL INTRODUCTION Actuators The four actuators are supplying the control/input signals u lat , ulong , ucol and uped to the system. They are all servos controlling the pitch-angle of the blades of either the main or tail rotor. Because it is assumed that these actuators’ dynamics, are much faster than the system dynamics, their dynamics are omitted during the control design. Actuator saturations, however, are included when simulating the control of the system. For the first three inputs, ulat , ulong and ucol , the saturation limits are based on pitch operating-range data from real-world helicopters [Prouty 1986, pp. 683-701]. The chosen saturation limits can be found in Table 9.1. However, the fourth control signal u ped is from the modelling part defined as thrust or force, and no direct information about its saturation limits are available. Thus, to be able to set a value of the saturation limit of the tail rotor an assumption is made. It is assumed that the tail rotor is capable of generating the same lift per area of rotor plane as the main rotor. That is, the maximum tail-rotor thrust is found by scaling the maximum main-rotor thrust with the relationship between the area of the tail rotor and the area of the main rotor. The maximum producible thrust of the tail rotor is thus TTR,max = TMR,max ·



0.262 m (RTR )2 = 1823 N · ≈ 52 N, (RMR )2 1.542 m



(9.2)



where TMR,max is the maximum producible lift by the main rotor, R TR is the tail-rotor radius and RMR is the main-rotor radius. The maximum producible value of the main-rotor thrust is found by giving the mainrotor thrust-equations an input ucol equal to the maximum value, defined to be 10 ◦ or 0.175 rad Input Operating Range ulat ulong ucol uped



±175 · 10−3 rad ±175 · 10−3 rad 0 rad − 175 · 10−3 rad ±52 N



Table 9.1: Estimated actuator operating-range.



Sensors There are seven sensors aboard the helicopter: three accelerometers, three gyroscopes and one compass. The accelerometers measure the translatory accelerations relative to the EF stated in the BF. Assuming that the initial values of these accelerations are zero when the control system is initialized, the accelerations can be integrated to yield velocities. These velocities are measured relative to the EF, but based on the assumption made in Section 2.2, stating that the wind velocity relative to the EF, equals zero, they equal the velocity relative to the wind. Thus, the sensors are assumed to measure the translatory velocities b u, b v and b w directly. The gyroscopes measure angular velocities of the BF relative to the SF stated in the BF. These equal the angular velocities p, q and r and can thus be used directly. The final sensor, the compass, measures the Euler angle ψ, and can thus also be used directly by the controller. 64



9.3. OVERVIEW OF OPTIMAL CONTROL The dynamics of all the sensors are omitted on the same basis as for the actuators. That is, their dynamics are assumed to have no influence on the total system dynamics. An overview of measurable quantities are given in Table 9.2. Sensor



Measurement



Accelerometer Gyroscope Compass



Translatory acceleration in BF relative to the EF. Rotational velocities about the BF axes Heading of the helicopter in the spatial x-y plane Table 9.2: Overview of the sensors.



9.3 Overview of Optimal Control The purpose of this section is to introduce the principles of optimal control, and give a short description of the linear quadratic approach to optimal control.



9.3.1 Performance Index When controlling a dynamic system, the aim is to bring the states from an initial position to a state reference, and keep them at this reference. Often it is desirable to drive the states to a steady state value as fast as possible, but this task will always be bounded by the amount of actuator power available. By minimizing a performance index of the type I=



N X



H(x(k), u(k)),



(9.3)



k=0



where I is the performance index, k is the sample number, 0 ≤ k ≤ N and H is a function of x(k) and u(k), with regard to u(k), an optimal input sequence u(0), u(1), u(2), . . . , u(N ) can be found for bringing the state x(k) to the state reference [Sørensen 1995, p. 2]. In this way it is possible to control a state by using minimum input power. By minimizing the performance index I, the controller design has been expressed as a minimization task. For minimization of the performance index in (9.3) a recursive expression is described by [Sørensen 1995, p. 7] N JkN (x(k)) = min[H(x(k), u(k)) + Jk+1 (x(k + 1))], u(k)



(9.4)



where J denotes the minimum of I, with regard to the input sequence u(k). The recursive expression of JkN (x(k)) has to be calculated backwards from k = N since J kN (x(k)) depends N (x(k + 1)). The result of this recursive calculation is an optimal input u ∗ for each on Jk+1 value of k for the given performance index I.



9.3.2 Linear Quadratic Control To be able to design an expedient controller, the design of H has to be considered. In order to find the minimum of x(k) and y(k) they are often chosen to be expressed in a quadratic form. 65



CHAPTER 9. CONTROL INTRODUCTION Also a weight relation between x(k) and y(k) has to be defined to be able to punish large input signal values and large state values. A widely used approach is the linear quadratic approach. It is based on minimizing a quadratic performance index of the form [Sørensen 1995, p. 13] I=



N −1 X



(xT (k)Q1 x(k) + uT (k)Q2 u(k)) + xT (N )QN x(N ),



(9.5)



k=0



or described as



H(k) =



(



xT (k)Q1 x(k) + uT (k)Q2 u(k) xT (N )QN x(N )



0≤k ≤N −1 k = N.



(9.6)



Both x(k) and u(k) are squared and Q1 , Q2 and QN are weighing matrices that respectively punishes large state values, large input values and large end point values. If it is not of interest to punish large end values, different from the desired state values, Q N can be included in Q1 by QN = Q1 and instead running the sum in the performance index from 0 ≤ k ≤ N . The performance index will then be expressed as I=



N X



xT (k)Q1 x(k) + uT (k)Q2 u(k).



(9.7)



k=0



Consider a linear system of the form x(k + 1) = Φx(k) + Γu(k),



(9.8)



with the performance index given by (9.5), it applies that, to any time k u∗ (k) = −L(k)x(k) JkN (x(k)) = xT (k)S(k)x(k),



(9.9) (9.10)



where u∗ (k) is the optimal input vector and proportional to the state vector x(k) with the factor −L(k), which is the linear state feedback for the closed loop system. The minimized performance index JkN (x(k)) is proportional to the squared state vector x(k) with the matrix S(k).In order to calculate the two proportional matrices L(k) and S(k), Riccati equations needs to be derived and solved. The solutions expresses L(0) and S(0). To derive the Riccati equations, (9.4) is used as starting point, and based on (9.10) the solution is guessed to be of the quadratic form x T (k)S(k)x(k) [Sørensen 1995, p. 14]. This guess is inserted into (9.4) which yields JkN (x(k)) =xT (k)S(k)x(k) = min[xT (k)Q1 x(k) + uT (k)Q2 u(k) + xT (k + 1)S(k + 1)x(k + 1)] u(k)



= min[xT (k)Q1 x(k) + uT (k)Q2 u(k)+ u(k)



(Φx(k) + Γu(k))T S(k + 1)(Φx(k) + Γu(k))]. 66



(9.11)



9.3. OVERVIEW OF OPTIMAL CONTROL To find the minimum of (9.11) at the time k, the expression is differentiated with regard to u(k) and equaled zero [Sørensen 1995, p. 15] dJkN (x(k)) =Q2 u(k) + Q2 T u(k) + 2ΓT S(k + 1)(Φx(k) + Γu(k)) u(k) =2Q2 u(k) + 2ΓT S(k + 1)(Φx(k) + Γu(k)) = 0.



(9.12)



By isolating u(k), the expression for the optimal input is derived u∗ (k) = −[Q2 + ΓT S(k + 1)Γ]−1 ΓT S(k + 1)Φx(k).



(9.13)



By inserting (9.9) in (9.13), the equation expressing L(k) yields L(k) = [Q2 + ΓT S(k + 1)Γ]−1 ΓT S(k + 1)Φ,



(9.14)



which is the first Riccati equation. As can be seen, L(k) depends on S(k + 1), hence an expression for S(k) is needed. Insertion of (9.9) into (9.11) yields JkN (x(k)) = xT (k)S(k)x(k) = x(k)T Q1 x(k) + (−L(k)x(k))T Q2 (−L(k)x(k))+ (Φx(k) − ΓL(k)x(k))T S(k + 1)(Φx(k) − ΓL(k)x(k)) = x(k)T [Q1 + L(k)T Q2 L(k) + (Φ − ΓL(k))T S(k + 1)(Φ − ΓL(k))]x(k). (9.15) Isolation of S(k) yields the second Riccati equation S(k) = Q1 + L(k)T Q2 L(k) + (Φ − ΓL(k))T S(k + 1)(Φ − ΓL(k)),



(9.16)



which can be simplified to [Sørensen 1995, p. 16] S(k) = Q1 + ΦT S(k + 1)[Φ − ΓL(k)].



(9.17)



It is now possible to calculate the feedback-gain matrix L(0) using an algorithm starting from k = N and calculating L(k) backwards based on S(k + 1) which eventually yields L(0). The performance of the controller after calculation of L(0) is only optimal in relation to the chosen performance index. Therefore, the design parameters of the performance index, Q1 and Q2 , has to be chosen wisely to give the controller the right properties suiting the given control task. This is a trade-off between good control and good economy. The M ATLAB script used for the recursive calculation of L(0) can be seen in appendix F.
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10



Control Design



This chapter describes the design of the control for the helicopter. As mentioned in the previous chapter, it is based on linear optimal control. In the first design step, a stabilizing controller is designed, without any performance optimization. In the second design step, the state space is extended to include known linearization errors. The third design step includes integral action, to reduce steadystate errors. Up to now, exact and full state-information is assumed. As mentioned in the previous chapter, not all states are measurable, why a Kalman-predictor is designed in the fifth design step. Finally, the controller is exposed to disturbances unknown to the controller, with the aim of tuning the controller. The M ATLAB scripts used in the control design is found in Appendix F



10.1 Design of Stabilizing Controller This section describes the design of a controller that stabilizes the helicopter. First, an open loop simulation of the non-linear model, initialized in the operating point, is performed, to examine the behavior of the system. The translatory velocity and the attitude of the helicopter is shown in Figure 10.1. As mentioned in Chapter 8, the model is linearized and 1.6 1.4
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Figure 10.1: Open loop simulation of the non-linear model, initialized in the operating point.



initialized in an operating point which is not the equilibrium of the system. The simulations confirm this assumption, that is, the simulations shows that the helicopter is an unstable system. 69



CHAPTER 10. CONTROL DESIGN Due to the force generated by the tail rotor, a negative translatory acceleration is performed along b y. The dihedral effect results in a positive roll movement, and an appertaining positive translatory acceleration is performed along b y. As illustrated by Figure 8.4 on page 56, the lateral and longitudinal flapping cross-couples, which results in a negative pitch movement, and an appertaining positive translatory acceleration along b x. It can also be seen that there is a translatory acceleration along b z. This indicates that the collective input that is calculated to keep the vertical velocity in the operating point, is insufficient. The purpose with the first design step is to stabilize the helicopter, i.e. to bring the states describing the attitude, towards constant values. In this step, full state-information is presumed, and no external disturbances are included. As described in the previous chapter, the control is based on a stationary LQ regulator, thus, stationary values of the proportional matrices L(k) and S(k) are used. These values are calculated on the basis of the recursive Riccati equations. The performance index is, according to the previous chapter, defined as I=



N X



(10.1)



xs T (k)Q1 xs (k) + uT (k)Q2 u(k),



k=0



and the closed loop of this autonomous description of the discrete system is shown in Figure 10.2. The remaining design parameters are the weight matrices Q 1 and Q2 . [Sørensen u(k)
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Figure 10.2: Closed loop block scheme of the discrete system.



1995, p. 21] suggests constraining to the use of only the diagonal elements, which reduces the degrees of freedom. On the basis of knowledge about the open-loop system, specifications of the maximum values of the states and inputs can be used as a starting point for the weighing Q1 (i, i) =



1 x2i,max



∧



Q2 (i, i) =



1



. u2i,max



(10.2)



In order to make use of this rule of thumb, the state operating-ranges are estimated, shown in Table 10.1, and used together with the input saturations defined in Table 9.1. Note that they are estimates of the expected operating range, and are not to be confused with requirements. Before the weighing is started, the objective of the controller should be stated. As previously mentioned, the objective with the first design step is stabilization rather than performance optimization. The weighing will therefore be performed on basis on the following order of priority: 1. Reduction of overshoot and settling time for the attitude, to obtain a smooth movement 70



10.1. DESIGN OF STABILIZING CONTROLLER State Operating Range u v w



±1 · 10−3 m/s ±1 · 10−3 m/s ±1 · 10−3 m/s



p q r



±175 · 10−3 rad/s (±10 ◦ /s) ±175 · 10−3 rad/s (±10 ◦ /s) –



φ θ ψ



±87 · 10−3 rad (±5◦ ) ±87 · 10−3 rad (±5◦ ) –



β1s β1c



±262 · 10−3 rad (±15◦ ) ±262 · 10−3 rad (±15◦ )



Table 10.1: Estimated state operating-range.



2. Reduction of steady-state error on the translatory velocities The previously mentioned estimated operating-ranges yields the weighing matrices u 
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σ=1



                  



(10.3)



(10.4)



ulat ulong ucol uped  32.7 0 0 0  0 32.7 0 0  , Q2 = σ   0 0 32.7 0  0 0 0 10 



(10.5)



where σ is a constant multiplied with Q 2 , introduced to weight the input relative to the control performance. A closed loop simulation with these weighing matrices, yields the results in Figure 10.3. Before this simulation, the operating point for the collective input is adjusted to 0 ucol = 0.1026 to fit the non-linear model. By considering Figure 10.3(a), it can be seen that the longitudinal and vertical velocities, converge toward a near-zero constant, while the lateral velocity converges towards 71
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Figure 10.3: Simulation results based on the weighing matrices in (10.3) (10.5).



−1.3 mm/s. This steady-state error is caused by the tail-rotor thrust, which creates a negative force along b y. As can be seen in Figure 10.3(b) the helicopter has a positive roll angle, φ , which compensates for the negative force generated by the tail rotor. By considering the input matrix in (8.65), it can be seen that v is affected by u ped . Figure 10.3(d) shows that this input is reduced, to reduce the lateral acceleration and the appertaining velocity. This results in a negative yaw movement (seen as the dashed line in Figure 10.3(b)). From Figure 10.3(c), it can be seen that the collective input is constant, and that also lateral input is used for the stabilization. Furthermore it can be seen that the control signals are not near the outlined saturations (±175 · 10−3 rad and ±52 N). This simulation shows that the helicopter is stabilized, but with a settling time on the attitude, and a small steady-state error on the translatory velocities, which is longer than 72



10.1. DESIGN OF STABILIZING CONTROLLER desired. These steady-state errors occur because of the tail-rotor thrust, which can be considered as a step-disturbance. There is currently no integration effect in the closed loop, to integrate this error to zero. As previously mentioned, the objective of this design step is stabilization rather than performance, why the weighing is modified to reduce the overshoot and settling time of the attitude. Figure 10.3(b) shows that φ and ψ are the angles with the longest settling time. To reduce this settling time, the states describing the angular motion of these states, needs to be punished. The weight matrices u 
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(10.6)



(10.7)



(10.8)



yields the results shown in Figure 10.4. As can be seen in Figure 10.4(b), the settling time for φ and ψ is slightly reduced, due to the higher weighing of p, r, φ and ψ. Also, σ is reduced in order to make the controller use more actuator power. This results in a reduced yaw movement, but in the expense of an increased steady-state error on the lateral velocity. By comparing Figure 10.3(d) and Figure 10.4(d), it can be seen that the tail-rotor thrust is reduced. The purpose with the first design step was to stabilize the helicopter. Simulations show that the helicopter is stabilized, but with small steady-state errors on the translatory velocities. The lateral velocity is dominant, with a steady-state error of about −2.5 mm/s. This error is due to the tail-rotor thrust, which will be treated in the next section.
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Figure 10.4: Simulation results with modified weight matrices.



10.2 Modelling of Known Disturbances The steady-state offset errors on some of the translatory velocities are caused by known linearization errors, which are not included in the design of the controller. It is however, possible to accommodate or at least reduce these errors by introducing a model of the disturbances in the control law. The steady-state error on the translatory velocity w is caused by a slightly offset 0 ucol and is reduced by adjusting the operating point to a more suitable value, as mentioned in the previous section. The small steady-state errors on the translatory velocities u and v, besides being very small, originate from the same disturbance, namely the negative translatory acceleration along b y, created by the tail rotor when the helicopter is initialized in 74



10.2. MODELLING OF KNOWN DISTURBANCES its operating point. Refer to the helicopter behaviour described in Section 10.1. Although the disturbance only causes a small drift on the translatory velocities, it will be included in the control law to reduce the error. The B d matrix in (8.61) states that the disturbance contributes as an addition to the derivative of the state v. This addition can, as shown in (8.48), be modeled as a constant step addition, which can be expressed by the autonomous state description [Sørensen 1995, pp. 36] ( xd (k + 1) = Φd xd (k) , xd (0) = Kdist , (10.9) d(k) = Hd xd (k) where Φd and Hd are scalars with a value of one, because the disturbance d(k) only distributes to v. The constant Kdist has been computed in the linearization process in Section 8.6. Thus, by the linear system description ( xs (k + 1) = Φs xs (k) + Γs u(k) + Γd d(k) (10.10) y(k) = Hs xs (k), it is possible to form an augmented system description by expanding the state vector x(k) with the new disturbance state xd (k) such that         Γs xs (k) Φs Γd Hd xs (k + 1)   u(k) +  x (k + 1) = 0 xd (k) 0 Φd d . (10.11)     xs (k)    y(k) = Hs 0  xd (k)



Denoting the augmented matrices and vectors Φ, Γ, H, x(k) and x(k + 1), the augmented system may be expressed as ( x(k + 1) = Φx(k) + Γu(k) . (10.12) y(k) = Hx(k) The performance function, which is to be minimized, can be expressed as [Sørensen 1995, pp. 50] I=



N X



(10.13)



(xT (k)Q1 x(k) + uT (k)Q2 u(k))



k=0



which has the same form as in (9.5). The only difference is that the state vector x(k) and the matrix Φ are augmented to include the disturbance state and weighing of this state. That is, they have the form x(k) =







xs (k) xd (k)







Q1 =







Q1s 0 0 Q1d







,



(10.14)



where Q1s is the original system state matrix from the previous section, and Q 1d is the disturbance weighing matrix. Thus, the general Riccati equations can again be used to compute 75



CHAPTER 10. CONTROL DESIGN the feedback L(0). The computed optimal feedback gain L(0) is also augmented, which from the control law



(10.15)



u(k) = −L(0)x(k)     xs (k) = − Ls (0) Ld (0) , xd (k)



(10.16)



yields that the system state feedback L s (0) equals the total feedback, if the disturbance is zero. The augmented system with feedback is illustrated in Figure 10.5. The initial diagonal
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Figure 10.5: The optimal controller including a disturbance model



entries of Q1s will equal the weighings found in Section 10.1. The single entry of Q1d is set to zero, since this state is considered as a constant external disturbance, which of course cannot be altered by the control signals. The matrix Q 2 in (10.13) also remains untouched from Section 10.1. Thus, the weighing matrices are 76
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(10.17)



(10.18)







(10.19)



−3



ulat ulong ucol uped 



 32.7 0 0 0  0 32.7 0 0  , Q2 = σ   0 0 32.7 0  0 0 0 10



(10.20)



With these values, the feedback gain L(0) is calculated. This feedback is used for control of the non-linear S IMULINK model, where the disturbance state xd (k) is introduced as xd (k) = Kdist = −0.1226.



(10.21)



When simulating the closed loop system with and without the disturbance state, the plots for the translatory velocities are as shown in Figure 10.6. The adjusted value for 0 ucol found in Section 10.1 was used in the simulation. The choice of weighing matrix Q 1e yields, as shown, satisfactory results with respect to the dynamics of the system. Thus, there is no need to change its diagonal entries. Figure 10.6 also illustrate that by modelling the disturbance into the control law it is possible to influence the steady-state value for the state v. However, it also shows that the steady-state value is increased beyond zero. This is due to a too large value of |Kdist | compared to the actual size of the disturbance created in the non-linear model. The inconsistency is likely to have been introduced during the linearization process. It can be accommodated by reducing the value of |K dist |. By repeated simulations of the system with different values of Kdist , an acceptable value of about −0.1226 2 = −0.0613



Kdist =



(10.22) 77
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Figure 10.6: A closed loop simulation of the non-linear system initialized in the operating point. A model of the tail-rotor disturbance on v is included in the system to the right.



was found. Figure 10.7 shows a plot of the translatory velocities when the new value of K dist is used as the disturbance state. As illustrated by the plot, the adjusted value of K dist yields −3
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Figure 10.7: A closed loop simulation of the non-linear system initialized in the operating point. The adjusted value of Kdist is used as the disturbance state for improved steady-state value of v.



an improved steady-state value of v. However, although the error is very small, there is still a steady-state offset. By introducing integral action in the controller, which will be performed in the following section, it is possible to remove the remaining errors. Furthermore, this improvement will also accommodate the effects of any other constant external disturbances applied to the non-linear system. 78
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10.3 Design of Controller With Integral Action By introducing integral action in the controller model, it is possible to remove the effects of constant disturbances on the closed loop system. The integral action is achieved by introducing an integral state



xi (k + 1) = xi (k) + xs (k). This state integrates the state-error of the system and can thus remove the steady-state error on the states if fed back. When the integral state model is introduced to the controller model from the previous section, the result is



The system model :



(



xs (k + 1) = Φs xs (k) + Γs u(k) + Γd d(k)



The disturbance model :



(



xd (k + 1) = Φd xd (k)



The integral state model :







y(k) = Hs xs (k) , xd (0) = Kdist



d(k) = Hd xd (k)



xi (k + 1) = xi (k) − xs (k) .



(10.23) (10.24) (10.25)



By augmenting the total state vector x(k) with the integral state such that



x(k) =







xs (k) xd (k) xi (k)



T



,



(10.26)



the augmented system description with integral action on all states is



      Φs Γd Hd 0 Γs    x(k + 1) =  0 Φd 0  x(k) +  0  u(k) = Φx(k) + Γu(k) . −I 0 I 0       y(k) = Hs 0 0 x(k)



(10.27)



However, it does not make sense to have integral action on all states, since the equilibrium of the helicopter defines that the Euler angle Φ cannot be zero if the translatory velocities are also zero. Thus, this state cannot be used with integral action if the main objective of the control, which is to drive the velocities towards zero, is to be completed. Furthermore, as stated in Section 9.2, not all of the states can be measured. Therefore, it is chosen only to have integral action on the measurable outputs. This is assumed to be sufficient for satisfactory 79



CHAPTER 10. CONTROL DESIGN controller performance. Thus, the integral state is redefined as
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u(k) v(k) w(k) p(k) q(k) r(k) φ(k) θ(k) ψ(k) β1s (k) β1c (k)







         ,         (10.28)



xi (k + 1) = xi (k) − Hs xs (k)



This change also affects the augmented system matrix Φ. Both Φ and Γ are listed here for convenience:     Φs Γd Hd 0 Γs Φ= 0 Φd 0 , Γ =  0 . (10.29) −Hs 0 I 0 The performance index can again be chosen as



I=



N X



(10.30)



(xT (k)Q1 x(k) + uT (k)Q2 u(k)).



k=0



However, this time the state vector x(k) and weighing matrix Q 1 is augmented as 



 xs (k) x(k) =  xd (k)  xi (k)







 Q1s 0 0 Q1 =  0 Q1d 0  , 0 0 Q1i



(10.31)



where Q1i is the matrix that weighs the integral states. Since the performance index has the same form as before, the minimum of the performance index can again be found by solving the Riccati equations to yield L(0), which is augmented as (10.32)



u(k) = −L(0)x(k) =−







Ls (0) Ld (0) Ld (0)











xs (k)  xd (k)  . xi (k)



The augmented system with feedback is illustrated in Figure 10.8. 80
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Figure 10.8: The optimal controller including a disturbance model and an integral model



Selection of the weighing matrices, Q 1s and Q1i can now be considered as a making a trade-off between proportional and integral action in the controller design, which can be interpreted as the design of a PI-controller. When increasing the value of the diagonal entries of Q1i , the controller removes any constant control-errors more quickly, but this comes together with a sacrifice of the damping of the oscillations introduced by the integral action. When decreasing the diagonal entries, the removal of any constant errors are performed more slowly but with a faster decaying oscillation amplitude. For calculation of the initial Q1 in the new controller, the matrix Q1s and Q1d from (10.17) and (10.18) is used unchanged. This is also the case for Q 2 , which is used from (10.20). Q1i is initially chosen to be scaled a factor K int of Hs Q1s Hs T . This yields Q1i = Kint Hs Q1s Hs T



(10.34)



The choice of Kint will, as mentioned above, decide the trade-off between proportional and integral action. Based on the comparatively small steady-state errors on the translatory velocities seen in Section 10.2, the value of Kint is chosen as Kint = 0.001.



(10.35)



This value somewhat impedes the integral action, and this is acceptable as long as the constant disturbances are as small as those from the previous section. It can, however, be necessary to change the value if external disturbances are introduced to the non-linear model at a 81



CHAPTER 10. CONTROL DESIGN later stage, but for now the value results in the weighing matrix u 
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A simulation of the closed loop system initialized in its operating point using these weighing matrices is depicted in Figure 10.9. The plot shows that the integral action yields the desired
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Figure 10.9: A closed loop simulation of the non-linear system initialized in the operating point. The controller has integral action.



effect; the steady-state value of the translatory velocities decays to zero over time. The rate of this decay can not be evaluated properly until some larger-scale disturbances are applied to the closed loop system. Furthermore, the plot to the right illustrates that the helicopter eventually reaches an equilibrium where the Euler angles are constant. The translatory velocity u oscillates more than v and w, which implies a somewhat more “aggressive” integral action on this state than on the others. Due to the small magnitude of these oscillations (10−4 m/s), no action is taken to reduce them at this stage. Until this point, every controller design modification has been based on the assumption that complete state information is available. This assumption, however, does not hold when considering the helicopter system, where only a limited amount of the system states are measurable by sensors, refer to Section 9.2. The following section describes the design of an observer to be used when full state information is not available. 82
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10.4 Kalman-Predictor Design Until now during the controller design, full state information is assumed, which in reality is not the case. As mentioned in Section 9.2, the sensors available are three accelerometers, measuring translatory movement, three gyroscopes to measure the angular velocities of the helicopter and a compass to measure the yaw angle. This means that it is only possible to measure 7 of the 11 states needed for the controller. The flapping angles β 1s and β1c and two of the Euler angles φ and θ are not directly measurable states and needs to be estimated. Based on the linear model and the controller, which are both discreet, it is necessary to design a discreet observer. Since the helicopter is a MIMO system Ackermann’s formula is not usable for this purpose. In stead it is decided to design a full order kalman-predictor. The kalman-predictor is not only estimating the four missing states, but estimates all 11 states. The principle of a kalman-predictor is to estimate states based on the knowledge of noise distribution for each state and distribution of measuring noise on each output of the system. By this knowledge the state values and output values are weighted depending of the deviation between the system values and the model values. A system of the form (



x(k + 1) = Φx(k) + Γu(k) + ex (k) y(k) = Hx(k) + ey (k),



(10.37)



where the process noise ex (k) and measuring noise ey (k) are assumed to be two uncorreˆ (k) that gives the lated, random sequences with zero mean, is given. The optimal observer x ˆ (k) is determined by [Sørensen 1995, p. 69] as minimum variance of the state error x(k) − x ˆ (k + 1) = Φˆ x x(k) + Γu(k) + K(k)[y(k) − Hˆ x(k)],



(10.38)



where K(k) is the Kalman gain described by K(k) = ΦP(k)HT [Rey + HP(k)HT ]−1



(10.39)



and P(k + 1) is the covariance of the state estimate [Sørensen 1995, p. 69]. P(k + 1) = Rex + (Φ − K(k)H)P(k)Φ T P(0) = Rx (0),



(10.40) (10.41)



where Rex and Rey are the covariance matrix of the state error e x and the output error ey , respectively. Rx (0) is the variance of the initial state. In Figure 10.10 the structure of a system with an observer is shown. As can be seen the only unknown matrix in the figure is the Kalman gain which needs to be calculated.



10.4.1 Calculation of Kalman Gain For calculation of the Kalman gain K, the same approach is used as for calculation of the controller feedback gain L(0). This is possible because of a distinct duality between the controller and the observer. If the Riccati equations for the controller and the steady state 83
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Figure 10.10: Block diagram of a system with a Kalman predictor



conditions of the observer are considered, the following dualities can be seen [Sørensen 1995][p. 71] Controller:



Observer:



 T −1 T  L(k) = [Q2 + Γ S(k + 1)Γ] Γ S(k + 1)Φ S(k) = Q1 + ΦT S(k + 1)[Φ − ΓL(k)]   S(N ) = QN  T T −1  K(k) = ΦP(k)H [Rey + HP(k)H ] P(k + 1) = Rex + (Φ − K(k)H)P(k)Φ T   P(0) = Rx (0)



Tabel 10.2 shows a list of the dualities. The only difference is that K(N ) is calculated forController T



Φ ΓT Q2 S(k + 1) Q1 LT (k) QN



Observer Φ H Rey P(k) Rex K(k) Rx (0)



Table 10.2: Overview of the dualities of the controller and the observer.



wards and not backwards as L(0) but this is solved by a minor change in the algorithm. The M ATLAB script can be seen in appendix F



10.4.2 Determination of Variance Matrices I order to calculate the kalman gain K, knowledge of the variance matrices R ex and Rey are required, but these are often not available. In this case, the matrices can be used as design parameters similar to Q1 and Q2 , used for controller design. By a number of iterations, an observer containing suitable dynamic for the system, can be designed. In the S IMULINK model the sensor noise is considered to be zero which means the variance of the measuring noise is also zero and R ey becomes a zero matrix. Since Rey is zero 84



10.4. KALMAN-PREDICTOR DESIGN the weight relation between Rey and Rex will always be infinite no matter the size of R ex , which is why Rex at first is chosen to be an identity matrix. These choices of R ex and Rey gives an observer which always tracks the measured states from the system and does not consider the state error. Information from the linear model, incorporated in the observer, is only used for estimation of the four unmeasurable states and is based on the output from the system. In Figure 10.11 a plot of the observer tracking the system states can be seen. This is only a selection of some of the states, the plot of all states can be found in appendix C.
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Figure 10.11: Kalman predictor following four different system states.



It is clear from the plots that the kalman predictor is trying to follow the system states but for some of the states the amplitude is not very accurate. In order to solve this problem the diagonal entries in the Rex matrix has been weighed mutually based on plots in Appendix C, showing the observers ability to follow the system state variations. 85



CHAPTER 10. CONTROL DESIGN The flapping angles has the highest estimation error. This is not unexpected since they are not measurable. It is not possible to tune the estimation of the flapping angles since they only depend on the inputs to the model and not of the other states in the linear model. The difference between the actual flapping angle and the estimated is likely to be a result of inaccuracy introduced in the linearization process. This means that the values of the measurable states has no direct effect on the flapping. Also the two Euler angles φ and θ has large estimation errors. Since φ and θ are not directly measurable either, it is necessary to examine the linear model to determine the states they depend on, which are p and q, respectively. Due to this dependency, p and q are weighed high in order to force the observer to a more precise tracking of p and q and thereby influencing the estimation of the Euler angles. The value of φ and θ also influences the translatory velocities u and v through the linear model. To compensate for the error of the Euler angles influencing the translatory velocities, the measurement of u and v are weighed higher than other states. The final Rex matrix is shown in (10.42)







Rex



         =        



u



v



102



0 102 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0



w



p



q



0 0 0 0 0 0 1 0 0 0 104 0 0 0 104 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



r φ θ ψ β1s β1c  0 0 0 0 0 0 0 0 0 0 0 0   0 0 0 0 0 0   0 0 0 0 0 0    0 0 0 0 0 0   1 0 0 0 0 0   0 1 0 0 0 0   0 0 1 0 0 0   0 0 0 1 0 0   0 0 0 0 1 0  0 0 0 0 0 1



(10.42)



The following plots in Figure 10.12 are of the same states as before, but using the tuned Rex matrix to determine the kalman gain. The observer now follows the system states considerable more precise except for the flapping angles which due to the limitations of the linear model is acceptable. The rest of the state plots can be found in appendix C.
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Figure 10.12: Tuned Kalman predictor following four different system states.



10.5 Tuning of the Controller The introduction of the observer causes some undesirable effects on the closed loop system response. The translatory and angular velocities carry sustained oscillations at a much larger magnitude than experienced in simulations of the closed loop system without the controller, as can be seen in Figure 10.13. Furthermore, a plot of the corresponding input signal illustrates that the actuators are experiencing almost constant saturation, refer to Figure 10.14. The oscillations in the velocities and the saturated input are obviously inter-dependent, and they originate from the introduction of the observer. The reason for this can be found in the fact that the observer estimates the flapping angles β 1s and β1c from the linear model. By investigating the system and input matrices A s and Bs in (8.64) and (8.65), it can be seen that the flapping angles are determined only from their previous values and the control sig87
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Figure 10.13: Closed loop simulations of the non-linear system initialized in the operating point. When using the Kalman-predictor, sustained oscillations are experienced



nals ulat and ulong . This is unlike the non-linear model, which has a feedback from both the translatory and angular velocities to the flapping angles. Refer to Figure 7.1 on page 43. Thus, the linear-system dynamics in the observer is limited, in the sense that it only allows the controller to feed back on flapping-angle changes, as these are propagated through the system to the measurable angular and translatory velocities, and subsequently fed back in the control signal. This can be seen using a part of the continous-time linear system de88
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Figure 10.14: A closed loop simulation of the inputs to the non-linear system initialized in the operating point. The saturation on the left plot is caused by the introduction of an observer in the loop.



scription from Section 8.6: 



β˙ 1s (t) β˙ 1c (t)







=







− T1s 0



0 − T1c







β1s (t) β1c (t)







+







AMR 0 0 BMR







ulat (t) ulong (t)







.



(10.43)



This propagation delay decreases the effect of the controller’s response to velocity changes, which then results in the need of a larger actuator signal until a change in the output is detected. As the change in the output is detected, the controller has over-compensated and the problem occurs again when negative actuator signal is needed. This leads to saturation depicted on the plot of Figure 10.14. The saturation can be avoided by changing the value of the diagonal entries of Q 2 relative to Q1 . The control signal needs to be decreased, and this is done by increasing the values of the diagonal entries of Q2 . The value of this increase resulted after several simulation iterations in a change of the scaling factor σ to σ = 104 .



(10.44)



This is an increase of the previous value of σ by a factor of 10 7 , and the matrix Q2 becomes ulat



ulong ucol uped  32.7 0 0 0  0 32.7 0 0  . Q2 = σ   0 0 32.7 0  0 0 0 10 



(10.45)



Another simulation of the closed loop system is performed and the resulting plots of the velocities along with the control signals are depicted in Figure 10.15. The figure shows that 89



CHAPTER 10. CONTROL DESIGN



0.02



0.05 p q r



0.015 0.04 Angular velocity [rad/s]



Velocity [m/s]



0.01 0.005 0 −0.005



0.03



0.02



0.01



−0.01 0



u v w



−0.015 −0.02 0



2



4



6



8



−0.01 0



10



2



4



Time [sec]



6



8



10



Time [sec]



(a) Translatory velocities.



(b) Angular velocities.



−3



0.12



1



x 10



ulat



uped



ulong



0.1



ucol



0.5 Tail rotor thrust [N]



0.08



Pitch [rad]



0.06 0.04 0.02 0



0



−0.5



−0.02 −0.04 0



2



4



6



8



10



−1 0



Time [sec]



(c) Collective and cyclic control input.



2



4



6



8



10



Time [sec]



(d) Tail-rotor thrust control-signal.



Figure 10.15: Closed-loop simulation results of the non-linear system. The values of Q2 are increased with a factor of 107 .



the decrease in magnitude of the control resulted in a much more satisfactory closed-loop response of the system. There are no longer sustained oscillations in the velocities which results in a much more steady helicopter movement. I can be seen from the figure that the translatory velocity v is slowly converging towards zero. The rate of this change caused by the integral action may need to be increased, but this will be reviewed in the following section, where disturbances will be applied to the closed-loop system.



10.5.1 Investigation of Controller Performance Now that the closed-loop system performs somewhat satisfactory in the operating point, it is of importance to investigate the controller performance when disturbances are added to 90



10.5. TUNING OF THE CONTROLLER the system. The purpose of this investigation is not to test the controller thoroughly but to examine if there are some disturbances to which the system is very sensitive. To narrow the scope of this investigation, only step disturbances occurring on the translatory velocities are considered. In the following section, a more thorough test of the closed-loop system will be performed. The step-disturbance tests on the three states u, v and w are implemented in a way such that an initial value different from the operating point value is applied to each of them. The system response is then examined to check if the system remains stable. Through repetitive simulations, the approximate maximum allowable values of the initial states are found to be uinit,max = 0.6 m/s



when vinit = 0 m/s, winit = 0 m/s



vinit,max = 8 m/s



when vinit = 0 m/s, winit = 0 m/s



winit,max = 11 m/s



when vinit = 0 m/s, winit = 0 m/s



When the initial states exceed these values, the system becomes unstable. As can be seen, the value of uinit,max is much smaller than those of the two others. The reason for this can be found by examining the linear model in (8.64) and (8.65). As illustrated by these matrices, there is no direct influence from the control signals on the state u. A change in the control signal ulong can only effect u when the change has propagated through the system dynamics. However, this is not the case for v or w since they both are directly affected by ucol and v furthermore by uped and indirectly ulat . Therefore, the controller needs to increase ulong much more than for the other states when large disturbances are applied. This leads to saturation of the control signal u long and eventually instability. This is illustrated in Figure 10.16, wherein plots of the inputs, when the initial value of u is set to u long,max , show that ulong reaches its saturation point within the first seconds. Eventually the system becomes stable and the control signals decrease, but had the initial value been increased further, the system would have become unstable. Thus, to be able to increase the value of 0.2
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Figure 10.16: A closed loop simulation of the inputs to the non-linear system. An initial value of uinit = 0.6 was applied as disturbance.
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CHAPTER 10. CONTROL DESIGN uinit,max and still keep the system stable, further “punishment” must be applied to u long via the weighing matrix Q2 . Through successive iterations, it was found that the diagonal entry weighing ulong should be scaled with a factor of 107 . The resulting Q2 is



ulat 



 Q2 = σ  



ulong



ucol



32.7 0 0 32.7 · 107 0 0 0 0



uped  0 0 0 0  . 32.7 0  0 10



(10.46)



With this weighing, it was possible to increase the maximum initial value of u long to



when vinit = 0, winit = 0.



uinit,max = 14



Because of cross-coupling in the system, however, the maximum initial values for the other translatory velocity-states may have changed some. This will be examined in Section 11.2. This concludes the design of the controller for non-linear model. To sum up, the final controller weighing matrices are
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ucol



(10.49)



The following sections will consider the tests of the controller based on these matrices.
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11



In this chapter, the test of the designed controller is described. The purpose of the tests is to determine how robust the controller is when used on the non-linear model. Initially, different disturbance scenarios are considered with the purpose of selecting the appropriate scenarios for the tests. Following this, a sequence of tests using the chosen scenarios is conducted on the closed loop system. At the end of this chapter, the results of these tests are discussed in a broader perspective. This discussion considers the validity of the test scenarios with respect to non-linear model characteristics, as well as their validity with respect to a qualitative evaluation of controller performance.



11.1 Disturbance Scenarios In order to test the performance of the controller a disturbance scenario needs to be designed. Disturbances can be introduced in several ways. However, in the following, only disturbances, which a real helicopter is subjected to, are considered.



11.1.1 Disturbances Caused by Wind Wind disturbing the helicopter can be considered as a disturbance, since the sensors shows no information about the velocity of the wind. However, since the non-linear model does not have the feature of drag on fuselage implemented, the wind will only affect the main rotor flapping.



11.1.2 Sensor Noise Disturbances On a helicopter, sensor noise will most likely appear, since a lot of vibrations will be present. Superimposing the sensors with noise in the simulation, will make it harder for the observer to estimate the states of the system. As this project considers the development and control of a simulated math model, no physical helicopter is required. Therefore information about the sensors is not available, which together with the unknown information about sensor errors makes it difficult to give an estimate of the sensor noise for the simulation.



11.1.3 Disturbances Caused by Offset Initial State Values If an initial state-value, different from zero is selected, the controller will be exposed to a step disturbance at time zero. If the helicopter has an initial state value different from zero, it will not be in its operating point, thus the controller will need to stabilize the helicopter. This kind of disturbance will test the controller’s ability to handle modelling differences between the linear state space model and the non-linear model. 95
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11.1.4 Selection of Disturbance Scenario Tests have shown that wind disturbances have relatively small effect on the model. This is due to the fact that the drag on the fuselage and tail rotor is left out. Since this is not a feature of the model, only the main rotor flapping will be affected by wind disturbances. Hence, not enough information is supplied to describe the controllers ability to compensate for wind disturbances. Therefore wind is not considered as a disturbance. The dynamics of the sensors is not modelled. As previously stated, no information about the sensors and the errors of these are known. Hence, it is chosen not to use the sensor noise as disturbance scenario. On the background of this, it is chosen to use offset initial state-values as disturbance scenario, since this is estimated to yield the best conditions for testing the controller.



11.2 Test of Controller As mentioned, offset initial state-values is chosen as the test scenario. This equates to the situation, where the controller is initialized when the helicopter is not hovering. That is, the initial state-values are incrementally increased, while the helicopter performance is examined. With an 11-dimensional state vector, a complete test of all combinations would be too extensive. Therefore it has been chosen to consider only the states describing the translatory velocities, the attitude and selected combinations of these. A test tree describing the considered test cases is shown in Figure 11.1. As the figure shows, the tests are performed in three Level 1



Test of u



Level 2



Test of v



Test of w



Test of φ



Test of u, v and w



Level 3



Test of θ



Test of ψ



Test of φ, θ and ψ



Test of all 6 states



Figure 11.1: Illustration of the tests which will be conducted.



levels ordered as follows 1. Alteration of only one initial state-value at a time, until the controller is unable to stabilize the helicopter 2. Alteration of three initial state-values at one time, until the controller is unable stabilize the helicopter 3. Alteration of all six initial state-values at one time, until the controller is unable stabilize the helicopter Common for all the tests is that only positive offset values are applied. The tests from level two and three are described in this section, while the rest are to be found in Appendix D. Furthermore a test is performed, with the states initialized well 96



11.2. TEST OF CONTROLLER within what the controller can handle, to examine the performance under normal circumstances. Normally, actuator-saturation is unwanted, but as the initial states used in these simulations are on the verge of what the controller can handle, it is expected.



11.2.1 Initial Offset on the Translatory Velocities In Figure 11.2 a simulation of the helicopter with controller can be seen. The initial state of the helicopter is shown in Table 11.1. State



Initial value



u v w φ θ ψ



3 m/s 3 m/s 3 m/s 0 rad 0 rad 0 rad



Table 11.1: The initial states of the helicopter in the simulation shown in Figure 11.2.



From the plot of the velocities in Figure 11.2(a) it can be seen that the initial velocities of the helicopter is 3 m/s in all three body axis directions. The controller quickly brings the vertical velocity w to zero. The vertical velocity is mainly controlled by the collective input ucol , which is saturated by the controller the first tenth of a second, as seen in Figure 11.2(c). The controller is able to bring the vertical velocity towards zero very fast, due to the fact that the main rotor is capable of producing a relatively large force. The lateral velocity v is brought towards zero slower than the vertical velocity w, but noticeably faster than the longitudinal velocity u. The reason, why the lateral velocity is brought to zero faster than the longitudinal, is that the controller is allowed to use larger actuation input on u lat than ulong , as described in Section 10.5. As can be seen in Figure 11.2(c) even though the longitudinal velocity u is only slowly converging towards zero, the actuator input u long does not saturate, as is the case with the lateral actuator input u lat . In Figure 11.2(b) the attitude states of the helicopter are shown. The roll and pitch angles φ and θ is zero at time t = 0 and increase in magnitude as within the next second. This is a logic consequence of the fact that the translatory velocities cannot be brought to zero without rolling and pitching the helicopter. The yaw angle ψ is also zero at time t = 0, but increases in magnitude, the reason being that the controller can affect the roll rate and the lateral acceleration directly through the yaw input u ped .



11.2.2 Initial Offset on the Euler Angles In Figure 11.3 a closed loop simulation with the initial state of the helicopter shown in Table 11.2. In Figure 11.3(b) the initial attitude of the helicopter is shown. The helicopter is rotated 0.79 rad (45◦ ) about each of the three body axis. The yaw angle is driven towards zero with no overshoot. This is expected, since the yaw angle can be controlled directly by the tail-rotor input uped . The roll angle φ is driven towards zero quickly compared to the 97
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Figure 11.2: Controller test when applying initial state value for u, v and w of 3 m/s.



pitch angle θ. This is also caused be the controller being limited in using the actuator input ulong . From Figure 11.3(c) it can be seen that the lateral input u lat is saturated the first couple of seconds of the simulation, whereas the longitudinal input u long does not saturate at any time during the simulation. This shows that the input, u lat , is used more aggressively than the input, ulong . This is expected because of the weighing matrix Q 2 which punishes the use of ulat less than the use of ulong .



11.2.3 Initial States of the Euler Angles and Translatory Velocities In Figure 11.4 a simulation is performed with the initial state of the helicopter shown in Table 11.3. In Figure 11.4, the closed loop simulation is performed with initial values of u, v and w 98



11.2. TEST OF CONTROLLER State



Initial value



u v w φ θ ψ



0 m/s 0 m/s 0 m/s 0.79 rad 0.79 rad 0.79 rad



Table 11.2: The initial states of the helicopter simulation shown in Figure 11.3. State



Initial value



u v w φ θ ψ



3 m/s 3 m/s 3 m/s 0.79 rad 0.79 rad 0.79 rad



Table 11.3: The initial states of the helicopter simulation shown in Figure 11.4.



equal to 3 m/s and initial values of φ, θ and ψ equal to 0.79 rad. The simulation is similar to the two previous in the way that the translatory velocities v and w is driven towards zero relatively fast, where as the longitudinal velocity u is relatively slowly converging towards zero. This is, as in the previous tests, a consequence of the limited use of u long . Figure 11.4(c) shows the actuator use, and it is again the lateral input u lat that is saturated. The three previous tests have shown how the controller handles initial states which are in the periphery of the controller operating range. The following test is done with initial state values that are well within what the controller can handle. In Table 11.4 the initial state values can be seen. In Figure 11.5(c) and 11.5(d) the actuator input can be seen. The figures State



Initial value



u v w φ θ ψ



0.2 m/s 0.2 m/s 0.2 m/s 0.2 rad 0.2 rad 0.2 rad



Table 11.4: The initial states of the helicopter simulation shown in Figure 11.5.



show that none of the actuators saturates while driving the states towards zero. The settling time of the translatory velocities is very similar to those where the initial state values are much larger.
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Figure 11.3: Controller test when applying initial state value for φ, θ and ψ of 0.79 rad .
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Figure 11.4: Controller test when applying initial state value for u, v and w of 3 m/s and φ, θ and ψ of 0.79 rad.
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Figure 11.5: Controller test when applying initial state value for u, v and w of 0.2 m/s and φ, θ and ψ of 0.2 rad.
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11.3. EVALUATION OF THE CONTROLLER



11.3 Evaluation of the Controller The initial state values used in the tests, described in the previous section as well as Appendix D, are summarized in Table 11.5 along with some general results from the tests. The ten test cases are shown with the time the controller uses to bring the helicopter into a hover. Hover is in this case defined as the magnitude of the Euler angle being less than 0.1 rad and the magnitude of the translatory velocity along each body axis, being less than 0.5 m/s. Test Case



State(s)



Initial Value



Time To Get Into Hover



1



u



14 m/s



16 s



2



v



8 m/s



9s



3



w



60 m/s



2s



4



φ



π/2 rad



14 s



5



θ



π/2 rad



18 s



6



ψ



π/2 rad



10 s



7



u, v and w



3 m/s



10 s



8



φ, θ and ψ



π/4 rad



14 s



9



u, v and w φ, θ and ψ



3 m/s π/4 rad



16 s



u, v and w φ, θ and ψ



0.2 m/s 0.2 rad



10 s



10



Table 11.5: The results from the ten tests performed. The time the controller needed to get the helicopter into a hover is also stated.



11.3.1 Discussion of Test Results When considering robust performance, in the sense that the controller is able to stabilize the system when separate initial state-values are different from zero, it can be concluded that the controller shows satisfactory performance. It was able to stabilize the system in test 1-3 with initial translatory velocities of up to u =14 m/s, v =8 m/s and w =60 m/s, respectively. Considering the application of the controller on a real model helicopter, these situations correspond to switching on the controller when the helicopter has the above-mentioned velocities, one at a time. Within this context, the obtained results must be regarded as acceptable. Furthermore, when testing the system with initial values of the Euler angles one by one in 4-6, the controller displayed surprisingly good performance. It was able to stabilize the system when values of φ =π/2 rad, θ =π/2 rad and ψ =π/2 rad were applied. Again, when considering the application of the controller on a real model helicopter, these results are satisfactory. When setting multiple initial states to values different from zero, the test for maximum robustness cannot be performed, since the combinations of initial values are endless. However, the results from tests 7-9 in Table 11.5 give an indication of how well the controller is able to stabilize the system. In Test 9, the controlller proved able to handle simultaneous initial values of u = v = w =3 m/s and φ = θ = ψ =0.79 rad. Despite the values here are 103



CHAPTER 11. CONTROL TEST somewhat lower than the results from test 1-6, obtained when applying the initial values one at a time, they are still satisfactory. When considering speed performance, expressed as the time it takes for the controller to bring the states sufficiently near the equilibrium, that is hover, it is more difficult to reach a final conclusion. The results from tests 1,2 and 4-10 in Table 11.5 state that the helicopter reach hover within 9 s-18 s. These results cannot be properly evaluated because no requirements were set up in this project to the maximum allowable value of this time. However, the values seem reasonable. The result from Test 3 distinguishes from the others, both with respect to the value of the initial state w =60 m/s and also in the time it takes to reach hover, which is approximately 2 s. The reason for this deviation is that the thrust generated by the main rotor is highly dependent on the large induced velocity created by the large initial translatory velocity in the positive z-direction. This means that the main-rotor thrust becomes very large as well, and thus the helicopter reaches hover within a few seconds.



11.3.2 General Evaluation of Controller Performance Based on the test results from the previous section, the controller seems to perform satisfactory. However, the conducted tests can not be used to make any general conclusions regarding the controller’s performance when applied to a real model helicopter. As stated in Section 11.1, other disturbances can be introduced, and these may have specific properties that causes instability in the system. E.g. a small wind disturbance may contain frequencies to which the controller is sensitive. The results from Table 11.5 can then not be used as an indication of the robustness of the controller. However, if it eventually should be made possible to test the controller for other more complex disturbances, such as wind, modifications have to made to the non-linear model. E.g. introduction of drag on fuselage, cross-coupling of main-rotor flapping and drag on the tail rotor could influence the non-linear model’s sensitivity to wind disturbances. If any conclusion is to be made, it is, on the basis stated in the above sections, that the controller displayed satisfactory performance within the scope of the conducted tests. It was possible to stabilize the non-linear model near its equilibrium when states were given initial values different from zero. Thus, the controller has been proven to fulfill its purpose stated in Section 2.1 to a certain degree.
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Part IV



Conclusion and Perspectives This part contains two chapter and concludes the project. The first chapter concerns the conclusions that can be made for each of the major tasks in this project, and subsequently unite these to form a general conclusion of the project with respect to the main purpose of the project. The second chapter uses the conclusions as a basis for the considerations of further development of the project.
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Conclusion In this project a minimum-complexity helicopter simulation math model (MCHSMM) has been derived with the purpose of describing the dynamic behavior of a helicopter. The purpose of the project was, besides developing a helicopter model, to design an optimal controller able to stabilize the unstable helicopter model in a hover manoeuvre. Initially, the development of a non-linear model was carried out. As the modelling was complex, assumptions where made to simplify it. Among others, these assumptions consisted of: neglecting drag on fuselage, assuming zero wind velocity and simplifying the main-rotor flapping equations. During the modelling process, the model was divided into three parts: rigid body equations, force and torque equations and flapping and thrust equations. Each of these were implemented in S IMULINK and subsequently assembled to one complete model. To verify this model, a qualitative comparison of a real helicopter’s movement and the behaviour of the implemented non-linear model, was performed. The results of this comparison was successful in the way that the qualitative behaviour of the non-linear model initialized in hover approximated that of a real helicopter. In order to apply a linear optimal controller to stabilize the model, a linearization of the non-linear model was necessary. This linearization was performed using Taylor expansion, numerical methods and the black-box principle. To examine if the linear model describes the non-linear model adequately in the region of the operating point, tests were conducted to examine if the trend of the states in the linear model behaves similarly to those of the nonlinear model. The result of this test was that the trends of the states progressed similarly for the two models. This result was a sufficient, qualitative verification of the linear model. Ensuing the linearization, a linear optimal controller was designed. The controllerdesign process was divided into separate stages beginning with the design of a controller able to stabilize the model. This stabilizing controller was then improved by introducing a model of the constant disturbance caused by the tail rotor. By introducing integral action in the controller, to eliminate steady-state errors on the outputs of the system. As full-state information was not available, a Kalman-predictor was applied for estimation of the four non-measurable states. The last stage of the design consisted of tuning the controller for improved performance when using the observer to estimate states. Tests were then conducted in order to examine the performance of the controller. Different test scenarios were considered, with the purpose of selecting an appropriate scenario. The selected scenarios introduced initial state values different from zero as disturbances to the system. The results of the tests showed that the controller handled the disturbances in a satisfactory manner. However, any general conclusions about the controller’s performance when applied to a real model helicopter system cannot be made, because of the limited testing of the controller. Furthermore, to broaden the scope of tests, it is necessary to extend the complexity of the non-linear model, such that it will be able to react on more complex disturbances, e.g. wind. With respect to the purpose of the controller design, it is possible to conclude that the controller was able to stabilize the model in a hover manoeuvre - also when the system states were given certain initial values. Thus, the purpose of the project was fulfilled. 107



Perspectives In the controller test section it was concluded that the model has some apparent deficiencies. Most of these deficiencies originate from intentionally omitted features in the modelling process. Parts of the main-rotor flapping equations, used in this project, are simplified by assuming no hinge offset, among others, which causes no cross-coupling in the main-rotor flapping. With an extension of the these equations together with implementation of drag on fuselage, which would be relatively simple to introduce to the model, it would be possible to test the controller more satisfactorily, since the behavior of the model would be more true to the behavior of a real helicopter. With respect to the tail rotor, further simplifications were made. The tail-rotor thrust was calculated by cancelling out the torques generated by the main-rotor drag. A thrust equation depending on the tail-rotor pitch, and including the drag, could be used to give a better description of the tail-rotor thrust dynamics. Furthermore, the dynamics of the sensors and the actuators could be included in the modelling. Combined, the above-mentioned extensions would yield a better description of the real helicopter. In this project, a linear optimal control approach was used, but other control approaches could have been applied. The controller in this project was based on a model linearized in the operating point zero. To increase the scope of the control, further controllers could be applied. Supervisory control could be applied to distinguish between different flight envelopes, and then use the most suitable controller for each envelope. Alternatively a different control strategy, such as robust control, could be applied. This could have an advantage when controlling a helicopter, since robust control guarantees stability within some margin of an operating area. Otherwise, it could prove advantageous to apply non-linear control, due to the fact that a helicopter constitutes a highly non-linear system. Adding a GPS sensor to the helicopter model could, together with the existing sensors, give the controller the possibility of controlling the position of the helicopter in stead of the velocity. This would give the possibility for the helicopter to follow a given trajectory, if a reference model is introduced in the controller. Since a helicopter is vulnerable to wrong sensors information, there is a potential for using model based fault detection to avoid a possible crash of the helicopter, if a sensor supplies wrong information or stops functioning. This would be a desirable feature of a helicopter controller as a crash could have fatal consequences.
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A



Verification of the Linear and Non-Linear Model



In this appendix the verification of the non-linear and linear model is described and performed. This is done to verify that the non-linear and linear helicopter system has dynamics that correspond to each other. As the non-linear model is linearized, it would be desirable to verify that the linear and the non-linear model acts in the same way to a given input. This will be done by applying both a positive and negative value on all of the four inputs one by one and comparing the outputs from the non-linear and the linear models with the expected output. When comparing the two models, only the trend of the states are taken into consideration since the value of the states can not be compared due to the models being highly unstable and only the states directly affected by the input are compared. This is also the reason why only the first two seconds are considered. The input used is a step given to the system at time 0. The trend of the states will be checked using both positive and negative inputs. The verification set-up, with no input, is shown in Figure A.1. First the case are conInput (large signal) V
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Figure A.1: Illustration of the set-up used to verify the linear model



sidered where no inputs are present. The expected outcome of this is that nothing should happen to the states in the linear model, whereas the states of the non-linear model will 111



APPENDIX A. VERIFICATION OF THE LINEAR AND NON-LINEAR MODEL State v p



Non-linear model Should become negative Should become positive



Linear model No change No change



Table A.1: Expected development of the states when no input is given.



develop as described in Table A.1 The table shows that it is expected that v will become negative. This is due to the tail rotor which gives a negative v when counteracting the drag on the main rotor. This translatory motion has the effect that p becomes positive. When no input is given, nothing should happen to the linear model as it is in its operating point. Figures A.2 and A.3 show how the non-linear and the linear model act when not getting an input. Rotational velocity for the non−linear model with no input Rotational velocity [rad/s]
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Rotational velocity for the linear model with no input Rotational velocity [rad/s]
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Figure A.2: Plot of the rotational velocity of the helicopter model with no input. Note that the y-axis only runs from −0.01 − 0.01



As expected nothing happens to the linear model when it is not getting an input. The non-linear acts as expected on the variables v and p. That u becomes positive is caused be cross-couplings in the system. This translatory velocity causes p to become positive.



112



Translatory velocity for the non−linear model with no input
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Translatory velocity for the linear model with no input
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Figure A.3: Plot of the translatory velocity of the helicopter model with no input



Verification Using Lateral Input A.0.1 Positive Input The models will now be tested with positive step on the lateral input u lat . The expected outcome of this is that the translatory velocity along the b y axis and the rotational velocity about b x both become positive. The Figures A.4 and A.5 shows that p and v becomes positive as expected when giving positive lateral input.



A.0.2 Negative Input The models will now be tested with a negative step on the lateral input u lat . The expected outcome of this is that the translatory velocity along the b y axis and the rotational velocity about b x both become negative. The Figures A.4 and A.5 shows p and v becomes negative as expected when giving positive lateral input.



State v p



Non-linear model Should become positive Should become positive



Linear model Should become positive Should become positive



Table A.2: Expected development of the states when positive lateral input is given.
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Rotational velocity for the non−linear model with positive lateral input Rotational velocity [rad/s]
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Rotational velocity for the linear model with positive lateral input Rotational velocity [rad/s]
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Figure A.4: Plot of the rotational velocity of the helicopter model with positive lateral input



State v p



Non-linear model Should become negative Should become negative



Linear model Should become negative Should become negative



Table A.3: Expected development of the states when negative lateral input is given.
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Translatory velocity for the non−linear model with positive lateral input
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Translatory velocity for the linear model with positive lateral input
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Figure A.5: Plot of the translatory velocity of the helicopter model with positive lateral input Rotational velocity for the non−linear model with negative lateral input Rotational velocity [rad/s]
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Rotational velocity for the linear model with negative lateral input Rotational velocity [rad/s]
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Figure A.6: Plot of the rotational velocity of the helicopter model with negative lateral input
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Figure A.7: Plot of the translatory velocity of the helicopter model with negative lateral input
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Verification Using Longitudinal Input A.0.1 Positive Input The models will now be tested with positive step on the longitudinal input u long . The expected outcome of this is that the translatory velocity along the b x axis becomes negative and the rotational velocity about b y becomes positive. The Figures A.8 and A.9 shows that Rotational velocity for the non−linear model with positive longitudinal input Rotational velocity [rad/s]
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Figure A.8: Plot of the rotational velocity of the helicopter model with positive longitudinal input



the states q and u developes as expected. In Figure A.9 it can be seen that u changes from negative to positive and back, this is because the non-linear model already here is highly unstable and the cross-coupling effect has large influence, hence only the initial developement of u is considered. State u q



Non-linear model Should become negative Should become positive



Linear model Should become negative Should become positive



Table A.4: Expected development of the states when positive longitudinal input is given.
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Translatory velocity for the linear model with positive longitudinal input 0.1
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Figure A.9: Plot of the translatory velocity of the helicopter model with positive longitudinal input



State u q



Non-linear model Should become positive Should become negative



Linear model Should become positive Should become negative



Table A.5: Expected development of the states when negative longitudinal input is given.



A.0.2 Negative Input The models will now be tested with a negative step on the longitudinal input u long . The expected outcome of this is that the translatory velocity along the b x axis becomes positive and the rotational velocity about b y becomes negative. The Figures A.8 and A.9 shows that the states q and u developes as expected.
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Rotational velocity for the non−linear model with negative longitudinal input Rotational velocity [rad/s]
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Rotational velocity for the linear model with negative longitudinal input Rotational velocity [rad/s]
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Figure A.10: Plot of the rotational velocity of the helicopter model with negative longitudinal input Translatory velocity for the non−linear model with negative longitudinal input 0.1
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Translatory velocity for the linear model with negative longitudinal input 0.1
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Figure A.11: Plot of the translatory velocity of the helicopter model with negative longitudinal input
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APPENDIX A. VERIFICATION OF THE LINEAR AND NON-LINEAR MODEL



Verification Using Collective Input A.0.1 Positive Input The models will now be tested with positive step on the collective input u col . The expected outcome of this is first of all that the translatory velocity along the b z axis will become negative, the reason a positive input gives a negative movement is that b z is defined downwards on the helicopter. In the non-linear model the drag on the main rotor causes the model to move negatively along b y axis, this is not the case for the linear model. However, when increasing the collective input, the drag is changed and the model will increase the thrust on the tail rotor and thereby move along the b y axis in negative direction, in the non-linear model this velocity will simply become "more negative". Figure A.12 shows that the states Translatory velocity for the non−linear model with positive collective input 0.1
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Translatory velocity for the linear model with positive collective input 0.1
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Figure A.12: Plot of the translatory velocity of the helicopter model with positive collective input



develop as expected. State v w



Non-linear model Should become "more negative" Should become negative



Linear model Should become negative Should become negative



Table A.6: Expected development of the states when positive collective input is given.
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2



State v w



Non-linear model Should become positive or "less negative" Should become positive



Linear model Should become positive Should become positive



Table A.7: Expected development of the states when negative collective input is given.



A.0.2 Negative Input The models will now be tested with a negative step on the collective input u col . The expected outcome of this is that the translatory velocity along the b z axis increases in both models. In the linear model the translatory velocity along b y becomes positive, there will also be an effect on the translatory velocity along b y in the non-linear model, but as it already has a negative velocity along this axis the effect from the collective input might not be large enough to overcome the negative velocity already present. Translatory velocity for the non−linear model with negative collective input 0.1
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Translatory velocity for the linear model with negative collective input 0.1
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Figure A.13: Plot of the translatory velocity of the helicopter model with negative collective input



Figure A.13 shows that the states develop in the expected manner, the translatory velocity along b y in the non-linear model does not become positive but it do become "less negative". 121



APPENDIX A. VERIFICATION OF THE LINEAR AND NON-LINEAR MODEL State v r



Non-linear model Should become "more negative" Should become positive



Linear model Should become negative Should become positive



Table A.8: Expected development of the states when positive pedal input is given.



Verification Using Pedal Input A.0.1 Positive Input The models will now be tested with positive step on the pedal input u ped . The expected outcome of this is first of all that the rotational velocity along the b z axis will become positive. In the linear model the increased force generated by the tail rotor causes the model to move negatively along b y axis, in the non-linear model this velocity will simply be increased. Rotational velocity for the non−linear model with positive pedal input Rotational velocity [rad/s]
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Rotational velocity for the linear model with positive pedal input Rotational velocity [rad/s]
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Figure A.14: Plot of the rotational velocity of the helicopter model with positive pedal input



Figures A.14 and A.15 shows that the states develop as expected.



A.0.2 Negative Input The models will now be tested with a negative step on the pedal input u ped . The expected outcome of this is first of all that the rotational velocity along the b z axis will become negative. In the linear model the decreased force generated by the tail rotor causes the model 122



Translatory velocity for the non−linear model with positive pedal input 0.1



Velocity [m/s]



v 0.05 0 −0.05 −0.1



0



0.2



0.4



0.6



0.8



1 Time [s]



1.2



1.4



1.6



1.8



2



Translatory velocity for the linear model with positive pedal input 0.1
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Figure A.15: Plot of the translatory velocity of the helicopter model with positive pedal input



State v r



Non-linear model Should become "less negative" Should become negative



Linear model Should become positive Should become negative



Table A.9: Expected development of the states when negative pedal input is given.



to move positively along b y axis, in the non-linear model the negative velocity along b y will simply be decreased. Figures A.16 and A.17 shows that the states develop as expected, it also show that the change of v is fairly small.
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APPENDIX A. VERIFICATION OF THE LINEAR AND NON-LINEAR MODEL



Rotational velocity for the non−linear model with negative pedal input Rotational velocity [rad/s]
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Rotational velocity for the linear model with negative pedal input Rotational velocity [rad/s]
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Figure A.16: Plot of the rotational velocity of the helicopter model with negative pedal input Translatory velocity for the non−linear model with negative pedal input 0.1
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Translatory velocity for the linear model with negative pedal input 0.1
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Figure A.17: Plot of the translatory velocity of the helicopter model with negative pedal input
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B



Linearization



˙ ˙ and ψ(t) ˙ In this appendix the linearization the state derivatives v(t), ˙ w(t), ˙ p(t), ˙ q(t), ˙ r(t), ˙ φ(t), θ(t) are linearized by the use of a simplified Taylor series expansion as described chapter 8.



Linearization of Lateral Acceleration The equation for the state derivative v(t) ˙ is obtained from the rigid body model described in 4. The equation is defined as: v(t) ˙ =



bf



y (t) + p(t) · b w(t) − r(t) · b u(t) m



(B.1)



The expressions, for b fy (t), b fy,TR (t) and b fy,MR (t) is derived in the force and torque modelling chapter described in 5, and defined as: b



fy (t) = TMR (t) · sin(β1s (t)) + fy,TR (t) + sin(φ(t)) · cos(θ(t)) · m · g bf



· lm + QMR (t) · cos(β1s (t)) · cos(β1c (t)) − uped (t) lt b fy,MR (t) = TMR (t) · sin(β1s (t)) b



f y,TR (t) =



y,MR (t)



(B.2)



(B.2) to (B.3) can now be substituted into (B.1), yielding: u(t) ˙ =(TMR (t) · sin(β1s (t)) · lt + TMR (t) · sin(β1s (t)) · lm + QMR (t) · cos(β1s (t)) cos(β1c (t)) − uped (t) · lt + sin(φ(t)) · cos(θ(t)) · m · g · lt + p(t) · b w(t) · m · lt 1 − r(t) · b u(t) · m · lt ) · m · lt



(B.3)



Small angle approximations are used for sine functions: u(t) ˙ =(TMR (t) · β1s (t) · lt + TMR (t) · β1s (t) · lm + QMR (t) · β1s (t)β1c (t) − uped (t) · lt + φ(t) · θ(t) · m · g · lt + p(t) · b w(t) · m · lt 1 − r(t) · b u(t) · m · lt ) · m · lt The expression for TMR(t) and QMR(t) are derived in Section 8.2 and 8.3 to:   m · g + 520.4 TMR (t) = 10190 · δ ucol (t) + − 520.4 10190 QMR (t) = −(115.147 · δ ucol (t) + 6.5313)



(B.4)



(B.5) (B.6) 125



APPENDIX B. LINEARIZATION β1c (t), β1s (t), φ(t), θ(t), p(t), r(t), b w(t) and b u(t) are substituted by small signal values, because the operating point is zero: β1c (t) = δ β1c (t)



(B.7)



β1s (t) = δ β1s (t)



(B.8)



φ(t) = δ φ(t)



(B.9)



θ(t) = δ θ(t)



(B.10)



p(t) = δ p(t)



(B.11)



r(t) = δ r(t)



(B.12)



b



b



(B.13)



b



(B.14)



w(t) = δ w(t)



b



u(t) = δ u(t).



(B.1) and (B.7)-(B.14) are substituted into (8.29), yielding: v(t) ˙ =



10190 · δ β1s (t) · lm · δ ucol δ β1s (t) · lm · g 10190 · δ β1s (t) · δ ucol (t) + δ β1s (t) + + m m · lt lt 115.147 · δ ucol (t) 6.5313 δ ucol (t) − − − + δ φ(t) · g + δ p(t) · bδ w(t) − δ r(t) · bδ u(t). m · lt m · lt m (B.15)



The products of small signal values are assumed equal to zero, hence (B.15) yields: v(t) ˙ =



−δ uped (t) · lt + δ φ(t) · m · g · lt − 6.5313 g · (lt + lm ) · δ β1s (t) 115.147 · δ ucol (t) + − . m · lt lt m · lt (B.16)



Linearization of Vertical Acceleration The equation for the state derivative w(t) ˙ is obtained from the rigid body model described in Section 4. The equation is defined as: w(t) ˙ =



bf



z (t)



m



− p(t) · b v(t) + q(t) · b u(t).



(B.17)



The expression for b fz (t) is derived in the force and torque modelling chapter described in 5, and defined as: b



fz (t) = −TMR (t) · cos(β1c (t)) cos(β1s (t)) + cos(φ(t)) cos(θ(t)) · m · g



(B.18)



(B.18) can now be substituted into (B.17), giving: w(t) ˙ =
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−TMR (t) · cos(β1c (t)) cos(β1s (t)) + cos(φ(t)) cos(θ(t)) · m · g m − p(t) · b v(t) + q(t) · b u(t).



(B.19)



Small angle approximations are used for the sine and cosine functions: w(t) ˙ =



bf



= −TMR (t) · β1c (t)β1s (t) + φ(t) · θ(t) · m · g m − p(t) · b v(t) + q(t) · b u(t). z



The expression for TMR (t) is linearized in Section 8.2 to:   m · g + 520.4 TMR (t) = 10190 · δ ucol (t) + − 520.4. 10190



(B.20)



(B.21)



p(t), q(t), b u(t) and b v(t) are substituted by small signal values, because the operating point is zero:



b b



p(t) = δ p(t)



(B.22)



q(t) = δ q(t)



(B.23)



u(t) = δ b u(t)



(B.24)



b



v(t) = δ v(t).



(B.25)



(B.21) and (B.22)-(B.25) are substituted into (B.20), thus: w(t) ˙ =−



10101.9 · δ ucol (t) − δ q(t) · bδ v(t) + δ q(t) · bδ u(t) m



(B.26)



The products of small signal values are assumed equal to zero, hence (B.26) yields: w(t) ˙ =−



10101.9 · δ ucol (t) m



(B.27)



Linearization of Angular Acceleration About the x Axis The equation for the state derivative p(t) ˙ is obtained from the rigid body model described in 4. The equation is defined as: p(t) ˙ =



Iyy · q(t) · r(t) − Izz · q(t) · r(t) + L(t) . Ixx



(B.28)



The expression for L(t) is derived in the force and torque modelling chapter described in 5, and defined as: L(t) = −b fz,MR (t) · ym + b fy,TR (t) · ht + b fy,MR (t) · hm + QMR (t) · sin(β1c (t)).



(B.29)



The expressions for b fz,MR (t), b fy,MR (t) and b fy,TR (t) are derived in the force and torque modelling chapter described in 5, and defined as: fz,MR (t) = −TMR (t) cos(β1s (t)) cos(β1c (t))



(B.30)



fy,MR (t) = TMR (t) sin(β1s (t)) TMR (t) sin(β1s (t)) + QMR (t) b fy,TR (t) = − uped (t). lt



(B.31)



b b



(B.32) 127



APPENDIX B. LINEARIZATION (B.29)-(B.32) is substituted into (B.28) which yields: Iyy · q(t) · r(t) Izz · q(t) · r(t) TMR (t) cos(β1s (t)) cos(β1c (t)) · ym − + Ixx Ixx Ixx h · u (t) TMR (t) · sin(β1s (t)) · hm ht · TMR (t) · sin(β1s (t)) ht · QMR (t) t ped + − + + Ixx · lt Ixx · lt Ixx Ixx QMR (t) · sin(β1c (t)) − . Ixx (B.33)



p(t) ˙ =



Small angle approximations are used for the sine and cosine functions: Iyy · q(t) · r(t) Izz · q(t) · r(t) TMR (t) · ym ht · TMR (t) · β1s (t) − + + Ixx Ixx Ixx Ixx · lt h · u (t) ht · QMR (t) TMR (t) · β1s (t) · hm QMR (t) · β1c (t) t ped − − + − . Ixx · lt Ixx Ixx Ixx



p(t) ˙ =



The expression for TMR (t) and QMR (t) are linearized in Section 8.2 and 8.3 to:   m · g + 520.4 TMR (t) = 10190 · δ ucol (t) + − 520.4 10190 QMR (t) = −(115.147 · δ ucol (t) + 6.5313).



(B.34)



(B.35) (B.36)



β1c (t), β1s (t), q(t), r(t) and uped ) are substituted by small signal values, because the operating points are zero: β1c (t) = δ β1c (t)



(B.37)



β1s (t) = δ β1s (t)



(B.38)



q(t) = δ p(t)



(B.39)



r(t) = δ r(t)



(B.40)



uped (t) = δ uped (t).



(B.41)



(B.35), (B.36) and (B.37)-(B.41) are substituted into (B.34) which gives: p(t) ˙ =



1 · (Iyy · δ q(t) · δ r(t) − Izz · δ q(t) · δ r(t) + 10190 · ymδ ucol (t) + ym · m · g Izz + 520.4 · ym − ht · δ uped (t) + 10190 · hm · δ β1s (t) · δ ucol (t) + δ β1s (t) · hm · m · g + 520.4 · δ β1s (t) · hm − 115.147 · δ β1c (t) · δ ucol (t) − 6.5313 · δ β1c (t)



(B.42)



+ 10190 · ht · δ β1s (t) · δ ucol (t) + ht · δ β1s (t) · m · g + 520.4 · ht · δ β1s (t) − 115.147 · ht · δ ucol (t) − 6.5313 · ht ). The products of small signal values are assumed equal to zero, hence (B.42) yields: p(t) ˙ =(520.4 · ht · δ β1s (t) + ym · m · g · lt + 520.4 · ym · lt + ht · δ β1s (t) · m · g + δ β1s (t) · hm · m · g · lt + 520.4 · δ β1s (t) · hm · lt − 6.5313 · ht − ht · δ uped (t) · lt + (10190 · ym · lt − 115.147 · ht ) · δ uped (t)) · − 6.5313 · δ β1c (t) · 128



1 . Ixx



1 Ixx · lt



(B.43)



Linearization of Angular Acceleration About the y Axis The equation for the state derivative q(t) ˙ is obtained from the rigid body model described in 4. The equation is defined as: q(t) ˙ =



Ixx · p(t) · r(t) − Izz · p(t) · r(t) − M (t) . Iyy



(B.44)



The expression for M (t) is derived in the force and torque modelling chapter described in 5, and defined as: M (t) = −b fz,MR (t) · lm + b fx (t) · hm − QMR (t) · sin(β1s (t)).



(B.45)



The expressions for b fz,MR (t) and b fx (t) is derived in the force and torque modelling chapter described in 5, and defined as: b



fz,MR (t) = −TMR (t) cos(β1s (t)) cos(β1c (t)) b



(B.46) (B.47)



fx (t) = −TMR (t) sin(β1c (t)).



(B.45), (B.46) and (B.47) is substituted into (B.44) which yields: Ixx · p(t) · r(t) Izz · p(t) · r(t) TMR (t) cos(β1s (t)) cos(β1c (t)) · lm − + Iyy Iyy Iyy TMR (t) · sin(β1s (t)) · lm TMR (t) · sin(β1c ) · hm QMR (t) · sin(β1s (t)) + + − . Iyy Iyy Iyy



q(t) ˙ =



(B.48)



Small angle approximations are used for the sine and cosine functions: Ixx · p(t) · r(t) Izz · p(t) · r(t) TMR (t) · lm − + Iyy Iyy Iyy TMR (t) · β1s (t) · lm TMR (t) · β1c (t) · hm QMR (t) · β1s (t) + + − . Iyy Iyy Iyy



q(t) ˙ =



(B.49)



The expression for TMR (t) and QMR (t) are linearized in Section 8.2 and 8.3 to: 



m · g + 520.4 10190 QMR (t) = −(115.147 · δ ucol (t) + 6.5313). TMR (t) = 10190 ·



δ ucol (t) +







− 520.4



(B.50) (B.51)



β1c (t), β1s (t), p(t) and r(t) are substituted by small signal values: β1c (t) = δ β1c (t)



(B.52)



β1s (t) = δ β1s (t)



(B.53)



p(t) = δ p(t)



(B.54)



r(t) = δ r(t).



(B.55) 129



APPENDIX B. LINEARIZATION (B.50), (B.51) and (B.52)-(B.55) are substituted into (B.49) which gives: p(t) ˙ =



1 · (Ixx · δ p(t) · δ r(t) + Izz · δ p(t) · δ r(t) + (10190 · δ ucol (t) + m · g + 520.4) · lm Iyy + (10190 · δ ucol (t) + m · g + 520.4) · δ β1c (t) · hm + (115.147δ ucol (t) + 6.5313)δ β1s (t)).



(B.56)



The products of small signal values are assumed equal to zero, hence (B.56) yields: p(t) ˙ =



1 · (520.4 · δ β1c (t) · hm + lm · m · g + 520.4 · lm + δ β1c (t) · hm · m · g Iyy



(B.57)



+ 10190 · lm · δ ucol (t) + 6.5313 · δ β1s (t)).



Linearization of Angular Acceleration About the z Axis The equation for the state derivative r(t) ˙ is obtained from the rigid body model described in 4. The equation is defined as: ˙ = Ixx · p(t) · q(t) − Iyy · p(t) · q(t) + N (t) r(t) Izz



(B.58)



The expression for N (t) is derived in the force and torque modelling chapter described in 5, and defined as: N (t) = b fy,MR (t) · lm − b fy,TR (t) + QMR (t) · cos(β1s (t)) cos(β1c (t)) + b fx,MR (t) · ym



(B.59)



The expressions for b fy,MR (t), b fy,TR (t) and b fx,MR (t) is derived in the force and torque modelling chapter described in 5, and defined as: b



fy,MR (t) = TMR (t) sin(β1s (t)) TMR (t) · lm + QMR (t) · cos(β1s (t)) cos(β1c (t)) b − uped (t) fy,TR (t) = lt b fx,MR (t) = −TMR (t) sin(β1c (t))



(B.60) (B.61) (B.62)



(B.59) is substituted into (B.58), and (B.60)-(B.62) is substituted into (B.58) which yields: r(t) ˙ =



Ixx · p(t) · q(t) Iyy · p(t) · q(t) lt · uped (t) TMR (t) sin(β1s (t)) · ym − + − Izz Izz Izz Izz



(B.63)



Small angle approximations are used for the sine and cosine functions: r(t) ˙ =



Ixx · p(t) · q(t) Iyy · p(t) · q(t) lt · uped (t) TMR (t)β1s (t) · ym − + − . Izz Izz Izz Izz



The expression for TMR and QMR are linearized in Section 8.2 and 8.3 to:   m · g + 520.4 TMR (t) = 10190 · δ ucol (t) + − 520.4 = 10190 · δ ucol (t) + m · g 10190 QMR (t) = −(115.147 · δ ucol (t) + 6.5313).
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(B.64)



(B.65) (B.66)



β1c (t), β1s (t), p(t) and r(t) are substituted by small signal values: β1s (t) = δ β1s (t)



(B.67)



p(t) = δ p(t)



(B.68)



q(t) = δ q(t)



(B.69)



uped (t) = δ uped (t)



(B.70)



(B.65), (B.66) and (B.67)-(B.70) are substituted into (B.62), yielding: ˙ = Ixx · δ p(t) · δ q(t) − Iyy · δ p(t) · δ q(t) + lt · δ uped (t) − 10190 · δ β1c (t) · ym · δ ucol (t) r(t) Izz Izz Izz Izz β (t) · y · m · g 520.4 · β (t) · y m m δ 1c δ 1c − − Izz Izz (B.71) The products of small signal values are assumed equal to zero, hence (B.71) yields: r(t) ˙ =−



−lt · δ uped (t) + (10190 · ym · δ uped (t) + ym · m · g + 520.4 · ym ) · δ β1c (t) Izz



(B.72)



Linearization of Euler Rate About the x Axis ˙ The equation for the state derivative φ(t) is obtained from the rigid body model described in 4. The equation is defined as: ˙ = p(t) + sin(φ(t)) · tan(θ(t)) · q(t) + cos(φ(t)) tan(θ(t)) · r(t) ⇔ φ(t) p(t) · cos(φ(t)) · cos(φ(t)) · r(t) · sin(θ(t)) + sin(φ(t)) · q(t) · sin(θ(t)) = cos(θ(t))



(B.73) (B.74)



Small angle approximations are used for the sine and cosine functions: ˙ = p(t) + r(t) · θ(t) · q(t)θ(t) φ(t)



(B.75)



p(t), q(t), r(t), φ(t) and θ(t) are substituted by small signal values: p(t) = δ p(t)



(B.76)



q(t) = δ q(t)



(B.77)



r(t) = δ r(t)



(B.78)



φ(t) = δ φ(t)



(B.79)



θ(t) = δ θ(t)



(B.80)



(B.76)-(B.80) are substituted into (B.75), yielding: ˙ = δ p(t) + δ r(t) · δ θ(t) · δ q(t)δ θ(t) φ(t)



(B.81)



The products of small signal values are assumed equal to zero, hence (B.81) yields: ˙ = δ p(t) φ(t)



(B.82) 131
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Linearization of Euler Rate About the y Axis ˙ is obtained from the rigid body model described The equation for the state derivative θ(t) in 4. The equation is defined as: ˙ = cos(φ(t)) · q(t) − sin(φ(t)) · r(t) θ(t)



(B.83)



Small angle approximations are used for the sine and cosine functions: ˙ = q(t) − φ(t) · r(t) θ(t)



(B.84)



q(t), r(t) and φ(t) are substituted by small signal values: q(t) = δ q(t)



(B.85)



r(t) = δ r(t)



(B.86)



φ(t) = δ φ(t)



(B.87)



(B.85)-(B.87) are substituted into (B.84), yielding: ˙ = δ q(t) + δ φ(t) · δ r(t) θ(t)



(B.88)



The products of small signal values are equal to zero, hence (B.88) yields: ˙ = δ q(t) θ(t)



(B.89)



Linearization of Euler Rate About the z Axis ˙ The equation for the state ψ(t) is obtained from the rigid body model described in 4. The equation is defined as: sin(φ(t)) · q(t) cos(ψ(t)) · r(t) ˙ + ψ(t) = cos(θ(t)) cos(θ(t))



(B.90)



Small angle approximations are used the sine and cosine functions: ψ˙ = q(t) · ψ(t) + r(t)



(B.91)



q(t), r(t) and ψ(t) are substituted by small signal values: q(t) = δ q(t)



(B.92)



r(t) = δ r(t)



(B.93)



ψ(t) = δ ψ(t)



(B.94)



(B.92)-(B.94) are substituted into (B.91), yielding: ˙ ψ(t) = δ q(t) · δ ψ(t) + δ r(t)



(B.95)



The products of small signal values are assumed equal to zero, hence (B.95) yields: ˙ ψ(t) = δ r(t) 132
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Tuning of Kalman Predictor



C



In this chapter additional plots used for tuning of the observer are presented. The two design parameters used, for tuning of the kalman predictor, are the matrices R ex and Rey . Rey has no need for tuning since this is a zero matrix due to the sensor noise is considered to be zero. Rex is first assumed to be a identity matrix to give a view of which states are satisfying estimated and which deviates from the system output. The following plots shows each of the actual system states and each of the estimated states by the observer. There are large prediction errors especially on the estimation of β 1s , β1s , φ and θ which are the unmeasurable states and it is therefore not surprising. Smaller deviations can also be seen on the other states. By changing the diagonal entries of R ex mutual through a number of iterations based on these first plots a tuned Rex was achieved minimizing the estimation error of the states. The result of the tuned observer is plotted on the following figures. The deviations in the estimated states is now considered to be acceptable. A large deviation is still experienced in the flapping angles but this error can not be overcome by tuning the observer further since the reason for this lies in inaccuracy of the linear model. Also the state w has an estimation error, and this error also originates from inaccuracy in the linear model. The final Rex for the kalman predictor is defined in (C.1) u



v



w



p



q



r φ θ ψ β1s β1c  100 0 0 0 0 0 0 0 0 0 0  0 100 0 0 0 0 0 0 0 0 0     0 0 1 0 0 0 0 0 0 0 0     0 0 0 10000 0 0 0 0 0 0 0      0 0 0 0 10000 0 0 0 0 0 0     0 0 0 0 1 0 0 0 0 0  = 0   0 0 0 0 0 1 0 0 0 0   0    0 0 0 0 0 0 0 1 0 0 0     0 0 0 0 0 0 0 0 1 0 0     0 0 0 0 0 0 0 0 0 1 0  0 0 0 0 0 0 0 0 0 0 1 



Rex



(C.1)
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Figure C.1: Kalman predictor following system states.
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Figure C.2: Kalman predictor following system states.
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Figure C.3: Tuned Kalman predictor following system states.
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Figure C.4: Tuned Kalman predictor following system states.
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Test of Controller



D



In this chapter the controller test are presented. The purpose of the chapter is to present the test result for interpretation in chapter 11. The results of the test will focus mainly on the controllers ability to bring the translatory velocities towards zero.



Initial State of the Translatory Velocities In this section the controller will be tested when a disturbance is introduced, in the form of an initial value, on the translatory velocities. First the disturbances will be applied to the longitudinal, lateral and heave velocities respectively.



D.0.1



Initial State of the Longitudinal Velocity



The longitudinal velocity disturbance is given an initial state value of 14 m/s, which can be seen in Figure D.1(a) where u has an offset of 14 m/s at t = 0. As expected θ is increased to compensate for the longitudinal velocity u, which can be seen in Figure D.1(b).



D.0.2



Initial State of the Lateral Velocity



The lateral velocity disturbance is given as an initial state value of 8 m/s, which can be seen in Figure D.2(a) where v has an offset of 8 m/s at t = 0. Figure D.2(b) shows that φ is increased in order to compensate for the lateral translatory velocity. Furthermore u col and uped is increased since these contribute with a negative lateral translatory acceleration.



D.0.3



Initial State of the Heave Velocity



The heave velocity disturbance is given as an initial state value of 60 m/s, which can be seen in Figure D.3(a), where w has an offset of 60 m/s at t = 0. As expected the controller actuates ucol to its saturations value, until bringing the heave velocity to zero.
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Figure D.1: Controller test when applying initial state value for u.
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Figure D.2: Controller test when applying initial state value for v.
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Figure D.3: Controller test when applying initial state value for w.
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Initial State of the Euler Angles In this section the controller will be tested when a disturbance on the initial state values is introduced on the Euler angles. First the disturbances will be applied to the roll, pitch and yaw angle respectively.



D.0.1



Initial State of the Roll Angle



The roll angle disturbance is given as an initial state value of 1.57 rad on the Euler angle φ. As seen in Figure D.0.1 the roll angle has an offset of 1.57 rad at t = 0. Shown in Figure D.4(a), as expected, the lateral translatory velocity is increased as the roll angle has a positive initial state value. 12
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Figure D.4: Controller test when applying initial state value for φ.
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D.0.2 Initial State of Pitch Angle The pitch angle disturbance is given as an initial state value of 1.57 rad on the Euler angle θ. As seen in Figure D.5(b) the pitch angle has an initial value of 1.57 rad. In Figure D.5(b) it is shown that the longitudinal translatory velocity increases in negative direction before the controller can bring it to zero as θ has a positive initial state value. 2
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Figure D.5: Controller test when applying initial state value for θ.



D.0.3 Initial State of Yaw Angle The yaw angle disturbance is given as an initial state value of 1.57 rad on the Euler angle ψ. As seen in Figure D.6(b) the yaw angle has an initial value of 1.57 rad. Figure D.6(a) shows that the lateral translatory velocity is though hardly affected, but still compensated for by the tail rotor as seen in Figure D.6(d). 143
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Figure D.6: Controller test when applying initial state value for ψ.
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E



R-50 Data This appendix contains data for the R50 helicopter [Munzinger 1998, p. 110].



Parameter



Description



R = 1.5392 Rt = 0.26 ym = 0 ht = 0 lm = 0 lt = 1.2 hm = h 0.2



Main Rotor Radius [m ] Tail Rotor Radius [m ] Distance between COG and main rotor shaft in xy-plane along y axis [m ] Distance between COG and tail rotor center in xz-plane along z axis [m ] Distance between COG and main rotor shaft in xy-plane along x axis [m ] Distance between COG and tail rotor center in xy-plane along x axis [m ] Distance between COG and HP along z axis [m ]



1.4668



0



0



0 4.5767 0 I= 0 0 4.4070 Ω = 91.1062 ρ = 1.29 A = 7.4432 a=4 B=2 c = 0.1079 m = 44.3840 σ = 0.0446 fwake = 0 Ib = 0.86754 eMR = 0 RCR = .5 RCR,P = 0.42 is = 0 mb = 0.3 Mb = 3.4864 KMR = 0.2 KCR = 0.8 γ = 5.4037 ξ = −0.5021 CT = 0.00226 Ωf = 319.8428 K1 = 0 K2 = 0 Kc = 0 AQMR = 0.000360 BQMR = 0.01



i



Inertia matrix [kg · m2 ] Main rotor angular velocity [ra d/s ] Density of air [ kmg3 ] Rotor disk area [m2 ] Two-dimensional constant lift curve slope [1/ rad ] Number of blades [·] Mean blade cord length [m ] Helicopter mass [kg ] Rotor solidity [·] Tail fin parameter (Not used) [·] Flapping inertia of a single blade about flapping hinge [kg · m2 ] Main rotor hinge offset [m ] Distance from the center of the rotor hub to the end of the control rotor [m] Distance from the center of the rotor hub to the beginning of the control rotor paddle [m] Initial shaft tilt angle (positive for tilt back) [m] Main rotor blade weight [kg ] Flapping hinge moment [nm ] Swash-plate linkage gain [·] Control rotor linkage gain [·] Lock number [·] [·] Thrust Coefficient (Value for R-50 near hover) [·] [mettler p. 148] [·] δ3 angle [rad ] [·] Cross coupling coefficient [·] Main rotor drag coefficient [·] Main rotor drag coefficient [·]



Table E.1: R-50 helicopter data.
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Matlab Scripts



F



In this chapter the M ATLAB scripts, used in the project, are presented. The scripts are compatible with M ATLAB 7.0 SP2 and can also be found on the Compact Disc, which is placed on back of the report.



Modelling Scripts This section contains the scripts used for the non-linear model.



F.0.1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52



Thrust S-function



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−04−28 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The non−l i n e a r m o d e l c o n t a i n s t h e f o l l o w i n g f i l e s : % % t h r u s t e n .m : Main r o t o r t h r u s t e q u a t i o n s % rigid .m : R i g i d body e q u a t i o n s % parameters .m : Helicopter parameters % mrflap .m : Main r o t o r f l a p p i n g e q u a t i o n s % f o r c e _ t o r q u e .m : F o r c e and t o r q u e e q u a t i o n s % e i g e n a x i s .m : E i g e n a x i s r o t a t i o n f o r u s e i n VR t o o l b o x %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % t h r u s t e n .m



: T h i s f i l e c o n t a i n s t h e main r o t o r t h r u s t e q u a t i o n s



f u n c t i o n [ s y s , x0 , s t r , t s ] = t h r u s t ( t , x , u , f l a g , i _ s , Omega , r h o , R , a , B , c , m) % The f o l l o w i n g o u t l i n e s t h e g e n e r a l s t r u c t u r e o f an S−f u n c t i o n . switch flag , %%%%%%%%%%%%%%%%%% % Initialization % %%%%%%%%%%%%%%%%%% case 0 , [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s ; %%%%%%%%%%% % Outputs % %%%%%%%%%%% case 3 , s y s = m d l O u t p u t s ( t , x , u , i _ s , Omega , r h o , R , a , B , c , m) ; case { 1 , 2 , 4 , 9 } sys =[]; %%%%%%%%%%%%%%%%%%%% % Unexpected f l a g s % %%%%%%%%%%%%%%%%%%%% otherwise e r r o r ( [ ’ U n h a n d l e d f l a g = ’ , num2str ( f l a g ) ] ) ; end % end s f u n t m p l %============================================================================= % mdlInitializeSizes % R e t u r n t h e s i z e s , i n i t i a l c o n d i t i o n s , and s a m p l e t i m e s f o r t h e S−f u n c t i o n . %============================================================================= f u n c t i o n [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s
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53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105



sizes = simsizes ; sizes sizes sizes sizes sizes sizes sys = x0 = str = ts = % end



. NumContStates . NumDiscStates . NumOutputs . NumInputs . DirFeedthrough . NumSampleTimes



= = = = = =



0; 0; 2; 8; 1; 1;



% a t l e a s t one s a m p l e t i m e i s n e e d e d



simsizes ( sizes ) ; []; []; [−1 0 ] ; mdlInitializeSizes



%============================================================================= % mdlOutputs % Return the block o u t p u t s . %============================================================================= f u n c t i o n s y s = m d l O u t p u t s ( t , x , u , i _ s , Omega , r h o , R , a , B , c , m) %I n p u t s : bu =u ( 1 ) ; bv =u ( 2 ) ; bw=u ( 3 ) ; b e t a _ 1 s =u ( 4 ) ; b e t a _ 1 c =u ( 5 ) ; t h e t a _ 0 =u ( 6 ) ; T _ o l d =u ( 7 ) ; v i _ o l d =u ( 8 ) ; A= p i ∗R ^ 2 ; w_r=bw+ ( b e t a _ 1 c + i _ s ) ∗bu−b e t a _ 1 s ∗bv ; w_b=w_r + ( 2 / 3 ) ∗Omega∗R∗ t h e t a _ 0 ; T= T _ o l d ; vi=vi_old ; vi2=vi ^2; f o r i =1:10 T = ( w_b−s q r t ( v i 2 ) ) ∗( r h o∗Omega∗R∗a∗B∗c∗R ) / 4 ; v2=bu ^2+ bv ^2+ w_r ∗( w_r−2∗v i ) ; v i 2 = s q r t ( ( v2 / 2 ) ^ 2 + ( T / ( 2 ∗ r h o∗A) ) ^ 2 )−v2 / 2 ; vi=sqrt ( vi2 ) ; end %O u t p u t s : sys (1) = T; sys (2) = sqrt ( vi2 ) ;



% end m d l O u t p u t s



F.0.2 Rigid Body S-function 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−04−28 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The non−l i n e a r m o d e l c o n t a i n s t h e f o l l o w i n g f i l e s : % % t h r u s t e n .m : Main r o t o r t h r u s t e q u a t i o n s % r i g i d .m : R i g i d body e q u a t i o n s % parameters .m : Helicopter parameters % mrflap .m : Main r o t o r f l a p p i n g e q u a t i o n s % f o r c e _ t o r q u e .m : F o r c e and t o r q u e e q u a t i o n s % eigenaxis .m : E i g e n a x i s r o t a t i o n f o r u s e i n VR t o o l b o x %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % r i g i d .m



: T h i s f i l e c o n t a i n s t h e r i g i d body e q u a t i o n s



f u n c t i o n [ s y s , x0 , s t r , t s ] = r i g i d ( t , x , u , f l a g , m, i _ x , i _ y , i _ z ) % The f o l l o w i n g o u t l i n e s t h e g e n e r a l s t r u c t u r e o f an S−f u n c t i o n . switch flag , %%%%%%%%%%%%%%%%%% % Initialization % %%%%%%%%%%%%%%%%%% case 0 , [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s ; %%%%%%%%%%%
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31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116



% Outputs % %%%%%%%%%%% case 3 , s y s = m d l O u t p u t s ( t , x , u , m, i _ x , i _ y , i _ z ) ; case { 1 , 2 , 4 , 9 } sys =[]; %%%%%%%%%%%%%%%%%%%% % Unexpected f l a g s % %%%%%%%%%%%%%%%%%%%% otherwise e r r o r ( [ ’ U n h a n d l e d f l a g = ’ , num2str ( f l a g ) ] ) ; end % end s f u n t m p l %============================================================================= % mdlInitializeSizes % R e t u r n t h e s i z e s , i n i t i a l c o n d i t i o n s , and s a m p l e t i m e s f o r t h e S−f u n c t i o n . %============================================================================= f u n c t i o n [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s sizes = simsizes ; sizes sizes sizes sizes sizes sizes sys = x0 = str = ts = % end



. NumContStates . NumDiscStates . NumOutputs . NumInputs . DirFeedthrough . NumSampleTimes



= = = = = =



0; 0; 12; 15; 1; 1;



% a t l e a s t one s a m p l e t i m e i s n e e d e d



simsizes ( sizes ) ; []; []; [−1 0 ] ; mdlInitializeSizes



%============================================================================= % mdlOutputs % Return the block o u t p u t s . %============================================================================= f u n c t i o n s y s = m d l O u t p u t s ( t , x , u , m, i _ x , i _ y , i _ z ) %I n p u t s : p h i =u ( 1 ) ; % Euler angles t h e t a =u ( 2 ) ; % p s i =u ( 3 ) ; % f x =u ( 4 ) ; % Force components f y =u ( 5 ) ; % f z =u ( 6 ) ; % p=u ( 7 ) ; % Angular v e l o c i t i e s q=u ( 8 ) ; % r =u ( 9 ) ; % L=u ( 1 0 ) ; % Torques M=u ( 1 1 ) ; % N=u ( 1 2 ) ; % ux=u ( 1 3 ) ; % Time d e l a y e d b o d y v e l o c i t i e s uy=u ( 1 4 ) ; % uz =u ( 1 5 ) ; %



%V − t r a n s l a t o r y v e l o c i t y i n EF eu = ( c o s ( t h e t a ) ∗c o s ( p s i ) ∗ux + ( s i n ( p h i ) ∗ s i n ( t h e t a ) ∗ c o s ( p s i )−c o s ( p h i ) ∗ s i n ( p s i ) ) ∗uy + ( c o s ( p h i ) ∗ s i n ( t h e t a ) ∗ c o s ( p s i ) + s i n ( p h i ) ∗ s i n ( p s i ) ) ∗uz ) ; ev = ( c o s ( t h e t a ) ∗ s i n ( p s i ) ∗ux + ( s i n ( p h i ) ∗ s i n ( t h e t a ) ∗ s i n ( p s i ) + c o s ( p h i ) ∗ c o s ( p s i ) ) ∗uy + ( c o s ( p h i ) ∗ s i n ( t h e t a ) ∗ s i n ( p s i )−s i n ( p h i ) ∗ c o s ( p s i ) ) ∗uz ) ; ew = (− s i n ( t h e t a ) ∗ux+ s i n ( p h i ) ∗ c o s ( t h e t a ) ∗uy + c o s ( p h i ) ∗c o s ( t h e t a ) ∗uz ) ; %T h e t a _ d o t − E u l e r r a t e s p h i _ d = p+ s i n ( p h i ) ∗t a n ( t h e t a ) ∗q+ c o s ( p h i ) ∗t a n ( t h e t a ) ∗ r ; t h e t a _ d = c o s ( p h i ) ∗q−s i n ( p h i ) ∗ r ; p s i _ d = ( s i n ( p h i ) / c o s ( t h e t a ) ) ∗q + ( c o s ( p h i ) / c o s ( t h e t a ) ) ∗ r ; %Omega_d − A n g u l a r a c c e l e r a t i o n s ( p _ d o t , q _ d o t , r _ d o t ( BF ) ) p_d = ( i _ y∗q∗r−i _ z ∗q∗ r +L ) / i _ x ; q_d = (−( i _ x∗p∗r−i _ z ∗p∗r−M) ) / i _ y ; r _ d = ( i _ x∗p∗q−i _ y∗p∗q+N) / i _ z ; %b V _ d o t − T r a n s l a t o r y a c c e l e r a t i o n i n BF bu_d = 1 /m∗f x−q∗uz + r ∗uy ; bv_d = 1 /m∗ f y +p∗uz−r ∗ux ; bw_d = 1 /m∗ f z−p∗uy+q∗ux ;



%O u t p u t s : s y s ( 1 ) = eu ; s y s ( 2 ) = ev ;
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% T r a n s l a t o r y v e l o c i t i e s i n EF %



117 118 119 120 121 122 123 124 125 126 127 128



sys (3) sys (4) sys (5) sys (6) sys (7) sys (8) sys (9) sys (10) sys (11) sys (12)



= = = = = = = = = =



ew ; phi_d ; theta_d ; psi_d ; p_d ; q_d ; r_d ; bu_d ; bv_d ; bw_d ;



% % Euler r a t e s % % % Angular a c c e l e r a t i o n s ( p_dot , q_dot , r _ d o t ) % % % T r a n s l a t o r y a c c e l e r a t i o n i n BF % %



% end m d l O u t p u t s



F.0.3 Main Rotor Flapping S-funtion 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−04−28 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The non−l i n e a r m o d e l c o n t a i n s t h e f o l l o w i n g f i l e s : % % t h r u s t e n .m : Main r o t o r t h r u s t e q u a t i o n s % r i g i d .m : R i g i d body e q u a t i o n s % parameters .m : Helicopter parameters % mrflap .m : Main r o t o r f l a p p i n g e q u a t i o n s % f o r c e _ t o r q u e .m : F o r c e and t o r q u e e q u a t i o n s % eigenaxis .m : E i g e n a x i s r o t a t i o n f o r u s e i n VR t o o l b o x %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % mrflap .m



: T h i s f i l e c o n t a i n s t h e main r o t o r f l a p p i n g e q u a t i o n s



f u n c t i o n [ s y s , x0 , s t r , t s ] = m r f l a p ( t , x , u , f l a g , m, gamma , r h o , a , e , c , I _ b , R , g , Omega , M_b ) % The f o l l o w i n g o u t l i n e s t h e g e n e r a l s t r u c t u r e o f an S−f u n c t i o n . switch flag , %%%%%%%%%%%%%%%%%% % Initialization % %%%%%%%%%%%%%%%%%% case 0 , [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s ; %%%%%%%%%%% % Outputs % %%%%%%%%%%% case 3 , s y s = m d l O u t p u t s ( t , x , u , m, gamma , r h o , a , e , c , I _ b , R , g , Omega , M_b ) ; case { 1 , 2 , 4 , 9 } sys =[]; %%%%%%%%%%%%%%%%%%%% % Unexpected f l a g s % %%%%%%%%%%%%%%%%%%%% otherwise e r r o r ( [ ’ U n h a n d l e d f l a g = ’ , num2str ( f l a g ) ] ) ; end % end s f u n t m p l %============================================================================= % mdlInitializeSizes % R e t u r n t h e s i z e s , i n i t i a l c o n d i t i o n s , and s a m p l e t i m e s f o r t h e S−f u n c t i o n . %============================================================================= f u n c t i o n [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s sizes = simsizes ; sizes sizes sizes sizes sizes sizes sys = x0 = str = ts = % end



. NumContStates . NumDiscStates . NumOutputs . NumInputs . DirFeedthrough . NumSampleTimes



= = = = = =



0; 0; 2; 9; 1; 1;



% a t l e a s t one s a m p l e t i m e i s n e e d e d



simsizes ( sizes ) ; []; []; [−1 0 ] ; mdlInitializeSizes



%============================================================================= % mdlOutputs % Return the block o u t p u t s .
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72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93



%============================================================================= f u n c t i o n s y s = m d l O u t p u t s ( t , x , u , m, gamma , r h o , a , e , c , I _ b , R , g , Omega , M_b ) %I n p u t s : p=u ( 1 ) ; % Angular v e l o c i t i e s q=u ( 2 ) ; % A_1=u ( 3 ) ; % MR c y c l i c p i t c h i n p u t B_1=u ( 4 ) ; % bV_x=u ( 5 ) ; % Translatort ve loc itie s bV_y=u ( 6 ) ; % bV_z=u ( 7 ) ; % v_1=u ( 8 ) ; % Induced v e l o c i t y t h e t a _ 0 =u ( 9 ) ; % Collective pitch % Main R o t o r F l a p p i n g E q u a t i o n s : b e t a _ 1 s = 0 . 3 0 6 4 0 3 2 6 9 2e −6∗( −194971.4399∗ t h e t a _ 0 ∗ p i ∗bV_y + 3 2 6 3 6 7 2 . 7 4 9 ∗A_1∗p i ^2 −700378.9235∗ p∗p i −112540.4396∗ p i∗q + 8 1 8 . 9 6 9 8 8 5 0 ∗A_1∗bV_x ^ 2 + 2 4 5 6 . 9 0 9 6 5 5 ∗A_1∗bV_y ^ 2 + 3 2 7 5 . 8 7 9 5 4 0 ∗ v_1∗bV_y −3275.879540∗ bV_z∗bV_y + 1 6 3 7 . 9 3 9 7 7 0 ∗B_1∗bV_x∗bV_y ) / pi ^2; b e t a _ 1 c = 0 . 3 0 6 4 0 3 2 6 9 2e −6∗(2456.909655∗B_1∗bV_x ^ 2 + 3 2 6 3 6 7 2 . 7 4 9 ∗ B_1∗ p i ^ 2 + 8 1 8 . 9 6 9 8 8 5 0 ∗ bV_y^2∗ B_1 −112540.4396∗ p∗p i + 7 0 0 3 7 8 . 9 2 3 5 ∗ p i ∗q −194971.4399∗ t h e t a _ 0 ∗ p i ∗bV_x + 3 2 7 5 . 8 7 9 5 4 0 ∗ v_1∗bV_x −3275.879540∗ bV_z∗bV_x + 1 6 3 7 . 9 3 9 7 7 0 ∗A_1∗bV_x∗bV_y ) / pi ^2; % Outputs : sys (1) = beta_1s ; sys (2) = beta_1c ; % end m d l O u t p u t s



F.0.4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57



Force and Torque S-function



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−04−28 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The non−l i n e a r m o d e l c o n t a i n s t h e f o l l o w i n g f i l e s : % % t h r u s t e n .m : Main r o t o r t h r u s t e q u a t i o n s % rigid .m : R i g i d body e q u a t i o n s % parameters .m : Helicopter parameters % mrflap .m : Main r o t o r f l a p p i n g e q u a t i o n s % f o r c e _ t o r q u e .m : F o r c e and t o r q u e e q u a t i o n s % e i g e n a x i s .m : E i g e n a x i s r o t a t i o n f o r u s e i n VR t o o l b o x %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % f o r c e _ t o r q u e .m



: T h i s f i l e c o n t a i n s t h e f o r c e and t o r q u e e q u a t i o n s



f u n c t i o n [ s y s , x0 , s t r , t s ] = f o r c e _ t o r q u e ( t , x , u , f l a g , m, g , h_m , y_m , h _ t , l_m , l _ t , A_Q_MR, B_Q_MR) % The f o l l o w i n g o u t l i n e s t h e g e n e r a l s t r u c t u r e o f an S−f u n c t i o n . switch flag , %%%%%%%%%%%%%%%%%% % Initialization % %%%%%%%%%%%%%%%%%% case 0 , [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s ; %%%%%%%%%%% % Outputs % %%%%%%%%%%% case 3 , s y s = m d l O u t p u t s ( t , x , u , m, g , h_m , y_m , h _ t , l_m , l _ t , A_Q_MR, B_Q_MR) ; case { 1 , 2 , 4 , 9 } sys =[]; %%%%%%%%%%%%%%%%%%%% % Unexpected f l a g s % %%%%%%%%%%%%%%%%%%%% otherwise e r r o r ( [ ’ U n h a n d l e d f l a g = ’ , num2str ( f l a g ) ] ) ; end % end s f u n t m p l %============================================================================= % mdlInitializeSizes % R e t u r n t h e s i z e s , i n i t i a l c o n d i t i o n s , and s a m p l e t i m e s f o r t h e S−f u n c t i o n . %============================================================================= f u n c t i o n [ s y s , x0 , s t r , t s ] = m d l I n i t i a l i z e S i z e s sizes = simsizes ; s i z e s . NumContStates s i z e s . NumDiscStates
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= 0; = 0;



58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 106 107 108 109



sizes sizes sizes sizes sys = x0 = str = ts = % end



. NumOutputs . NumInputs . DirFeedthrough . NumSampleTimes



= = = =



7; 6; 1; 1;



% a t l e a s t one s a m p l e t i m e i s n e e d e d



simsizes ( sizes ) ; []; []; [−1 0 ] ; mdlInitializeSizes



%============================================================================= % mdlOutputs % Return the block o u t p u t s . %============================================================================= f u n c t i o n s y s = m d l O u t p u t s ( t , x , u , m, g , h_m , y_m , h _ t , l_m , l _ t , A_Q_MR, B_Q_MR) % Inputs : T_MR=u ( 1 ) ; t h e t a _ T R =u ( 2 ) ; b e t a _ 1 s =u ( 3 ) ; b e t a _ 1 c =u ( 4 ) ; t h e t a =u ( 5 ) ; p h i =u ( 6 ) ;



% % % % % %



Main r o t o r t h r u s t Tail rotor pitch input L a t e r a l f l a p p i n g o f main r o t o r L o n g i t u d i n a l f l a p p i n g o f main r o t o r Euler angles



% Main r o t o r d r a g . N e g a t i v e due t o c l o c k w i s e r o t a t i o n o f main r o t o r Q_MR=−(A_Q_MR∗abs (T_MR ) ^ ( 1 . 5 ) +B_Q_MR) ; % Force component c a l c u l a t i o n f _ y m r=T_MR∗ s i n ( b e t a _ 1 s ) ; f _ x m r=−T_MR∗ s i n ( b e t a _ 1 c ) ; f _ z m r=−T_MR∗c o s ( b e t a _ 1 s ) ∗ c o s ( b e t a _ 1 c ) ; f _ y t r = ( f _ y m r∗l_m+Q_MR∗c o s ( b e t a _ 1 s ) ∗ c o s ( b e t a _ 1 c ) ) / l _ t −t h e t a _ T R ; f _ x=−T_MR∗ s i n ( b e t a _ 1 c )−s i n ( t h e t a ) ∗m∗g ; f _ y =T_MR∗ s i n ( b e t a _ 1 s ) + f _ y t r + s i n ( p h i ) ∗ c o s ( t h e t a ) ∗m∗g ; f _ z=−T_MR∗ c o s ( b e t a _ 1 s ) ∗c o s ( b e t a _ 1 c ) + c o s ( p h i ) ∗ c o s ( t h e t a ) ∗m∗g ; % Torque c a l c u l a t i o n L=−f _ z m r∗y_m+ f _ y t r ∗ h _ t + f _ y m r∗h_m+Q_MR∗ s i n ( b e t a _ 1 c ) ; M=−f _ z m r∗l_m−f _ x m r∗h_m−Q_MR∗ s i n ( b e t a _ 1 s ) ; N= f _ y m r∗l_m−f _ y t r ∗ l _ t + f _ x m r∗y_m+Q_MR∗ c o s ( b e t a _ 1 s ) ∗c o s ( b e t a _ 1 c ) ; % Outputs : sys ( 1 ) = f_x ; sys ( 2 ) = f_y ; sys (3) = f_z ; sys (4) = L; s y s ( 5 ) = M; s y s ( 6 ) = N; sys (7) = f_ytr ;



% Force components % % % Torque components % % % Tail rotor thrust



% end m d l O u t p u t s



F.0.5 Eigenaxis S-function 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−04−28 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The non−l i n e a r m o d e l c o n t a i n s t h e f o l l o w i n g f i l e s : % % t h r u s t e n .m : Main r o t o r t h r u s t e q u a t i o n s % r i g i d .m : R i g i d body e q u a t i o n s % parameters .m : Helicopter parameters % mrflap .m : Main r o t o r f l a p p i n g e q u a t i o n s % f o r c e _ t o r q u e .m : F o r c e and t o r q u e e q u a t i o n s % eigenaxis .m : E i g e n a x i s r o t a t i o n f o r u s e i n VR t o o l b o x %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % eigenaxis .m : This f i l e contains the eigen axis r otation %a l g o r i t h m . T h i s f i l e i s c r e a t e d by g r o u p 05 g r 8 3 0 . function y = eigenaxis (u)



i f abs ( u ( 1 ) ) < 0 . 0 0 0 1 u (1) = 0.0001; end i f abs ( u ( 2 ) ) < 0 . 0 0 0 1 u (2) = 0.0001; end
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32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52



i f abs ( u ( 3 ) ) < 0 . 0 0 0 1 u (3) = 0.0001; end u = [ −u ( 1 ) ; −u ( 2 ) ; u ( 3 ) ] ;% [ P i t c h , Yaw , R o l l ] C11 C12 C13 C21 C22 C23 C31 C32 C33



= = = = = = = = =



c o s ( u ( 2 ) ) ∗c o s ( u ( 3 ) ) ; cos ( u ( 2 ) )∗s i n ( u ( 3 ) ) ; −s i n ( u ( 2 ) ) ; s i n ( u ( 1 ) ) ∗ s i n ( u ( 2 ) ) ∗c o s ( u ( 3 ) )−c o s ( u ( 1 ) ) ∗ s i n ( u ( 3 ) ) ; s i n ( u ( 1 ) )∗s i n ( u ( 2 ) )∗s i n ( u ( 3 ) ) + cos ( u ( 1 ) )∗cos ( u ( 3 ) ) ; s i n ( u ( 1 ) ) ∗c o s ( u ( 2 ) ) ; c o s ( u ( 1 ) ) ∗ s i n ( u ( 2 ) ) ∗c o s ( u ( 3 ) ) + s i n ( u ( 1 ) ) ∗ s i n ( u ( 3 ) ) ; c o s ( u ( 1 ) ) ∗ s i n ( u ( 2 ) ) ∗ s i n ( u ( 3 ) )−s i n ( u ( 1 ) ) ∗ c o s ( u ( 3 ) ) ; c o s ( u ( 1 ) ) ∗c o s ( u ( 2 ) ) ;



t h e t a = a c o s ( 0 . 5 ∗ ( C11+C22+C33−1) ) ; e = [ C23−C32 ; C31−C13 ; C12−C21 ] / ( 2 ∗ s i n ( t h e t a ) ) ; y = [e ; theta ];



F.0.6 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61



Helicopter Parameters



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−04−28 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The non−l i n e a r m o d e l c o n t a i n s t h e f o l l o w i n g f i l e s : % % t h r u s t e n .m : Main r o t o r t h r u s t e q u a t i o n s % rigid .m : R i g i d body e q u a t i o n s % parameters .m : Helicopter parameters % mrflap .m : Main r o t o r f l a p p i n g e q u a t i o n s % f o r c e _ t o r q u e .m : F o r c e and t o r q u e e q u a t i o n s % e i g e n a x i s .m : E i g e n a x i s r o t a t i o n f o r u s e i n VR t o o l b o x %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % parameters .m



: This f i l e contains the helicopter parameters



R=5.05∗0.3048; % R o t o r b l a d e r a d i u s [m] y_m = 0 ; % D i s t a n c e b e t w e e n COG and main r o t o r s h a f t i n xy−p l a n e a l o n g y−a x i s [m] h_t =0; % D i s t a n c e b e t w e e n COG and t a i l r o t o r c e n t e r i n x z−p l a n e a l o n g z−a x i s [m] l_m = 0 ; % D i s t a n c e b e t w e e n COG and main r o t o r s h a f t i n xy−p l a n e a l o n g x−a x i s [m] l_t =1.2; % D i s t a n c e b e t w e e n COG and t a i l r o t o r c e n t e r i n xy−p l a n e a l o n g x−a x i s [m] h_m = 0 . 2 ; % D i s t a n c e b e t w e e n COG and hub p l a n e a l o n g z−a x i s [m] i_x =0.1997∗7.345; % I n e r t i a Matrix i_y =0.6231∗7.345; % i_z =0.6∗7.345; % Omega =870/60∗2∗ p i ; % Main r o t o r a n g u l a r v e l o c i t y [RAD / s ] rho =1.29; % D e n s i t y o f a i r [ kg / m^ 3 ] A= p i ∗R ^ 2 ; % R o t o r d i s k a r e a [m^ 2 ] a =6.0; % Two−d i m e n s i o n a l c o n s t a n t l i f t c u r v e s l o p e [ 1 / RAD ] B=2; % Number o f b l a d e s c =0.354∗0.3048; % Mean b l a d e c o r d l e n g t h [m] m= 9 7 . 8 5 / 2 . 2 0 4 6 2 2 6 2 ; % H e l i c o p t e r mass [ kg ] s i g m a = (B∗c ) / ( p i ∗R ) ; % R o t o r s o l i d i t y f_wake =0; % T a i l f i n p a r a m e t e r ( Not u s e d f o r R−50) I_b =0.86754; % Flapping i n e r t i a of a s i n g l e blade about f l a p p i n g hinge e_MR = 0 ; % Main r o t o r h i n g e o f f s e t r _ c r _ t = . 5 ;%1 . 8 5 3 7 ; % C o n t r o l r o t o r l e n g t h f r o m c e n t e r r _ c r p = . 4 2 ;%. 4 9 2 1 ; % From c e n t e r t o b e g i n n i n g o f p a d d l e g =9.81; % Gravitational force i _ s =0; % s h a f t t i l t angle m_b = 1 . 5 ∗ 0 . 2 ;%0 . 7 1 3 6 6 0 6 3 2 2 ; % Main r o t o r b l a d e w e i g h t [ kg ] e =0; % Hinge o f f s e t M_b= ( m_b∗R ^ 2 ) / ( 2 ) ∗(1−e / R ) ^2∗ g ; K_MR = 0 . 2 ; % Swash−p l a t e l i n k a g e g a i n K_cr = 0 . 8 ; % Control r o t o r l i n k a g e gain gamma= r h o∗a∗c∗R ^ 4 / I _ b ; % x i =−1+( r _ c r p ^ 4 / r _ c r _ t ^ 4 ) % C_T = 0 . 0 0 2 2 6 ; % T h r u s t C o e f f i c i e n t ( V a l u e f o r R−50 n e a r h o v e r ) Omega_f=gamma∗Omega / R∗ ( 1 + 8 / 3 ∗e_MR / R ) ; K_1 = 0 ; % 0 because delta_3 angle = 0 K_2 =3/4∗ e_MR / R∗Omega / Omega_f ; % K_c=K_1+K_2 ; % cross coupling c o e f f i c i e n t %Main r o t o r d r a g A_Q_MR= 0 . 0 0 0 0 1 8 ∗ 2 0 ; % B_Q_MR= 0 . 0 1 ; %
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Control Scripts This section contains the scripts used for the control design.



F.0.1 Optimal controller design 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % constants .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % o p t i m a l _ c o n t r o l _ h e l i .m %



clear ; clc ; constants ; linsys ; weights ; observer ;



: The main l o o p . Computes t h e t h e c o m p l e t e c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l .



%The s y s t e m c o n s t a n t s a r e d e f i n e d h e r e ( op . p o i n t s and s o on ) ; %C o n t a i n s t h e c o n t i n o u s and d i s c r e t e s s m o d e l s %D e f i n e s t h e STATE w e i g h t m a t r i c e s %D e f i n e s t h e c o v a r i a n c e m a t r i c e s R_ex and R_ey and c o m p u t e s %t h e k a l m a n g a i n u s e d by t h e kalman−p r e d i c t o r .



% Controller property selection : %e x t m a t ; %No d i s t u r b a n c e o r i n t e g r a l e f f e c t i s i n c l u d e d %e x t m a t _ v _ d i s t ; %D i s t u r b a n c e m o d e l i s i n c l u d e d i n c o n t r o l l e r %e x t m a t _ i n t ; %I n t e g r a l e f f e c t i s i n c l u d e d i n c o n t r o l l e r extmat_int_dist %D i s t u r b a n c e m o d e l + i n t e g r a l e f f e c t i s i n c l u d e d % Feedback u s i n g R i c c a t i e q u a t i o n s : L = r i c c a t i c o n t r o l ( P h i , Gamma , Q_1 , Q_2 ) ;



% computes the feedback gain matrix



F.0.2 Constants used for Control 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % constants .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % constants .m



: V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l
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28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 106 107



parameters ; % Defines the helicopter parameters %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Used by l i n s y s . m %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ K_ped = 1 ; T_s = . 0 7 8 T_c = . 0 7 8 ; A1 = 1 ; B1 = 1 ;



Pedal gain Time c o n s t a n t f o r Time c o n s t a n t f o r Swash p l a t e i n p u t Swash p l a t e i n p u t



lateral flapping longitudinal flapping gain ( l a t e r a l ) gain ( l o n g i t u d i n a l )



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % P a r a m e t e r s and o p e r a t i n g p o i n t v a l u e s %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Ts = 0 . 0 2



% The s a m p l e t i m e ( s e c o n d s )



% Input operating point u_lat_0 = 0; u_long_0 = 0; u _ c o l _ 0 = (m∗g + 5 2 0 . 4 ) / 1 0 1 9 0 ; u_col_correct = 0.1026; u_ped_0 = 0 ;



% Modified c o ll e c t iv e operating point



u_0 = [ u _ l a t _ 0 ; u _ l o n g _ 0 ; u _ c o l _ 0 ; u _ p e d _ 0 ] ; % The i n p u t o p e r a t i n g p o i n t v e c t o r % State operating point op_u = 0 ; v_0 = 0 ; w_0 = 0 ; p_0 = 0 ; q_0 = 0 ; r_0 = 0; phi_0 = 0; theta_0 = 0; psi_0 = 0; beta_1c_0 = 0; beta_1s_0 = 0; % Output o p e r a t i n g p o i n t y s _ 0 = [ op_u ; v_0 ; w_0 ; p_0 ; q_0 ; r_0 ; phi_0 ; theta_0 ; psi_0 ; beta_1c_0 ; beta_1s_0 ]; %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Disturbances %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % I n i t i a l s t e p d i s t u r b a n c e s on t h e s t a t e s ( t o be u s e d f o r c o n t r o l l e r t e s t ) : u_step = 0; v_step = 8; w_step = 0 ; phi_step = 0; theta_step = 0; psi_step = 0;



% D i s t u r b a n c e a c c e l e r a t i o n c a u s e d by TR due t o d r a g on MR K _ d i s t = −0.1226286128; % a c c e l e r a t i o n a l o n g t h e y−a x i s K _ d i s t _ c o r r e c t = K _ d i s t / 2 ; % A d j u s t e d . . o r g . v a l t o o l a r g e due t o l i n e a r i z a t i o n %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Actuator Saturations %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ u_lat_max =.175; u _ l a t _ m i n = −.175; u_long_max = . 1 7 5 ; u _ l o n g _ m i n = −.175; u_col_min=0; u_col_max = . 1 7 5 ;



F.0.3 1 2 3



% % % % %



% % % %



10 d e g r e e s −10 d e g r e e s 10 d e g r e e s −10 d e g r e e s



% −10 d e g r e e s



The Linearized System



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5
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4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91



% Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % constants .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % l i n s y s .m % %



: The l i n e a r i z e d m o d e l D e f i n e s t h e c o n t i n o u s and d i s c r e t e LTI m o d e l o f t h e helicopter



% Continous time : % x ’ = A_s∗x + B_s∗u + B_d∗d % y = H_s∗x + J _ s ∗u + J_d∗d %The s y s t e m m a t r i x : A_s = [%u v w p q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ];



r 0 0 0 0 0 0 1 0 0 0 0



%The i n p u t m a t r i x : B_s = [%u _ l a t u_long 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 A1 0 0 B1 ];



phi 0 0 0 0 0 0 0 1 0 0 0



u_col u_ped 0 0 −2.162 −0.02253 −229.6 0 0 0 0 0 0 .2723 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 1 0 0



theta psi −9.81 9.81 0 0 0 0 0 0 0 0 0



% % % % % % % % % % %



1s 0 0 0 0 0 0 0 0 0 0 0



1c 0 0 0 0 0 0 0 0 0 0 0



−9.81 9.81 0 260.7 1.427 0 0 0 0 −1/T_s 0



% u 0 0 −4.453 83.54 0 0 0 0 0 −1/T_c



% % % % % % % % % %



v w p q r phi theta psi beta_1s beta_1c



u v w p q r phi theta psi beta_1s beta_1c



%The d i s t u r b a n c e i n p u t m a t r i x : B_d = [ 0 ; 1 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ; 0 ] ; %The o u t p u t m a t r i x C_s = [ 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0



0 0 0 0 0 0 1



0 0 0 0 0 0 0



0; 0; 0; 0; 0; 0; 0];



%The i n p u t−t o−o u t p u t d i r e c t c o u p l i n g m a t r i x . . J_s = [ zeros ( 7 , 4 ) ] ; %The d i s t u r b a n c e −t o−o u t p u t d i r e c t c o u p l i n g m a t r i x . . J_d = [ zeros ( 7 , 1 ) ] ;



% % % % %



C a l c u l a t i o n o f a d i s c r e t e t i m e model . B e c a u s e MatLab c a n n o t c o n v e r t t h e c o n t i n o u s m o d e l : x ’ = As∗x + Bs∗u + Bds∗d y = Cs∗x + J s ∗u + J d s ∗d d i r e c t l y v i a t h e c2dm command , i t i s s p l i t i n t o two s y s t e m s :



% System 1 % x ’ = As∗x + Bs∗u
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92 93 94 95 96 97 98 99 100 101 102 103 104 105 106 107 108 109



% % % %



y = Cs∗x + J s ∗u and S y s t e m 2 x ’ = As∗x + Bds∗d y = Cs∗x + J d s ∗d



% From s y s t e m 1 and 2 , t h e d i s c r e t i z e d m a t r i c e s P h i _ s , Gamma_s , Gamma_d % and Cs can be c a l c u l a t e d : % System 1 [ P h i _ s , Gamma_s , H_s , J s ] = c2dm ( A_s , B_s , C_s , J _ s , Ts , ’ zoh ’ ) ; % System 2 [ P h i _ s , Gamma_d , H_s , J d ] = c2dm ( A_s , B_d , C_s , J_d , Ts , ’ zoh ’ ) ;



% % % %



Not t o be u s e d . c o n t m o d e l = s s ( A_s , B_s , H_s , J _ s ) d i s c m o d e l = c2d ( c o n t m o d e l , Ts , ’ zoh ’ ) [ P h i _ s , Gamma_s , H_s , J _ s ] = s s d a t a ( d i s c m o d e l )
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The Weighing Matrices



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % c o n s t a n t s .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % weights .m



: Defines the weighting matrices



% D e f i n e s t h e w e i g h t m a t r i c e s Q_1s , Q_2s , Q_1e and Q_1i t o be u s e d i n t h e % performance f u n c t i o n . These are used f o r every c o n t r o l l e r c o n f i g u r a t i o n . % A l l t h e commented m a t r i c e s a r e t e m p o r a y m a t r i c e s u s e d d u r i n g t h e d e s i g n % o f t h e c o n t r o l l e r . The m a t r i c e s n o t i n comments a r e t h e o n e s u s e d i n t h e % final controller .



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ SYSTEM WEIGHTING MATRICES ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ %E s t i m a t e d maximum v a l u e s o f s t a t e s u_max = 1 e −3; % m/ s v_max = 1 e −3; % m/ s w_max = 1 e −3; % m/ s p_max = 0 . 1 7 5 ; % rad / s q_max = 0 . 1 7 5 ; % rad / s phi_max = 0 . 0 8 7 ; % rad theta_max = 0 . 0 8 7 ; % rad beta_1s_max = 0 . 2 6 2 ; % rad beta_1c_max = 0 . 2 6 2 ; % rad % % % % % % % % % % % % % % %



I n i t i a l system weighting m a t r i c e s used in s t a b i l i z i n g c o n t r o l l e r : Q_1s = [ 1 / u_max ^ 2 0 0 0 0 0 0 0 0 0 0 ; %u 0 1 / v_max ^ 2 0 0 0 0 0 0 0 0 0 ; %v 0 0 1 / w_max ^ 2 0 0 0 0 0 0 0 0 ; %w 0 0 0 1 / p_max ^ 2 0 0 0 0 0 0 0 ; %p 0 0 0 0 1 / q_max ^ 2 0 0 0 0 0 0 ; %q 0 0 0 0 0 1 / q_max ^ 2 0 0 0 0 0 ; %r 0 0 0 0 0 0 1 / phi_max ^2 0 0 0 0; %p h i 0 0 0 0 0 0 0 1 / theta_max ^2 0 0 0; %t h e t a 0 0 0 0 0 0 0 0 1 / theta_max ^2 0 0; %p s i 0 0 0 0 0 0 0 0 0 1 / beta_1s_max ^2 0; %b e t a _ 1 s 0 0 0 0 0 0 0 0 0 0 1 / beta_1c_max ^2] %b e t a _ 1 c sigma1 = 1; Q_2s = s i g m a 1 ∗ [ 1 / u _ l a t _ m a x ^ 2 0 0 0 ;
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%u _ l a t



66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 106 107 108 109 110 111 112 113 114 115 116 117 118 119 120 121 122 123 124 125 126 127 128 129 130 131 132 133 134 135 136 137 138 139 140 141 142 143 144 145 146 147



% % %



0 1 / u_long_max ^2 0 0; 0 0 1 / u_col_max ^2 0; 0 0 0 10]



%u _ l o n g %u _ c o l %u _ p e d



% % % % % % % % % % % % % % % % % % %



The c h o s e n s y s t e m m a t r i c e s u s e d i n s t a b i l i z i n g c o n t r o l l e r : Q_1s = [ 1 / u_max ^ 2 0 0 0 0 0 0 0 0 0 0 ; %u 0 1 / v_max ^ 2 0 0 0 0 0 0 0 0 0 ; %v 0 0 1 / w_max ^ 2 0 0 0 0 0 0 0 0 ; %w 0 0 0 1 0 0 / p_max ^ 2 0 0 0 0 0 0 0 ; %p 0 0 0 0 1 / q_max ^ 2 0 0 0 0 0 0 ; %q 0 0 0 0 0 100 0 0 0 0 0 ; %r 0 0 0 0 0 0 100/ phi_max ^2 0 0 0 0; %p h i 0 0 0 0 0 0 0 1 / theta_max ^2 0 0 0; %t h e t a 0 0 0 0 0 0 0 0 10000 0 0 ; %p s i 0 0 0 0 0 0 0 0 0 1 / beta_1s_max ^2 0; %b e t a _ 1 s 0 0 0 0 0 0 0 0 0 0 1 / beta_1c_max ^2] %b e t a _ 1 c



% % % % % % % % % % % % % % % % % %



F i n a l s y s t e m m a t r i c e s u s e d when d i s t u r b a n c e + i n t e g r a l a c t i o n i n c o n t r o l l e r : Q_1s = [ 1 / u_max ^ 2 0 0 0 0 0 0 0 0 0 0 ; %u 0 1 / v_max ^ 2 0 0 0 0 0 0 0 0 0 ; %v 0 0 1 / w_max ^ 2 0 0 0 0 0 0 0 0 ; %w 0 0 0 1 0 0 / p_max ^ 2 0 0 0 0 0 0 0 ; %p 0 0 0 0 1 / q_max ^ 2 0 0 0 0 0 0 ; %q 0 0 0 0 0 100 0 0 0 0 0 ; %r 0 0 0 0 0 0 100/ phi_max ^2 0 0 0 0; %p h i 0 0 0 0 0 0 0 1 / theta_max ^2 0 0 0; %t h e t a 0 0 0 0 0 0 0 0 10000 0 0 ; %p s i 0 0 0 0 0 0 0 0 0 1 / beta_1s_max ^2 0; %b e t a _ 1 s 0 0 0 0 0 0 0 0 0 0 1 / beta_1c_max ^2] %b e t a _ 1 c



sigma1 = 0 . 0 0 1 ; Q_2s = s i g m a 1 ∗ [ 1 / u _ l a t _ m a x ^ 2 0 0 0 ; 0 1 / u_long_max ^2 0 0; 0 0 1 / u_col_max ^2 0; 0 0 0 10]



sigma1 = 0 . 0 0 1 ; Q_2s = s i g m a 1 ∗ [ 1 / u _ l a t _ m a x ^ 2 0 0 0 ; 0 1 / u_long_max ^2 0 0; 0 0 1 / u_col_max ^2 0; 0 0 0 10]



%u _ l a t %u _ l o n g %u _ c o l %u _ p e d



%u _ l a t %u _ l o n g %u _ c o l %u _ p e d



% F i n a l m a t r i c e s u s e d when o b s e r v e r i s i n s e r t e d : Q_1s = [ 1 / u_max ^2 0 0 0 0 0 0 0 0 0 0 ; 0 1 / v_max ^2 0 0 0 0 0 0 0 0 0 ; 0 0 1 / w_max ^2 0 0 0 0 0 0 0 0 ; 0 0 0 1 0 0 / p_max ^2 0 0 0 0 0 0 0 ; 0 0 0 0 1 / q_max ^2 0 0 0 0 0 0 ; 0 0 0 0 0 100 0 0 0 0 0 ; 0 0 0 0 0 0 1 0 0 / phi_max ^2 0 0 0 0 ; 0 0 0 0 0 0 0 1 / t h e t a _ m a x ^2 0 0 0 ; 0 0 0 0 0 0 0 0 10000 0 0 ; 0 0 0 0 0 0 0 0 0 1 / b e t a _ 1 s _ m a x ^2 0 ; 0 0 0 0 0 0 0 0 0 0 1 / beta_1c_max ^2]



%u %v %w %p %q %r %p h i %t h e t a %p s i %b e t a _ 1 s %b e t a _ 1 c



sigma1 = 10000; Q_2s = s i g m a 1 ∗ [ 1 / u _ l a t _ m a x ^2 0 0 0 ; 0 1 0 0 0 0 0 0 0 / u _ l o n g _ m a x^2 0 0 ; 0 0 1 / u _ c o l _ m a x ^2 0 ; 0 0 0 10]



%u _ l a t %u _ l o n g %u _ c o l %u _ p e d



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ DISTURBANCE WEIGHTING MATRICES ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Q_1d = [ 0 ] ;



%x_d



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ INTEGRAL WEIGHTING MATRICES ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ sigma2 = 0.001 Q_1i = s i g m a 2 ∗ [ 1 / u_max ^2 0 0 0 0 0 0 1 / v_max ^2 0 0 0 0 0 0 1 / w_max ^2 0 0 0 0 0 0 1 0 0 / p_max ^2 0 0 0 0 0 1 / q_max ^2 0 0 0 0 0 0 100 0 ; 0 0 0 0 0 0 10000]



0; 0; 0; 0 0; 0;



%u _ i %v _ i %w_i %p _ i %q _ i %r _ i %p s i _ i



F.0.5 The Observer Design 1



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
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APPENDIX F. MATLAB SCRIPTS



2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45



% Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % c o n s t a n t s .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % observer .m



% T h i s f i l e computes a kalman o b s e r v e r f o r e s t i m a t i o n o f m i s s i n g s t a t e % i n f o r m a t i o n i n t h e autonomous h e l i c o p t e r model . w_ex = 1 w_ey = 0



% W e i g h t f a c t o r f o r t h e c o v a r i a n c e m a t r i x R_ex . % W e i g h t f a c t o r f o r t h e c o v a r i a n c e m a t r i x R_ex .



R_ex = w_ex∗e y e ( 1 1 , 1 1 )



% Covariance matrix f o r the s t a t e noise .



R_ey = w_ey∗e y e ( 7 , 7 ) R_ex ( 1 , 1 ) =100 R_ex ( 2 , 2 ) =100 R_ex ( 3 , 3 ) =1



% Covariance matrix f o r the measuring noise .



R_ex ( 4 , 4 ) =10000 R_ex ( 5 , 5 ) =10000 R_ex ( 6 , 6 ) =1 K_obs = r i c c a t i o b s e r v e r ( P h i _ s , H_s , R_ex , R_ey ) ; %Computes t h e k a l m a n g a i n .
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: D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n



The Kalman-gain Calculation



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % c o n s t a n t s .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain



f u n c t i o n K = r i c c a t i o b s e r v e r ( P h i , H, R_ex , R_ey ) N = 2000; s i z e _ P h i = s i z e ( Phi ) ; P = eye ( s i z e _ P h i ( 1 ) ) ;



% c h o s e n a p p r o p r i a t e v a l u e , t o r e p r e s e n t N−> i n f i n i t y ( s t a t i o n a r y r e s u l t s )



% i n i t i a l values f o r P ( chosen )



f o r k = 1 :N K = P h i∗P∗H’ ∗ ( R_ey+H∗P∗H ’ ) ^( −1) ; P = R_ex + ( P h i −K∗H) ∗P∗P h i ’ ; end
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40 41 42 43 44 45 46 47 48



K



%I s p r i n t e d f o r c o n v e n i e n c e .



% ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % For c o m p a r i s o n , t h e K m a t r i x can a l s o c o m p u t e d w i t h MatLab ’ s d l q e % command : %K _ d l q e = d l q e ( Phi , e y e ( 3 ) ,H , R_ex , R_ey ) ; %K _ d l q e



F.0.7 Controller Property 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % constants .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ %T h i s m−f i l e c o m p u t e s t h e a u g m e n t e d s y s t e m m a t r i c e s when no d i s t u r b a n c e s o r % inte gral action is present in the controller : Phi = Phi_s ; Gamma = Gamma_s ; H = H_s ; J = J_s ; Q_1 = Q_1s ; Q_2 = Q_2s ;



F.0.8 Controller Property 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % constants .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % extmat_v_dist ;



: C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model



%T h i s m−f i l e c o m p u t e s t h e a u g m e n t e d s y s t e m m a t r i c e s , w h i c h a r e t o %be u s e d when a d i s t u r b a n c e i s i n t r o d u c e d .



% ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % I n t r o d u c t i o n o f ! c o n s t a n t ! ( s t e p ) d i s t u r b a n c e on v _ d o t % R e f e r e n c e model
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% x ( k +1) = P h i _ d ∗x_d ( k ) = x_d ( k ) % d ( k ) = H_d∗x_d ( k ) = x_d ( k ) Phi_d = eye ( 1 ) ; H_d = e y e ( 1 ) ;



s t a t e x _ r ( 0 ) = K _ d i s t i s known



% D i s t u r b a n c e s y s t e m m a t r i x ( pp .36 −38 i n " O p t i m a l r e g u l e r i n g " ) % Disturbance output matrix



% ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % The a u g m e n t e d s y s t e m d e s c r i p t i o n % The new a u g m e n t e d m a t r i x P h i : s i z e _ P h i _ s = s i z e ( Phi_s ) ; size_Phi_d = s i z e ( Phi_d ) ; Phi= [



Phi_s zeros ( size_Phi_d ( 1 ) , s i z e _ P h i _ s ( 2 ) )



Gamma_d∗H_d ; P h i _ d ] ; %( pp . 4 0 i n " O p t i m a l r e g u l e r i n g " )



% The new a u g m e n t e d m a t r i x Gamma: size_Gamma_s = s i z e ( Gamma_s ) ; Gamma = [ Gamma_s ; z e r o s ( s i z e _ P h i _ d ( 1 ) , size_Gamma_s ( 2 ) ) ] ;



%( pp . 4 0 i n " O p t i m a l r e g u l e r i n g " )



% The new w e i g h t i n g m a t r i x Q_1 : s i z e _ Q _ 1 s = s i z e ( Q_1s ) ; s i z e _ Q _ 1 d = s i z e ( Q_1d ) ; Q_1 = [ Q_1s zeros ( size_Q_1s ( 1 ) , size_Q_1d ( 2 ) ) ; zeros ( size_Q_1d ( 1 ) , size_Q_1s ( 2 ) ) Q_1d ] % The i n p u t w e i g h t i n g m a t r i x Q_2 : Q_2 = Q_2s
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%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % c o n s t a n t s .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % extmat_int ;



: Controller property 3. Integral e f f e c t



%T h i s m−f i l e c o m p u t e s t h e a u g m e n t e d s y s t e m m a t r i c e s , w h i c h a r e t o %be u s e d when i n t e g r a l a c t i o n i s i n t r o d u c e d .



% ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Introduction of the integral s tate % I n t e g r a l model : % x _ i ( k +1) = x _ i ( k ) − e ( k ) % e ( k ) = H_r∗ x _ r ( k ) − H_r∗x _ r ( k ) % I _ i = eye ( 7 ) ;



% The i d e n t i t y m a t r i x f o r t h e i n t e g r a l a c t i o n ( s e e pp . 5 4 ) % ( d i m e n s i o n s as o u t p u t ∗o u t p u t ’ )



size_I_i = size ( I_i )



% ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % The a u g m e n t e d s y s t e m d e s c r i p t i o n % The new a u g m e n t e d m a t r i x P h i : s i z e _ P h i _ s = s i z e ( Phi_s ) ; % t h e s i z e _ x x x are o n l y c r e a t e d as h e l p
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Phi= [



Phi_s −H_s



zeros ( s i z e _ P h i _ s ( 1 ) , s i z e _ I _ i ( 2 ) ) I _ i ] %( pp . 5 4 + own n o t e )



% The new a u g m e n t e d m a t r i x Gamma: size_Gamma_s = s i z e ( Gamma_s ) ; Gamma = [ Gamma_s z e r o s ( s i z e _ I _ i ( 1 ) , size_Gamma_s ( 2 ) )



]



%( pp . 5 4 + own n o t e )



% The new w e i g h t i n g m a t r i x Q_1 : s i z e _ Q _ 1 s = s i z e ( Q_1s ) ; s i z e _ Q _ 1 i = s i z e ( Q_1i ) ; Q_1 = [ Q_1s zeros ( size_Q_1s ( 1 ) , size_Q_1i ( 2 ) ) ; zeros ( size_Q_1i ( 1 ) , size_Q_1s ( 2 ) ) Q_1i ] % The i n p u t w e i g h t i n g m a t r i x Q_2 : Q_2 = Q_2s
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%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % constants .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % extmat_int_dist



: C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t



%T h i s m−f i l e c o m p u t e s t h e a u g m e n t e d s y s t e m m a t r i c e s , w h i c h a r e t o %be u s e d when a d i s t u r b a n c e and i n t e g r a l a c t i o n a r e i n t r o d u c e d . % ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % I n t r o d u c t i o n o f ! c o n s t a n t ! ( s t e p ) d i s t u r b a n c e on v _ d o t % R e f e r e n c e model % x ( k +1) = P h i _ d∗x_d ( k ) = x_d ( k ) % d ( k ) = H_d∗x_d ( k ) = x_d ( k ) Phi_d = eye ( 1 ) ; H_d = e y e ( 1 ) ;



initial



s t a t e x _ r ( 0 ) =K _ d i s t i s known



% D s i t u r b a n c e s y s t e m m a t r i x ( pp .36 −38 i n " O p t i m a l r e g u l e r i n g " ) % Disturbance output matrix



% ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Introduction of the integr al sta te % I n t e g r a l model : % x _ i ( k +1) = x _ i ( k ) − e ( k ) % e ( k ) = H_r∗x _ r ( k ) − H_s∗ x _ s ( k ) % I _ i = eye ( 7 ) ;



% The i d e n t i t y m a t r i x f o r t h e i n t e g r a l a c t i o n % ( s e e pp . 5 4 ) ( d i m e n s i o n s a s o u t p u t ∗ o u t p u t ’ )



size_I_i = size ( I_i ) % ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % The a u g m e n t e d s y s t e m d e s c r i p t i o n % The new a u g m e n t e d m a t r i x P h i : s i z e _ P h i _ s = s i z e ( Phi_s ) ; % t h e s i z e _ x x x are o n l y c r e a t e d as h e l p size_Phi_d = s i z e ( Phi_d ) ; Phi= [



Phi_s Gamma_d∗H_d zeros ( s i z e _ P h i _ s ( 1 ) , s i z e _ I _ i ( 2 ) ) ; zeros ( size_Phi_d ( 1 ) , s i z e _ P h i _ s ( 2 ) ) Phi_d zeros ( size_Phi_d ( 1 ) , s i z e _ I _ i ( 2 ) ) ; −H_s zeros ( s i z e _ I _ i ( 1 ) , size_Phi_d ( 2 ) ) I_i ]



% The new a u g m e n t e d m a t r i x Gamma:
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size_Gamma_s = s i z e ( Gamma_s ) ; Gamma = [ Gamma_s z e r o s ( s i z e _ P h i _ d ( 1 ) , size_Gamma_s ( 2 ) ) z e r o s ( s i z e _ I _ i ( 1 ) , size_Gamma_s ( 2 ) ) ] % The new size_Q_1s size_Q_1d size_Q_1i



Q_1 = [ Q_1s zeros ( size_Q_1s ( 1 ) , size_Q_1d ( 2 ) ) zeros ( size_Q_1s ( 1 ) , size_Q_1i ( 2 ) ) ; zeros ( size_Q_1d ( 1 ) , size_Q_1s ( 2 ) ) Q_1d zeros ( size_Q_1d ( 1 ) , size_Q_1i ( 2 ) ) ; zeros ( size_Q_1i ( 1 ) , size_Q_1s ( 2 ) ) zeros ( size_Q_1i ( 1 ) , size_Q_1d ( 2 ) ) Q_1i ] pp . 4 0 i n " O p t i m a l r e g u l e r i n g " ) % The i n p u t w e i g h t i n g m a t r i x Q_2 : Q_2 = Q_2s



F.0.11 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43



%( pp . 5 4 + own n o t e )



w e i g h t i n g m a t r i x Q_1 : = s i z e ( Q_1s ) ; = s i z e ( Q_1d ) ; = s i z e ( Q_1i ) ;



The State-Feedback Calculation



%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % Project : Autonomous H e l i c o p t e r % Group : 05 g r 8 3 5 % Created : 2005−05−09 % Edited : 2005−05−25 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− % The c o n t r o l l e r c a l c u l a t i o n p r o c e d u r e c o n t a i n s t h e f o l l o w i n g f i l e s : % % o p t i m a l _ c o n t r o l _ h e l i .m : The main l o o p . Computes t h e t h e c o m p l e t e % c o n t r o l l e r . Run t h i s o n l y t o c r e a t e c o n t r o l . % % c o n s t a n t s .m : V a r i o u s c o n s t a n t s u s e d by t h e m o d e l and t h e c o n t r o l % parameters .m : D e f i n e s p a r a m e t e r s s i m u l i n k m o d e l ( i n c l u d e d i n c o n s t a n t s . m) % l i n s y s .m : The l i n e a r i z e d m o d e l % weights .m : Defines the weighting matrices % observer .m : D e f i n e s Kalman−o b s e r v e r w e i g h t i n g and c o m p u t e s i t s g a i n % r i c c a t i o b s e r v e r . m : Computes t h e Kalman Gain ( i n c l u d e d i n o b s e r v e r . m) % extmat .m : C o n t r o l l e r p r o p e r t y 1 . No d i s t u r b a n c e o r i n t e g r a l e f f e c t % e x t m a t _ v _ d i s t .m : C o n t r o l l e r p r o p e r t y 2 . D i s t u r b a n c e model % e x t m a t _ i n t .m : Controller property 3. Integral e f f e c t % e x t m a t _ i n t _ d i s t .m : C o n t r o l l e r p r o p e r t y 4 . D i s t u r b a n c e model + i n t e g r a l e f f e c t % r i c c a t i c o n t r o l . m : Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq . %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ % r ic c at ic o nt r ol .m



: Computes t h e c o n t r o l l e r f e e d b a c k u s i n g r i c c a t i eq .



% Implementation of the Riccati equations % S t a t i o n a r y f e e d b a c k L i s computed . f u n c t i o n L = r i c c a t i c o n t r o l ( P h i , Gamma , Q_1 , Q_2 ) N = 2000; s i z e _ P h i = s i z e ( Phi ) ; S = eye ( s i z e _ P h i ) ;



% c h o s e n a p p r o p r i a t e v a l u e , t o r e p r e s e n t N−> i n f i n i t y



% i n i t i a l values f o r S ( chosen )



f o r k = 1 :N L = ( Q_2 + Gamma’∗S∗Gamma) ^( −1)∗Gamma’∗S∗P h i ; S = Q_1 + P h i ’∗S ∗( P h i − Gamma∗L ) ; end L
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