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INTRODUCTION



CHAPTER 1 BASIC MODEL THEORY



1.1 Language, structures and morphisms 







Definition 1.1 (language) A language is a set (f, nf ), (r, nr ), c : f ∈ F, r ∈ R, c ∈ C consisting of three kinds of elements: function symbols f , relation symbols r and constant symbols c. Each function symbol f and relation symbol r come equipped with a natural number nf and nr respectively, called their arity (that will provide information on the size of their domains). Examples 1.2



1. The language of orderings 







Lord = (6, 2)



consists of one binary relation symbol 6. 2. The language of semigroups  Lsgp = (×, 2) consists of one binary function symbol ×. 3. The language of monoids  Lmon = (×, 2), e consists of one binary function symbol × and one constant symbol e. 4. The language of groups  Lgp = (×, 2), (−1 , 1), e consists of a binary function symbol ×, a unary function symbol 5. The language of ordered groups



−1



and a constant symbol e.



Logp = (×, 2), (−1 , 1), (1 be an enumeration of C. As L ∪ C and V are countable, the set of L ∪ C-formulas is also countable, so let (ϕn )n>1 be an enumeration of those L ∪ C-formulas having at most one free variable. Relabelling the variables, we may write xn for the free variable of ϕn if it exists, or pick any variable in V that we write xn otherwise, so that one can write ϕn (xn ). We build a theory Σn inductively starting with Σ0 = Σ and setting Σn+1 = Σn ∪ {∃xn ϕn → ϕn ((cf (n) ))} where f (n) is the smallest natural number such that cf (n) appears in none of the finitely many formulas S of Σn \ Σ that use constant symbols of C. We then define ΣC to be n>1 Σn . The theory ΣC contains Σ and has C as a set of Henkin witnesses by construction. We claim that ΣC is coherent, that is, that Σn is a coherent L ∪ C-theory for every n by induction on n. It is true for n = 0 by Corollary 2.22. If Σn+1 is contradictory, then one has 



Σn ` ¬ ∃xn ϕn → ϕn ((cf (n) )) ,



2. A COHERENT THEORY HAS A MODEL



19



hence Σn ` ∃xn ϕn ∧ ¬ϕn ((cf (n) )), and, by Lemma 2.21 Σn ` ∃xn ϕn ∧ ∀xn ¬ϕn (xn ), that is Σn ` ∃xn ϕn ∧ ¬∃xn ¬¬ϕn (xn ), so, using the existential quantifier axiom, Σn proves ∃xn ϕn ∧ ¬∃xn ϕn (xn ) and is contradictory. Completeness theorem 2.24 (Gödel, 1930) Let Σ be a theory in a countable language L (using a countable set of variables). The theory Σ is coherent if and only if it has a model. Proof. By Lemma 2.23, there is a countable language LH ⊃ L and a coherent LH -theory ΣC ⊃ Σ such that the set of all constant symbols C of LH is a set of Henkin witnesses for ΣC . We first build a maximal theory with these properties. Let (σn )n>1 be an enumeration of all the LH -sentences. We define Σn by induction on n by putting Σ0 = ΣC and Σn+1 = Σn ∪ {σn } if Σn ∪ {σn } is coherent, or Σn+1 = Σn ∪ {¬σn } otherwise. Note that if Σn is coherent and Σn ∪ {σn } is contradictory, then Σn ` ¬σn so Σn ∪ {¬σn } is coherent. [ It follows that Σn+1 is coherent. Putting ΣH = Σn , one has n>0



(1) ΣH is a coherent LH -theory, (2) ΣH contains ΣC , hence has C as a set of Henkin witnesses, (3) ΣH is complete, i.e. for all LH -sentence σ, either σ or ¬σ is in ΣH (so σ ∈ ΣH iff ΣH ` σ). Note that if c is a constant symbol, then ΣH proves ∃x(x = c), so there must exist a constant symbol d different from c by construction (see Lemma 2.23) such that ΣH proves d = c. We define the relation ∼ on C by c ∼ d ⇐⇒ c = d ∈ ΣH . Claim 1 ∼ is an equivalence relation on the set C of constant symbols. Proof of Claim 1. (reflexivity) If c = c is not in ΣH , then c 6= c is, by (2.4). But then ΣH proves ∃x(x 6= x) by the existential quantifier axiom, a contradiction with the first equality axiom. (symmetry) If c = d is in ΣH but not d = c, then d 6= c hence (c = d) ∧ (d 6= c) are in ΣH , a contradiction with the second equality axiom. (transitiviy) Similary using the fourth equality axiom and the Remark after Definition 2.7. Claim 2 C/ ∼ is an LH -structure. Proof of Claim 2. We write M for C/ ∼ and for every c in C, we write c˜ for the class of c modulo ∼. We define cM = c˜. For every n-ary relation symbol r, we define, (˜ c1 , . . . , c˜n ) ∈ rM ⇐⇒ r(c1 , . . . , cn ) ∈ ΣH . This is well-defined since if c1 ∼ d1 , . . . , cn ∼ dn and r(c1 , . . . , cn ) ∈ ΣH hold, then the fourth equality axiom implies r(d1 , . . . , dn ) ∈ ΣH , so that the definition of rM does not depend on the choice of representatives c1 , . . . , cn for the classes c˜1 , . . . , c˜n . Note that for the relation symbol =, the interpretation =M coincide with equality on M . If f is an m-ary function symbol, then for all constant symbols c1 , . . . , cm , the sentence ∃xf (c1 , . . . , cm ) = x is in ΣH (by the first equality axiom and the existential quantifier axiom), so there is a constant symbol c such that the sentence f (c1 , . . . , cm ) = c is in ΣH (and the sentence f (d1 , . . . , dm ) = d is in ΣH for all di ∼ ci and d ∼ c by the third equality axiom). We thus define f M (˜ c1 , . . . , c˜m ) = d˜ ⇐⇒ f (c1 , . . . , cm ) = d ∈ ΣH .
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CHAPTER 2. SEMANTICS, SYNTAX AND THE COMPLETENESS THEOREM



Claim 3 (interpretation of a term) Let t be a term and c a constant symbol. Then M |= t = c ⇐⇒ t = c ∈ ΣH . Proof of Claim 3. By induction on the complexity c(t). It is true for constants by definition of ∼, and if t is the term f t1 · · · tn , by (2) there exist constant symbols c1 , . . . , cn such that ti = ci ∈ ΣH for all M i, so that we have tM i = ci by the induction hypothesis. It follows that M M M M ⇐⇒ f M cM ⇐⇒ f (c1 , . . . , cp ) = c ∈ ΣH . M |= t = c ⇐⇒ f M tM 1 · · · tp = c 1 · · · cp = c



By the third equality axiom, one has f (c1 , . . . , cp ) = c ∈ ΣH if and only if f (t1 , . . . , tp ) = c ∈ ΣH . Claim 4 (satisfaction of a sentence) For a sentence σ, one has M |= σ ⇐⇒ σ ∈ ΣH . Proof of Claim 4. By induction on the complexity of σ. If r(t1 , . . . , tn ) is an atomic sentence and M c1 , . . . , cn are constant symbols such that ti = ci ∈ ΣH for every i, then tM i = ci by Claim 3, so M M M M M |= r(t1 , . . . , tn ) ⇐⇒ (tM ⇐⇒ (cM ⇐⇒ r(c1 , . . . , cn ) ∈ ΣH . 1 , . . . , tn ) ∈ r 1 , . . . , cn ) ∈ r



By the fourth equality axiom, r(c1 , . . . , cn ) ∈ ΣH if and only if r(t1 , . . . , tn ) ∈ ΣH . If σ is the sentence α ∧ β, then M |= α ∧ β ⇐⇒ M |= α and M |= β ⇐⇒ α ∈ ΣH and β ∈ ΣH =⇒ α ∧ β ∈ ΣH . Since ΣH is complete, the converse of the last implication also holds. If σ is ¬α, the result holds again by completeness of ΣH . If σ is ∃xα for a formula α(x) of lower complexity, then M |= σ ⇐⇒ there exists c ∈ M such that α((c)) ∈ ΣH . By the existential quantifier axiom and modus ponens, this implies ∃xα ∈ ΣH . Conversely, if ∃xα ∈ ΣH , then there is a constant symbol c such that α((c)) ∈ ΣH by (2) and modus ponens. Claim 5 The L-theory Σ has a model. Proof of Claim 5. By the previous Claim, M is an LH -structure that is a model of ΣH . As L ⊂ LH , the restriction LM of LM H to the language L provides a natural interpretation for L in M . As Σ ⊂ ΣH , the structure (M, LM ) is a model of Σ. Remarks. 1. This shows in particular that Σ |= σ if and only iff Σ ` σ. 2. We have shown that Σ has a model M that embeds into N, i.e. that is countable. In particular, the Lf ield -theory of the real numbers R with its natural structure has a countable model F that satisfies all the Lf ield -sentences satisfied by R. 3. (The hypotheses ‘L and V are countable’ can be removed assuming the Axiom of Choice, one of whose equivalent formulations asserts that any set can be well ordered: under this assumption, instead of enumerating formulas (ϕn )n>1 and building the theories Σn inductively on the natural number n as is done in Lemma 2.23 and Theorem 2.24, one chooses a well-ordering (ϕα )α>1 on the set of formulas and builds Σα by transfinite induction (see Chapter 4).) Corollary 2.25 (Compactness Theorem) Let L be a countable language, and Σ a theory using countably many variables. Then Σ has a model if and only if every finite subset Σ0 ⊂ Σ has a model. Proof. If M is a model of Σ, then M is also a model of every (finite) subset of Σ. The converse is the important direction. One has Σ has a model ⇐⇒ Σ is coherent ⇐⇒ every finite subset of Σ is coherent ⇐⇒ every finite subset of Σ has a model.
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2. A COHERENT THEORY HAS A MODEL



Remark. The Compactness Theorem is a semantic corollary of the Completeness Theorem. Corollary 2.26 Let L be a countable language and Σ a theory using countably many variables. If Σ has finite models of arbitrary large cardinalities, then Σ has an infinite model. Proof. For every natural number n > 1, let Mn be a model of Σ having size at least n. Let C = {cn : n > 1} be a set of new constant symbols and let L = L ∪ C. Let Σ = Σ ∪ {cn 6= cm : n 6= m}. If Σ0 ⊂ Σ is a finite subset, then there is a natural number k and a finite Σ0 ⊂ Σ of size at most k such that Σ0 ⊂ Σ0 ∪ {cn 6= cm : n 6= m, n, m 6 k}. If follows that Mk is a model of Σ0 in the language L (one interprets the constants {cn : n 6 k} by pairwise distinct elements of Mk and the constants {cn : n > k} by any element for n > k). As this holds for any finite subset Σ0 ⊂ Σ, the theory Σ has ¯ M ) by Corollary 2.25. M must be infinite since the interpretations of the constants of a model (M, L C are pairwise disjoint, and M is also a model of Σ. We finish by giving an explanation for the name of the Compactness Theorem 2.25. Let L be a language and SL (or simply S) the space of complete satisfiable L-theories using variables in V (recall that Σ is complete if for all L-sentence σ, either σ or ¬σ is in Σ). We provide S with a topology by defining a basis of open sets. For any L-sentence σ, we define the basic open set [σ] by n



o



[σ] = Σ ∈ S : σ ∈ Σ . For any two L-sentences σ and τ , using completeness and satisfiability of any Σ ∈ S, one has n



o



n



o



[σ] ∩ [τ ] = Σ ∈ S : σ ∈ Σ and τ ∈ Σ = Σ ∈ S : σ ∧ τ ∈ Σ = [σ ∧ τ ]. It follows that the set of basic open sets is closed under finite intersections and does form a basis of S open sets. By definition, an open subset of S is of the form σ∈Σ [σ] for any set Σ of L-sentences. Also, using the completeness of any Σ ∈ S again, one has n



o



n



o



S \ [σ] = Σ ∈ S : σ ∈ / Σ = Σ ∈ S : ¬σ ∈ Σ = [¬σ]. It follows that any basic open set [σ] is clopen (i.e. both closed and open) and that a closed subset of T S is of the form σ∈Σ [σ] for any set Σ of L-sentences. We write S(Σ) this closed subset, which is the subset of S whose elements contain Σ. Remark. With these notations, an L-theory Σ is satisfiable if and only if S(Σ) is not empty. Proof. If S(Σ) is not empty, there is a satisfiable theory that contains Σ, so Σ is satisfiable. If Σ has a model M , then Th(M) is a complete satisfiable theory that contains Σ hence belongs to S(Σ) . Corollary 2.27 If L and V are countable, S is a compact Hausdorff topological space. Proof. If Σ1 and Σ2 are two distinct elements of S, there must be a sentence σ in Σ1 \ Σ2 . As Σ2 is complete, one has ¬σ ∈ Σ2 , so that [σ] and [¬σ] are disjoint neighbourhoods of Σ1 and Σ2 T respectively. This shows that S is Hausdorff. To show that S is compact, let σ∈Σ [σ] = S(Σ) be an empty intersection of closed sets. By the above remark, Σ is not satisfiable. By the Compactness T Theorem, there is a finite subset Σ0 ⊂ Σ that is not satisfiable, so that σ∈Σ0 [σ] is empty. Remarks. 1. An example. In the language of fields Lf ield , the space SLf ield is a set, some elements of which are: the theory of the field Q of rationals, the theory of R, the theory of the field C of complex numbers, the theory of the finite field Fpn for every n etc. 2. S(Σ) is a closed subset of S hence compact for the induced topology. 3. One could have similarly defined a topology on the space of coherent complete L-theories and showed this space to be compact Hausdorff using the simple fact that a contradictory theory has a contradictory finite subset (without invoking Gödel’s Completeness Theorem). Gödel’s Completeness Theorem asserts that this latter topological space coincides with the former space S of satisfiable complete theories.



CHAPTER 3 THE COMPACTNESS THEOREM



The Compactness Theorem states that a countable theory Σ has a model provided that every finite subset Σ0 ⊂ Σ has a model MΣ0 . It is a semantic theorem that we derived from the Completeness Theorem using the fact that a formal proof involves only finitely many formulas. We shall construct a model of Σ built by an ultraproduct of the models MΣ0 , the ultraproduct construction being an important tool to build a structure M out of a family of structures Mi by controlling the theory of M in terms of the theories of Mi . This will provide another proof of the Compactness Theorem that does not rely on the syntactic notions defined in Chapter 2.



3.1 Filter, ultrafilter Definition 3.1 (filter) Let I be a set. A filter on I is a non-empty set F consisting of subsets of I such that 1. the empty set is not an element of F, 2. (finite intersection property) if J and K are in F, then so is J ∩ K, 3. (extension property) if J is in F, then so is any bigger K ⊃ J. Remark. These are properties that one would expect from very large subsets of I. Definition 3.2 (generated filter) Let I be a set and A a set of subsets of I. If, for all finitely many A1 , . . . , An in A, the intersection A1 ∩ · · · ∩ An is non-empty, then the set of all B ⊂ I such that there exists n and A1 , . . . , An in A with A1 ∩ · · · ∩ An ⊂ B is a filter on I called the filter generated by A. Examples 3.3 1. (trivial filters) For any non-empty subset J ⊂ I, the set singleton {J} generates a filter. The filters of this kind are called the principal filters on I, or the trivial ones. 2. (Fréchet filter) For any infinite set I, the set of cofinite subsets of I (those whose complement in I is finite) is called the Fréchet filter on I. 3. (filter of neighbourhoods) Let X be a topological space and x a point of X. A subset V of X is called a neighbourhood of x if there exists an open set O that contains x such that O ⊂ V . The set V(x) of neighbourhoods of x is a filter on X. If the topology on X is generated by a basis of open sets B, then V(x) is generated by those elements of B that contain x. 4. (filter of conegligible sets) Let X be a set, A an algebra of subsets of X (i.e. closed under finite intersections and taking complements) and µ a non-zero finitely additive measure on (X, A). That is, µ is a map from A to [0, +∞] such that µ(∅) is zero and µ(A ∪ B) = µ(A) + µ(B) for all pairwise disjoint A and B in A. An element A of A has comeasure zero if µ(X \ A) is zero. A subset B ⊂ X is conegligible if there exists an A ∈ A having comeasure zero such that A ⊂ B. The set of elements of A having comeasure zero is closed under finite intersections and does not contain the empty set as µ is non zero, hence generates a filter on X that corresponds to all conegligible subsets of X. In particular, if (X, B, µ) is a complete measure space, the conegligible elements of B form a filter on X.
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CHAPTER 3. THE COMPACTNESS THEOREM



Definition 3.4 (ultrafilter) An ultrafilter U on I is a filter that is maximal for inclusion. Lemma 3.5 (characterisation of ultrafilters) Let F be a filter on I. F is an ultrafilter if and only if for every subset J ⊂ I, either J or its complement I \ J belongs to F Proof. Assume that for every J ⊂ I either J or I \ J belongs to F. Let F 0 ⊃ F be a filter on I and let J ∈ F 0 . If I \ J is in F, then J ∩ (I \ J) is in F 0 , a contradiction. So J is in F and F is maximal. Conversely, if F is an ultrafilter, let J ⊂ I. If I \ J is not in F (in particular J is not empty), then we claim that A = F ∪ {J} generates a filter: as F is closed under finite intersection, it is enough to show that F ∩ J is non-empty for any F in F. But if F ∩ J = ∅, then F ⊂ I \ J, so I \ J is in F, a contradiction. We have shown that F ∪ {J} generates a filter, so J is in F by maximality of F. Example 3.6 The filter generated by a singleton {x} of I is a principal ultrafilter. Reciprocally, every principal ultrafilter is generated by a singleton. Remark. An ultrafilter U induces a measure µ on the (σ-)algebra of all subsets of X defined for every Y ⊂ X by putting µ(Y ) = 1 if Y ∈ U or µ(Y ) = 0 if Y ∈ / U. Lemma 3.7 (characterisation of non-trivial ultrafilters) Let I be an infinite set and U an ultrafilter on I. U is non-principal if and only if it contains all cofinite subsets of I. Proof. If U contains all cofinite subsets of I, it cannot be principal for otherwise it would contain a singleton {x} (the generating set), but also its cofinite complement X \ {x}, hence the empty set, a contradiction. If U is non-principal, U does not contain any singleton so U contains the complement of any singleton by Lemma 3.5, hence any finite intersection of such sets, that is, any cofinite set. Lemma 3.8 (obtainment of ultrafilters) Every filter F on I can be extended to an ultrafilter on I. Proof. Let C be the set of all filters on I extending F. Together with inclusion, C is a partially ordered set. We shall use Zorn’s Lemma, one of the equivalent formulations of the Axiom of Choice, to show that C has a maximal element. Zorn’s Lemma 3.9 Any non-empty partially ordered set C that is inductive (that is, each of whose totally ordered subset has an upper bound in C) has a maximal element. Let F = {Fj : j ∈ J} be a totally ordered subset of C. We write FJ for j∈J Fj and claim that FJ is an upper bound of F in C. The set FJ is a set of subsets of I, contains all the elements of F, and of Fj for every j ∈ J, does not contain the empty set (for otherwise one Fj would contain it) and satisfies the extension property (for any element of FJ belongs to a given Fj that satisfies the extension property). If A and B are elements of FJ , say A ∈ Fj and B ∈ Fk , as F is totally ordered, one has for example Fj ⊂ Fk , so that A ∩ B ∈ Fk hence A ∩ B ∈ FJ . This shows that FJ is a filter on J extending F and all elements of F. By Zorn’s Lemma, C has a maximal element, which is an ultrafilter extending F. S



Remark. This extension is hardly ever unique. Choosing one is choosing a precise notion of a ‘very large’ subset of I.



3.2 Cartesian product, reduced product, ultraproduct Definition 3.10 (Cartesian product of structures) Let (Mi )i∈I be a family of L-structures. The product of (Mi )i∈I is the L-structure (M, LM ) such that Y



1. M = Mi , i M M 2. c = (c i )i∈I for every constant symbol c, Y  3. f M a1 , . . . , an = f Mi (a1i , . . . , ani ) i∈I for every n-ary function symbol f and a1 , . . . , an in Mi , i
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3. CARTESIAN PRODUCT, REDUCED PRODUCT, ULTRAPRODUCT







4. (a1 , . . . , an ) ∈ rM ⇐⇒







(a1i , . . . , ani ) ∈ rMi for all i in I , for all n-ary relation symbol r in R



Y



and for all a1 , . . . , an in



Mi .



i



Y



Remarks. 1. If there exists a constant symbol c in L, then Mi is non-empty: being given the i M i family (Mi )i∈I , we are also given the family (c )i∈I . In general though, and Y in the case where the index set I is infinite, one may need the Axiom of Choice to ensure that Mi is non-empty. i M M i 2. For the equality symbol,Yone has (ai )i∈I = (bi )i∈I if and only if ai = bi for all i ∈ I, so =M is the usual equality in Mi . i



3. For every coordinate i0 , the i0 th projection



Y i



Mi −→ Mi0 is a morphism.



Example 3.11 Let us consider R as an Logp -structure. The Logp -structure on Rn is obtained by interpreting e0 as (0, . . . , 0), + as coordinatewise addition, − as coordinatewise inverse, and 6 as n (a1 , . . . , an ) 6R (b1 , . . . , bn ) if and only if ai 6R bi for all i. Similarly for the infinite product RN . Lemma 3.12 (equivalence relation induced Y by a filter) Let (Mi )i∈I be a family of L-structures, F a filter on I and let ∼F be the relation on Mi defined by i



(ai )i∈I ∼F (bi )i∈I ⇐⇒



o



n



i ∈ I : ai = bi ∈ F.



Then ∼F is an equivalence relation that is compatible with any n-ary function f M and n-ary relation rM , that is, the equivalences



a1 ∼F b1 , . . . , an ∼F bn



a1 ∼F b1 , . . . , an ∼F bn We write



Y F



imply



f M (a1 , . . . , an ) ∼F f M (b1 , . . . , bn ), and



{i ∈ I : (a1i , . . . ani ) ∈ rMi } ∈ F ⇐⇒ {i ∈ I : (b1i , . . . bni ) ∈ rMi } ∈ F.



imply



Mi for the quotient space modulo ∼F , and aF for the equivalence class of any a ∈



Y i



Mi .



Proof. As I belongs to F, the relation ∼F is reflexive. Symmetry follows from symmetry of equality. If a ∼F b and b ∼F c, one has n



o



n



o



n



o



n



o



i ∈ I : ai = bi ∩ i ∈ I : bi = ci ⊂ i ∈ I : ai = ci , hence i ∈ I : ai = ci ∈ F,



so a ∼F c, and ∼F is transitive. If a1 ∼F b1 , . . . , an ∼F bn , one has n



o



n



o



n



o



i ∈ I : a1i = b1i ∩ · · · ∩ i ∈ I : ani = bni ⊂ i ∈ I : f Mi (a1i , . . . , ani ) = f Mi (b1i . . . , bni ) ∈ F,



so f M (a1 , . . . , an ) ∼F f M (b1 , . . . , bn ). Similarly, one has n



o



n



o



n



o



n



o



i ∈ I : a1i = b1i ∩ · · · ∩ i ∈ I : ani = bni ∩ i ∈ I : (a1i , . . . , ani ) ∈ rMi ⊂ i ∈ I : (b1i , . . . , bni ) ∈ rMi ,



which proves the last statement. Remark. If F is the Fréchet filter on an infinite set I, the relation a ∼F b holds if and only if ai = bi for all but finitely many i in I. In the case where U is an ultrafilter on I, the relation a ∼U b holds if and only if ai = bi holds for almost every i in I (relatively to the measure µU ). Definition 3.13 (reduced product of structures) Let (Mi )i∈I be a family of L-structures, M their product, and F a filter on I. The reduced product of (Mi )i∈I is the L-structure (MF , LMF ) such that 1. MF =



Y



Mi ,  F



2. cMF = cM 



F



= (cMi )i∈I 



 F







for every constant symbol c,



3. f MF a1F , . . . , anF = f M (a1 , . . . , an ) 4. (a1F , . . . , anF ) ∈ rMF ⇐⇒



n



 F



for every n-ary function symbol and a1 , . . . , an in



Y i



Mi ,



o



i ∈ I : (a1i , . . . , ani ) ∈ rMi ∈ F for every n-ary relation symbol r.



In the particular case where all the structures Mi are equal to N , one writes N F instead of and call N F a reduced power of N .



Y F



N,
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Remarks. 1. By Lemma 3.12, the definitions of f MF a1F , . . . , anF and rMF a1F , . . . , anF do not depend on the choice of a representative for every ajF , so MF is well-defined. Y Y 2. The projection Mi −→ Mi is an L-morphism. 







F



i



3. If F is the trivial filter {I}, then ∼F is equality on



Y i



Mi so



4. If F is a principal filter generated by {J} for some J ⊂ I, then



Y YF



In particular, for the filter Fi0 generated by the point {i0 },



Mi equals



Y i



Mi .



Mi is isomorphic to



F Y



Fi 0



Y j∈J



Mj .



Mi is isomorphic to Mi0



(exercise). Exercise 3.14 (An example: reduced product of rings) Consider R with its Lring -structure again. The Lring -structure RN is the natural ring structure on the Cartesian power of R. Let F be a filter on N. Show that there is an ideal I of RN such that the reduced power RF is precisely the quotient  ring RN I. Show that if F is an ultrafilter, then the ideal I is maximal. Conversely, show that for  every ideal I of RN , there is a filter F on N such that RN I equals RF . Definition 3.15 (ultraproduct of structures) Let Y (Mi )i∈I be a family of L-structures, M their product, and U an ultrafilter on I. The structure Mi is called the ultraproduct of (Mi )i∈I . In the U particular case where every Mi equals N , the structure N U is called an ultrapower of N .



3.3 Satisfaction in an ultraproduct Łos’ Theorem 3.16 (satifaction in an ultraproduct) Let Y (Mi )i∈I be a family of L-structures, M their product, U an ultrafilter on I and MU the ultraproduct Mi . U



1. Let t be an L-term with no variable occurences. Then 



tMU = tM



 U



=







tMi







 i∈I U



.



2. Let σ be a sentence. Then n



Y U



o



Mi |= σ if and only if i ∈ I : Mi |= σ ∈ U. Y



Remarks. 1. Let t(x1 , . . . , xn ) be a term, ϕ(x1 , . . . , xn ) a formula and a1 , . . . , an elements of Mi . i 1 n Adding to the language n new Y constant symbols c1 , . . . , cn that we interpret as ai , . . . , ai in Mi 1 n and hence as aU , . . . , aU in Mi , one has U







tMU (a1U , . . . , anU ) = tMi (a1i , . . . , ani )



 U



, and



n



Y



o



Mi |= ϕ(a1U , . . . , anU ) if and only if i ∈ I : Mi |= ϕ(a1i , . . . , ani ) ∈ U.



U



Y



2. It follows that Mi satisfies ϕ(a1U , . . . , anU ) if and only if Mi satisfies ϕ(a1i , . . . , ani ) for almost U every i ∈ I (with respect to the measure µU ). Proof. We show that tMU equals (tM )U by induction on the complexity of t. If t is a constant symbol, this follows from the definition of cNU . If t is the term f t1 · · · tn , where the terms t1 , . . . , tn have lower complexity, then MU MU M M M M U tMU = f MU (tM ((tM 1 )U , . . . , (tn )U ) = f (t1 , . . . , tn ) 1 , . . . , tn ) = f



 U



= tM



 U



.



Let us show the second point of Łos’ Theorem by induction on the complexity of σ. If σ is the atomic sentence r(t1 , . . . , tn ), then 2. follows from the definition of rMU . If σ is the sentence σ1 ∧ σ2 , then Y U



Mi |= σ ⇐⇒



n



o



⇐⇒



n



o



⇐⇒



n



⇐⇒



n



n



o



i ∈ I : Mi |= σ1 ∈ U and i ∈ I : Mi |= σ1 ∈ U n



o



i ∈ I : Mi |= σ1 ∩ i ∈ I : Mi |= σ2 ∈ U o



i ∈ I : Mi |= σ1 and Mi |= σ2 ∈ U. o



i ∈ I : Mi |= σ ∈ U.
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Y



If σ is the sentence ∃xϕ for some formula ϕ(x), then some aU in



Y U



Mi such that



Y U



Mi satisfies σ if and only if there exists



U



Mi satisfies ϕ(a). Let c be a new constant symbol, and define its Y



interpretation in Mi to be ai . It follows that Mi satisfies ϕ(a) in L if and only if it satisfies the U sentence ϕ((c)) in L ∪ {c} (note that ϕ((c)) and ϕ(x) have the same complexity). By the induction hypothesis, one has Y U



Mi |= ϕ((c)) ⇐⇒ {i ∈ I : Mi |= ϕ((c))} ∈ U ⇐⇒ {i ∈ I : Mi |= ϕ(ai )} ∈ U.



As {i ∈ I : Mi |= ϕ(ai )} ⊂ {i ∈ I : Mi |= ∃xϕ}, the latter set belongs to U. To show the reverse implication, let J Y = {i ∈ I : Mi |= ∃xϕ} be in U. Using the Axiom of Choice, one may choose an element (ai )i∈I in Mi such that for every i in J, one has Mi |= ϕ(ai ), and ai is arbitrary in Mi for i i ∈ I \ J. It follows that the set {i ∈ I : Mi |= ϕ(ai )} contains J and hence is in U, and we finish as previously, adding one new constant symbol c to the language and interpreting cMi by ai , hence cMU by (ai )U . Note that all of the above holds if U is merely a filter on I. If σ is the sentence ¬τ , then Y U



Mi |= σ ⇐⇒



Y U



Mi 6|= τ ⇐⇒



n



o



i ∈ I : Mi |= τ 6∈ U.



Since U is an ultrafilter, one has n



o



i ∈ I : Mi |= τ 6∈ U ⇐⇒



so that one has



Y U



n



o



i ∈ I : Mi 6|= τ ∈ U,



n



o



Mi |= σ if and only if i ∈ I : Mi |= ¬τ ∈ U.



Example 3.17 (model of non standard analysis) Let R be considered as an Lring -structure, and let F be a filter on N and U an ultrafilter on N. By Exercise 3.14, the reduced power RF is a ring and the ultrapower RU is a field. The latter statement can be deduced again by Łos’ Theorem: RU has the same Lring -theory as R: it is a field of characteristic 0, every polynomial with coefficient in RU and odd degree has a root in RU . The map i : R −→ RU that maps a real number x to the element (x, x, x, . . . )U is an Lring -embedding, so that R can be seen as a subfield of RU . One can define a ordering 6 on RU by setting a 6 b ⇐⇒ b − a is a square ⇐⇒ RU |= ϕ(a, b), where ϕ is the formula ∃z(y − x = z 2 ). As ϕ defines a dense linear ordering on R that is compatible with the field structure of R, properties which are expressible by a Lring -sentence, it follows from by Łos’ Theorem that 6 also defines a dense linear ordering on RU that is compatible with the field structure on RU and extends the natural ordering on R (i.e. such that x 6 y implies i(x) 6 i(y) for all real numbers x and y). If the ultrafilter U is principal, then RU is isomorphic to R. If U is non-principal (i.e. contains every cofinite subset of N), then RU has infinitesimal numbers i.e. elements ε that satisfy 0 < ε < x for every real number x > 0, for instance 1 1 1 ε = 1, , , , . . . 2 3 4 







, U



1 as 0 < < x holds for cofinitely many n in N. It also has infinite numbers i.e. elements ω satisfying n ω > x for every real number x, for instance ω=



1 = (1, 2, 3, 4, . . . )U . ε



Note that as RU is a field, every non-zero element has a unique multiplicative inverse. As ε · ω = 1, we may write ω = ε−1 without any ambiguity. Corollary 3.18 (Compactness Theorem) Let Σ be a theory each of whose finite subset Σ0 ⊂ Σ has a model. Then Σ has a model.
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Proof. In the particular case where the language is countable, let (σn )n>1 be an enumeration of Σ and let Mn be a model of {ϕ1 , . . . , ϕn } for every natural number n, so that if σ is in Σ, one has Mn |= σ for all but finitely Y many n ∈ N. Then, for any ultrafilter U on N extending the Fréchet filter, the ultraproduct Mn is a model of Σ by Łos’ Theorem. U General case. Let I be the set of all finite subsets of Σ, and, for every i in I, let Mi be a model of i. For every sentence σ in Σ, let J(σ) be the subset of I each of whose elements contain σ, so that Mi |= σ as soon as i ∈ J(σ). For any ultrafilter U extending F = {J(σ) : σ ∈ Σ} (note that J(σ1 ) ∩ · · · ∩ J(σn ) contains {σ1 , . . . , σn } hence Y is never empty, so F generates a filter that can be extended to an ultrafilter), the ultraproduct Mi is a model of Σ by Łos’ Theorem. U



CHAPTER 4 ENUMERATION AND SIZE OF INFINITE SETS



4.1 Ordinal numbers Let X be a set. A binary relation 6 on X is called an ordering, or partial ordering, if it is reflexive antisymmetric and transitive. A binary relation < on X is called a strict ordering if it is antireflexive (i.e. if x 6< x for any x) and transitive. Every ordering 6 on X induces a natural strict ordering on X, written 0. Lemma 4.18 If A is a set of cardinals, then sup A is also a cardinal. Proof. sup A is an ordinal according to the previous section. If β < sup A is an ordinal, there exists a cardinal λ ∈ A such that β ∈ λ, so |β| < |λ| by definition of a cardinal. It follows that |β| < sup A. Definition 4.19 (aleph numbers) By Cantor’s Theorem, for any cardinal λ, there exists a cardinal κ > λ. The set of cardinal numbers µ such that λ < µ 6 κ is thus non-empty, and has a least element (that does not depend on λ) that we write λ+ and call the successor cardinal of λ. Using Lemma 4.18, we define an increasing enumeration ℵ of cardinals by putting ℵ0 = ω,



ℵα+1 = ℵ+ α,



and











ℵλ = sup ℵβ : β < λ for a limit ordinal λ.



ℵλ is called a limit cardinal. Lemma 4.20 Every infinite cardinal number is of the form ℵα for some unique ordinal α. Proof. Let λ be an infinite cardinal and consider the map i : λ −→ ℵλ that maps α to ℵα . Note that α < β implies ℵα < ℵβ for any ordinals α and β (by transfinite induction on β). In particular, the map i is well-defined, and injective, so that ℵλ+1 > λ. It follows that the class {α ordinal : λ < ℵα } is non-empty and has a least element β that satisfies ℵβ > λ. As λ is infinite, β cannot be 0. Nor can β be a limit ordinal, one has β = α + 1 so that ℵα 6 λ < ℵα+1 , hence λ = ℵα .



CHAPTER 5 MORE MODEL THEORY



5.1 Elementary substructures, elementary extensions Two L-structures N and M are called elementarily equivalent, which we write N ≡ M , if they have the same L-theory. This defines an equivalence relation on the class of all L-structures. Recall that N is an L-substructure of M , written N ⊂L M , if N is a subset of M containing all the interpretations of constants and closed under the interpretations of functions, and LN is the restriction of LM to N . We saw in the exercise sheets that if ϕ(¯ x) is a quantifier-free L-formula, N ⊂L M are two L-structures, and a ¯ is a tuple in N , then one has N |= ϕ(¯ a) ⇐⇒ M |= ϕ(¯ a). Definition 5.1 (elementary substructure, elementary extension) Let N and M be L-structures. N is an elementary substructure of M , written N ≺ M , if N is a substructure of M and for every L-formula ϕ(¯ x) and tuple a ¯ in N , one has N |= ϕ(¯ a) ⇐⇒ M |= ϕ(¯ a). One also says that M is an elementary extension of N . Remarks. 1. This defines a reflexive, transitive, antisymmetric relation on the class of L-structures. 2. If M is an L-structure and A a subset of M , we write L ∪ A for the language obtained by adding a constant symbol for every element of A and define the L ∪ A-structure MA to be (M, LM ∪ A), obtained from M by interpreting any m in A by m. If N is an L-substructure of M , then N is an elementary substructure of M iff the L ∪ N -structures NN and MN are elementarily equivalent. 3. If N ≺ K, M ≺ K and N ⊂L M , then N ≺ M . Recall that an L-embedding σ : N → M between two L-structures M and N is a map that preserves the language L. Lemma 5.2 (characterisation of embeddings) Let M, N be two structures and σ : N → M a map. 1. σ is an embedding if and only if, for every quantifier-free formula ϕ(¯ x) and tuple a ¯ in N , 



N |= ϕ(¯ a) ⇐⇒ M |= ϕ σ(¯ a) . 2. If σ is an isomorphism, then, for every formula ϕ(¯ x) and every tuple a ¯ in N , one has 



N |= ϕ(¯ a) ⇐⇒ M |= ϕ σ(¯ a) . Proof. 1. Assume that the equivalence holds and let c be a constant symbol, f an n-ary function symbol and r an n-ary relation symbol. Taking the atomic formula x = c and a = cN , one has  σ(cN ) = cM . Taking the atomic formula f (x1 , . . . , xn ) = xn+1 and ¯b = (b1 , . . . , bn ) and a ¯ = ¯b, f N (¯b)   in N , one has f M σ(¯b) = σ f N (¯b) . Taking the atomic formula r(x1 , . . . , xn ) and any a ¯ = (a1 , . . . , an ) in N , one has a ¯ ∈ rN if and only if σ(¯ a) ∈ rM . It follows that σ is an embedding. Conversely, if σ is an embedding, then the equivalence holds for atomic formulas: this can be shown first for a formulas of the form x = t(¯ y ) inductively on the complexity of the term t, and then for a quantifier-free formula ϕ by induction on c(ϕ).
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2. If σ is an isomorphism, we show the equivalence by induction on the complexity of formulas. It holds for atomic formulas by 1. It holds for a formula ¬ψ or ϕ ∧ ψ by the induction hypothesis. If ϕ(¯ x) is the formula ∃yψ(y, x ¯) (we assume without loss of generality that y does not occur in x ¯), then one has N |= ϕ(¯ a) ⇐⇒ there exists b ∈ N with N |= ψ(b, a ¯) ⇐⇒ there exists b ∈ N with M |= ψ(σ(b), σ(¯ a)), which is equivalent to M |= ϕ(σ(¯ a)). Definition 5.3 (elementary embedding) Let M, N be two structures and σ : N → M a map. σ is an elementary embedding if for every formula ϕ(¯ x) and every tuple a ¯ in N , one has 



N |= ϕ(¯ a) ⇐⇒ M |= ϕ σ(¯ a) .



(2)



Remark. An elementary embedding is an embedding. Examples 5.4 1. An ismorphism is an elementary embedding. 2. If M is an L-structure and M U an ultrapower of M , the map M → M U that sends an element x to the class (x, . . . , x, . . . )U is an elementary embedding by Łos’ Theorem. Lemma 5.5 Let M, N be two structures and σ : N → M an embedding. σ is elementary if and only if σ(N ) is an elementary substructure of M . Proof. As σ is an embedding, then N and σ(N ) are isomorphic. By Lemma 5.2, for every formula  a) . ϕ(¯ x) and tuple a ¯ in N , one has N |= ϕ(¯ a) ⇐⇒ σ(N ) |= ϕ σ(¯   On the other hand, σ(N ) ≺ M is equivalent to σ(N ) |= ϕ σ(¯ a) ⇐⇒ M |= ϕ σ(¯ a) . Lemma 5.6 (Tarski-Vaught test) Let M be a structure and N ⊂L M a substructure. If, for every L-formula ϕ(x, y¯) and tuple a ¯ in N , whenever one has M |= ∃xϕ(x, a ¯), there exists b in N such that M |= ϕ(b, a ¯), then N is an elementary substructure of M . Proof. We show that the equivalence N |= ϕ(¯ a) ⇐⇒ M |= ϕ(¯ a) holds for every tuple a ¯ in N by induction on the complexity of formulas. As N is a substructure of M , the equivalence holds for atomic formulas. If it holds for ϕ and ψ, it also holds for ¬ϕ and ϕ ∧ ψ. If ϕ is of the form ∃xψ(x, y¯), then N |= ϕ(¯ a) ⇐⇒ there exists b in N with N |= ψ(b, a ¯) ⇐⇒ there exists b in N with M |= ψ(b, a ¯) =⇒ there exists b in M with M |= ψ(b, a ¯) ⇐⇒ M |= ϕ(¯ a), and the missing implication is precisely the hypothesis. Theorem 5.7 (upward Löwenheim-Skolem’s Theorem) Let M be an infinite L-structure and κ a cardinal number. There is an elementary extension K of M such that |K| > κ. Proof. Let Σ(M ) be the L ∪ M -theory of M (sometimes called the elementary diagram of M ) and D a set of new constant symbols of cardinality κ. Consider the L ∪ M ∪ D-theory Σ = Σ(M ) ∪ Γ



where











Γ = c 6= d : c, d distinct elements of D .



Any finite subset Σ0 ⊂ Σ is the union of a finite subset of Σ(M ) and a finite subset of Γ involving constants symbols belonging to a finite set D0 ⊂ D. Choosing finitely many distinct elements (mk )k∈D0 of M , one defines an L ∪ M ∪ D-structure on M by considering (M, LM ∪ M ∪ (mk )k∈D ) where mk is arbitrary chosen in M for k ∈ D \ D0 . It follows that (M, LM ∪ M ∪ (mk )k∈D ) is a model of Σ0 . By the Compactness Theorem, Σ has a model (K, LK ∪ M K ∪ DK ). As K is given with interpretations of the constant symbols, there is a map i : D −→ DK ⊂ K sending c to cK . As K satisfies Γ, the map i is injective, so |K| > κ. As K satisfies Σ(M ), one has, for every formula ϕ(¯ x) and every tuple a ¯ ∈ M, M |= ϕ(¯ a) (in L) ⇐⇒ M |= ϕ((¯ a)) (in L ∪ M ) ⇐⇒ K |= ϕ((¯ a)) (in L ∪ M ) ⇐⇒ K |= ϕ(¯ a) (in L), so the L-structure (K, LK ) is an elementary extension of M .
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