






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Introduction to Thermodynamics - Damien Foster's Web Page

Oct 18, 2005 - 3.8 Heat Capacity and Specific Heat Capacity . . . . . . . . . . . 28. 3.9 Adiabatic ..... given by vâ€² = (âˆ’vx,vy,vz). Newton's second law, F = m a gives. 

















 Télécharger le PDF 






 298KB taille
 5 téléchargements
 323 vues






 commentaire





 Report
























Introduction to Thermodynamics Damien P Foster 18th October 2005



2



Contents 1 The 1.1 1.2 1.3 1.4 1.5



zeroth law of thermodynamics Definition of state . . . . . . . . . . Statement of the zeroth law . . . . The temperature . . . . . . . . . . Centigrade temperature scales . . . The ideal gas temperature scale . .



. . . . .



5 5 7 7 9 11



. . . .



13 13 15 16 19



. . . . . . . . .



21 21 21 22 24 25 25 27 28 30



4 The second law of thermodynamics 4.1 Reversibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.1.1 Reversible transformation . . . . . . . . . . . . . . . . 4.1.2 Irreversible transformation . . . . . . . . . . . . . . . .



33 33 33 35



2 Elementary kinetic theory 2.1 The ideal gas . . . . . . . . . . 2.2 The hydrodynamic limit . . . . 2.3 The pressure on a surface . . . 2.4 kinetic energy and temperature 3 The 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9



. . . .



. . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



. . . . . . . . .



first law of thermodynamics A first statement of the first law of thermodynamics Internal energy . . . . . . . . . . . . . . . . . . . . Work . . . . . . . . . . . . . . . . . . . . . . . . . . The work performed on a fluid . . . . . . . . . . . . Adiabatic transformations . . . . . . . . . . . . . . Caloric Theory and The Heat-Work Equivalence . . Thermodynamic equilibrium . . . . . . . . . . . . . Heat Capacity and Specific Heat Capacity . . . . . Adiabatic transformations for ideal gases . . . . . .



3



. . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . .



. . . . . . . . . . . . . . . . . .



4



CONTENTS 4.2 The Clausius statement . . . . . . . . . . . . . . . . . . . . . . 4.3 Heat engines . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.3.1 The efficiency of a motor . . . . . . . . . . . . . . . . . 4.3.2 The efficiency of a refrigerator . . . . . . . . . . . . . . 4.4 Carnot’s theorem and the Carnot cycle . . . . . . . . . . . . . 4.4.1 Carnot’s theorem . . . . . . . . . . . . . . . . . . . . . 4.4.2 Carnot cycle . . . . . . . . . . . . . . . . . . . . . . . . 4.4.3 Proof of Carnot’s theorem . . . . . . . . . . . . . . . . 4.5 The thermodynamic temperature scale . . . . . . . . . . . . . 4.6 Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.6.1 Clausius’ Theorem . . . . . . . . . . . . . . . . . . . . 4.7 Kelvin-Planck statement . . . . . . . . . . . . . . . . . . . . . 4.7.1 The equivalence between the Kelvin-Planck and the Clausius statements of the second law of thermodynamics



35 36 36 37 37 37 37 38 40 43 44 46 47



5 Thermodynamic potentials 49 5.1 Thermodynamic potentials . . . . . . . . . . . . . . . . . . . . 49 5.2 Convexity properties . . . . . . . . . . . . . . . . . . . . . . . 51 5.3 Introduction to phase transitions . . . . . . . . . . . . . . . . 52



Chapter 1 The zeroth law of thermodynamics 1.1



Definition of state



It is an experimental fact that, in the situations where it is possible to define a single pressure and volume (density) for a fluid, the properties of the fluid depend only on this pressure and volume, at least in the case of simple fluids (without magnetic or electrical properties). For a given pressure, p, and volume, V , it is not possible to know the history of the fluid. The coordinates (p, V ) hence define a state. Is is also known, experimentally, that when two systems A and B, the A B B same or different, initially in states (pA i , Vi ) and (pi , Vi ) are placed in A thermal contact their states evolve for a time, until some final states (pA f , Vf ) B and (pB f , Vf ) are reached. No further change occurs. The final states are not arbitrary, but are entirely defined by the initial conditions; no matter how many times the experiment is carried out, the final states are the same for a given set of initial states. The two systems are said to be in thermal equilibrium. There must exist a functional relationship between the states of A and B defining equilibrium. This functional relationship may be written F (pA , VA ; pB , VB ) = 0



(1.1)



We will abstain, for the moment, from saying that A and B are at the same temperature, because we have still to define what we mean by temperature. To enable us to do this, we shall use the zeroth law of thermodynamics. 5
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CHAPTER 1. THE ZEROTH LAW OF THERMODYNAMICS



Figure 1.1: A hot system is placed in contact with a cold system. The states of the systems evolve until a final set of states is reached. We say that the temperature of the hotter system is higher than the temperature of the colder system (ΘA > ΘB ) and that heat (Q) passes from one to system to the other. But what is the temperature? What is heat? The answer to the first question is in this chapter, and to the second is in Chapter 3.
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1.2. STATEMENT OF THE ZEROTH LAW



1.2
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Statement of the zeroth law



If a system C is in thermal equilibrium with two other systems A and B, then A and B are in thermal equilibrium. Note: A and B need not even be physically close. If C is in equilibrium with A when it is in contact with A, and then isolated, moved and found to be in thermal equilibrium with B when placed in thermal contact with it, then A and B would be in thermal equilibrium if placed in thermal contact even if this is not physically possible. C will give rise to the concept of thermometer.



1.3



Consequences of the zeroth law of thermodynamics and the temperature



If two systems A and C are in thermal equilibrium, then there exists a function F such that F (pC , VC ; pA , VA ) = 0. (1.2) If C is isolated, moved and placed in thermal contact with B and is found to be in thermal equilibrium with B, then there must also be a function G such that G(pC , VC ; pB , VB ) = 0. (1.3) The zeroth law of thermodynamics tells us that a consequence of both A and B being in thermal equilibrium with C is that A and B would be in thermal equilibrium if they were in thermal contact. This means that the states of A and B are related by a similar functional relationship, i.e. there must exist a function H such that H(pA , VA ; pB ; VB ) = 0.



(1.4)



Equations 1.2 and 1.3 may be rearranged: pC = f (VC ; pA ; VA ) pC = g(VC ; pB , VB ) ⇒ f (VC ; pA , VA ) = g(VC ; pB , VB ).



(1.5) (1.6) (1.7)



This last equation gives a functional relationship between the states of A and B, which is simply equation 1.4. Since equation 1.4 does not depend on
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CHAPTER 1. THE ZEROTH LAW OF THERMODYNAMICS



Figure 1.2: a) A and B are both in thermal contact C, but isolated thermally from each other. If they are both in equilibrium with C there will be no change in the states of the three systems. b) Now C is thermally isolated from A and B, which are placed in thermal contact. There is no evolution of the states, A and B are in thermal equilibrium. This is the zeroth law of thermodynamics.
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1.4. CENTIGRADE TEMPERATURE SCALES



VC , the VC dependence of f and g must cancel in equation 1.7. This implies a particular functional form for f and g. The most general forms for f and g such that the dependence on VC cancels is f (VC ; pA , VA ) = φA (pA , VA )ξ(VC ) + η(VC ) and g(VC ; pB , VB ) = φB (pB , VB )ξ(VC ) + η(VC ).



(1.8) (1.9)



Substituting back into equation 1.7 gives φA (pA , VA ) = φB (pB , VB ).



(1.10)



The argument follows through in the same way for any pair of systems, giving φA (pA , VA ) = φB (pB , VB ) = φC (pC , VC ) = Θ.



(1.11)



This tells us that thermal equilibrium is characterised by number, Θ, which is the same for each of the three systems even if these systems are different in type. In other words any two systems which are in thermal equilibrium may be characterised by the same value of Θ. This value is related to the state of of a system by an equation, φ(p, V ) = Θ, which is in general distinct for different systems, called the equation of state. The value of Θ is known as the temperature. Since its value is defined the same for all systems which are in mutual thermal equilibrium, it is only necessary to know the equation of state for one system, the thermometer, in order to determine its value for the others. Appropriately chosen, the temperature Θ enables an ordering of bodies from colder to hotter. So far we have shown the existence of a temperature, Θ, but we have given no information as to how it should be defined. There is a wide choice of definitions, all equally valid. Because of this arbitrariness, Θ is referred to as the empirical temperature.



1.4



Centigrade temperature scales



A temperature scale is defined with respect to a thermometer. In order to define a temperature scale it is necessary to identify: 1. A physical quantity which changes monotonically as heat is added. 2. Two physical fixed points, in order to fix the scale.
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It is usual to define a centigrade scale, i.e. a scale in which there are 100 degrees between the two fixed points. Since the temperature is arbitrarily defined, it is convenient to define the temperature scale to be linear in the physical quantity on which it has been defined. Taking into account these considerations, the empirical temperature is then given by the formula 



X − X0 Θ = 100 X100 − X0







,



(1.12)



where X is the physical quantity used to define the temperature scale. X0 and X100 are its values at the two fixed points. An example of a centigrade scale is the Celsius temperature scale (also colloquially called the Centigrade temperature scale). The Celsius temperature scale is defined on a mercury in glass thermometer. The physical quantity used to define the scale is the volume of mercury in the thermometer. Since the width of the tube used to make the thermometer is constant, the height of the column of mercury is proportional to its volume. The two fixed points chosen to define the 0◦ and the 100◦ are the freezing and boiling points of water (at atmospheric pressure). It is important to know the exact definition of a temperature scale (thermometer and fixed points). A mercury/glass thermometer and an alcohol/glass thermometer do not give the same temperature scales, even if for many practical uses the two are close enough to be taken as equivalent. As science and engineering become more advanced, scientists and engineers become more demanding on accuracy and standardisation of units. It is important, therefor, that the temperature scale used should be defined so as to be exactly reproducible anywhere. While the Celsius temperature scale is sufficient for weather forecasts, it is flawed as a temperature scale for modern science. The reason for this inadequacy is that the fixed points chosen, the freezing and boiling points of water, depend on the ambient pressure. As the pressure drops, the boiling point of water drops. At the summit of Everest it is not possible to make a good cup of tea, since the boiling point has dropped much below the boiling point at sea level. What is required are fixed points which are really fixed everywhere, on earth but also elsewhere. Considerable effort was made to find a temperature scale which could be defined in a universal way. Such a temperature scale exists; the Ideal Gas Temperature Scale.



1.5. THE IDEAL GAS TEMPERATURE SCALE



1.5
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The ideal gas temperature scale



It is found experimentally that, at sufficiently low pressures, all gases have the same pressure/volume dependence: pV = const. The quantity pV is the same, in the limit of low pressures, for one mole of any gas. This quantity changes monotonically as one heats. There are two fixed points which are absolute, i.e. do not depend on the pressure or any other quantity. The first is absolute zero, pV = 0. This is the smallest value of pV possible; it is not possible to have a negative pressure or volume. This point occurs when all thermal agitation has left the molecules, and, classically, there is no more kinetic energy left in the system. The second fixed point is the triple point of water. This is a special point on the water phase diagram where ice, water and water vapour coexist in equilibrium. This point occurs for a specific pressure and temperature, no matter where one is. It is possible to define a temperature based on pV , through the equation   pV , (1.13) T = lim p→0 nR where n is the number of moles, and R is the universal gas constant, fixed such that one degree in this temperature scale is the same as one degree Celsius. This temperature scale is the Kelvin temperature scale, or the Ideal Gas temperature scale. The two fixed points are at Tabsolute zero = 0K and Ttriple = 273, 2K (K = kelvin). R = 8.314. Since the two fixed points do not depend on the pressure, the temperature scale is defined in the same way everywhere. The equation pV = nRT is the equation of state for an “Ideal Gas”. In the limit p → 0, or V → ∞, the molecules of gas are on average very far from each other. This means that any interactions there may be between the molecules are, on average, negligible. A model for an ideal gas is a gas composed of point particles with no interactions between them.
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Chapter 2 Elementary kinetic theory 2.1



The ideal gas



Thermodynamics only deals with macroscopic physical quantities, such as the pressure and density, and not with the microscopic details. Here we make a little detour to look at a microscopic model: the ideal gas model. The molecules in a typical gas, (say a noble gas like He) interact via the Van der Waals interaction F (r) =



A B − r 13 r 7



(2.1)



The molecules do not like to be too close to each other; there is a strong short ranged repulsion, but if they are further than some distance r0 the force changes from repulsive to attractive. The force dies off as the distance becomes very large. This force is represented graphically in Figure 2.1 (A). We have seen in the previous chapter that all gases in the limit of zero density have the same pV behaviour, pV = nRT . In this limit the atoms essentially do not “see” each other, except when they collide. At such rare collisions they feel a strong repulsion. This suggests that a good model for such ideal gas behaviour is a gas of hard spheres, which have a force with distance variation as shown in Figure 2.1 (B). In the simplest models r0 = 0; the particles are taken to be point-like. In what follows we shall assume that we are dealing with an isotropic gas (all the spatial directions are equivalent). In reality this is not true, since on earth the gravitational force picks out one spatial direction as special. In practice this is only a very small effect if we consider a volume of gas small 13
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Figure 2.1: The force plotted schematically as a function of the distance between the molecules
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2.2. THE HYDRODYNAMIC LIMIT



15



enough. We imagine our small volume of gas to be placed in thermal contact with a heat bath, such that it is at some equilibrium temperature T . The molecules of gas will have a distribution of velocities. On average the gas will be taken to be stationary, and so there must be as many particles with a velocity ~v as with a velocity −~v .



2.2



The hydrodynamic limit



What is of interest to us in this course is a macroscopic description of fluids, for which we may define thermodynamic quantities such as pressure, temperature and density, or equivalently V . In much of these notes we shall be interested in equilibrium thermodynamics, in which we shall be assigning a unique value of these quantities for the entire system, but in general this need not be the case. It is useful to think a little more carefully about what we mean by pressure, density and temperature when they are not uniform throughout the fluid. The density, for example, is the number of particles per unit volume. But if the density is a function of postion, ρ(~r), then the question arises as to how to define the volume used to calculate the density. If this volume is too small then the number of molecules within the volume will be strongly fluctuating, and the density will not have a well defined value. If the volume is too large, then it will enclose regions of varying density, and the calculated value of the density will change as the volume is changed. It is often, but not always, the case that there exists an intermediate range of volumes, large with respect to the atomic scale but small relative to the macroscopic scale, over which the density is well defined and insensitive to the exact volume used. This is the hydrodynamic limit, or mesoscopic scale. This means that the density is a quantity which corresponds to an average over a large number of particles in the fluid. The same is true for the temperature. We are used to defining the pressure as the force per unit area. In a fluid the pressure is due to the collisions of the particles with the surface used for the measurement. If the surface is small enough (on the atomic length scale) there will be a collision from time to time, separated by periods with no collision. The pressure thus defined would be a strongly fluctuating quantity and of no use. In fact all practical methods of measuring the pressure involve large surfaces (at least on the atomic length scale) and measuring devices which react slowly relative to the time between collisions. The pressure of a gas is more correctly defined
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as the time-averaged force, averaged over a large number of collisions, per unit area.



2.3



The pressure on a surface



Consider one collision between a particle, of velocity ~v = (vx , vy , vz ), and a surface element S. It what follows we shall asssume that the collision between the particle and the wall is elastic. This is not necessary, but simplifies the discussion. Without loss of generality, we shall take the surface perpendicular to the x-axis. Since the collision is elastic, and the surface does not move, the particles velocity after the collision will be given by v~′ = (−vx , vy , vz ). Newton’s second law, F~ = m~a gives dvx F˜ = m , dt



(2.2)



where F˜ is the force of the wall on the particle. By Newton’s third law, the force of the particle on the wall is given by F = −F˜ . The collision will have a very short but finite duration, leading to F δt = I = −mδvx , = 2mvx .



(2.3) (2.4)



I is the impulse of the force F . An alternative form of Newton’s second law is written I~ = ∆~p where ~p = m~v is the momentum of the particle.
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2.3. THE PRESSURE ON A SURFACE



For the moment we shall consider only the subset of particles with a velocity vx in the x direction. Let ∆t be an interval of time for which there is a very large number of collisions with the surface element. We may define the average force felt by the wall during this interval, due to our subset of particles, as F¯ = IT /∆t. The total impulse IT is the impulse for one molecule, multiplied by the number of collisions, remembering that all the moelcules are for the moment assumed to have the same velocity in the x direction.
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S



Volume of molecules which hit in time ∆ t Since nothing particular changes in the y and z directions and to simplify the argument we shall take the velocities in these directions to be zero in what follows. If we start a stopwatch as the first particle hits the wall, the last particle to hit the wall in time ∆t was initially a distance vx ∆t from the wall. This means that all the particles in a box of sectional area S and length vx ∆t will hit the wall (see figure above). If ρ(vx ) is the number density of particles with velocity vx in the x direction, then the number of collisions of
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this type in time ∆t is ρ(vx )vx S∆t. The total impulse will then be IT = F¯ (vx )∆t = 2mρ(vx )vx2 S∆t.



(2.5)



Since the total (average) force F¯ is the sum over the average forces for each possible value of vx , then the pressure, p, on the wall is given by ∞ X F¯ 2mρ(vx )vx2 . = p= S v =0



(2.6)



x



The particles will have velocities ranging from vx = −∞ to +∞, but it is only those particles with vx ≥ 0 which will hit the surface, hence the sum in equation 2.6 is over the vx > 0. Since the gas is not moving, there are as many particles moving from left to right as from right to left, hence ρ(vx ) = ρ(−vx ). Also, the number of particles with a squared x component of velocity equal to vx2 is the sum of the numbers of particles with x component of velocity equal to vx and −vx , hence ρ(vx2 ) = ρ(vx ) + ρ(−vx ) = 2ρ(vx ). It is also possible to write ρ(vx2 )



N(vx2 ) = ρ N



where N(vx2 ) is the number of particles with the square of the x-component of velocity equal to vx2 , N is the number of particles and ρ is the number density of particle in the fluid. This enables us to rewrite the expression for the pressure as   ∞ X 1 p = mρ  N(vx2 )vx2  . (2.7) N 2 vx =0



The portion between square brackets is nothing but hvx2 i. Bearing in mind that hv 2i = hvx2 i+hvy2i+hvz2i and since the fluid was supposed to be isotropic, it follows that hv 2 i = 3hvx2 i, leading to 1 p = mρu2 , 3 where u= Warning: hvi2 6= hv 2 i.



p



hv 2 i



(2.8)



2.4. KINETIC ENERGY AND TEMPERATURE



2.4
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The kinetic energy and temperature of an ideal gas



For the ideal gas we have the state equation pV = nRT . The number of paricles in the gas is given by N = NA n, were NA is Avogadro’s number, the number of particles in a mole. Rearranging this equation, we find p = ρkB T were we have defined Boltzmann’s constant kB = R/NA . But from equation 2.8 we know that p = 13 ρu2 which leads to



u=



r



3kB T . m



(2.9)



The average kinetic energy per particle, e¯ = 21 mu2 , is related to the temperature through 3 e¯ = kB T 2



(2.10)



In fact this result is only valid for monatomic molecules. So far in this chapter we have only considered the kinetic energy associated with linear translations. The result above indicates that there is 21 kB T per velocity component, or per component capable of “storing” kinetic energy. In more complicated molecules it is also possible to store kinetic energy in the form of rotational kinetic energy. In diatomic molecules (see figure below) there are two axes of rotation possible, and these also store 21 kB T of kinetic energy each. It is beyond the scope of this course to prove this result, but the final result for diatomic molecules is 5 e¯ = kB T. 2



(2.11)
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Chapter 3 The first law of thermodynamics 3.1



A first statement of the first law of thermodynamics



The first law of thermodynamics states that energy is conserved in an isolated system. This means that the energy is conserved as long as both the system and the outside are taken into account.



3.2



Internal energy



We define the internal energy as the energy which is entirely contained within the body of system, and the nature of which we cannot determine from outside the system. It includes the kinetic energy of the particles when the system is stationary. If the system is moving, then the kinetic energy decomposes into the kinetic energy due to the overall movement of the system and that which is due to the relative movement of the particles. Likewise the internal energy includes the potential energy due to interactions between the molecules and atoms, but not the potential energy due to interactions with the outside, such as a gravitational potential energy due to the height of the system relative to some reference level. In our model of an ideal gas, it was assumed that there were no interactions between the molecules, and that the molecules were point-like. In this 21
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case the internal energy is simply the kinetic energy of the molecules. Using equation 2.10, the internal energy, U, is 3 U = nRT 2



(3.1)



for monoatomic molecules, and as before the 3 becomes 5 in the case of diatomic molecules.



3.3



Work



We know from mechanics that the work performed by a force corresponds to a form of energy. The work performed by a constant force, F~ , during the displacement of its point of application by ∆~r is W = F~ · ∆~r.



(3.2)



It has been assumed that the force is constant during the entire displacement, ∆~r, and that the displacement is in a straight line. What if the force is not constant or the path is not a straight line, or both? The correct procedure consists in cutting the path into infinitesimally small displacements d~ri over which the force F (~r) is constant. The work is then given by



W = =



lim



|d~ r|→0



Z



X



F~ · d~r,



(3.3)



segments



F~ · d~r,



(3.4)



ΓAB



where ΓAB denotes that the integral is performed following the path from A to B.
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It is tempting to identify dW = F~ · d~r and to treat the integral as a normal integral of a derivative of a function, i.e. Z Z WB ~ F · d~r = dW ΓAB



WA



= WB − WA .



It turns out that this is not possible. The quantity dW does not correspond to the derivative of a function in the usual sense, and the integral depends explicitly on the path over which it is performed. To remind us of this fact, an infinitesimal quantity of work is written dW ¯ , where the d¯ denotes the
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fact that the derivative is “inexact” (does not correspond to the derivative of a function) as opposed to the usual derivative which is said to be “exact”. To demonstrate that it is not possible to define the work as a function of the state of the system (or more simply as a function of state), consider the simple problem of the displacement of a block on a horizontal rough plane from the point A to the point B, as shown below. Two distinct paths are shown, one directly along a straight path of length 5 m, and the other along the two shorter sides of a right angle triangle, via the point C. The distance AC is 3 m and the distance CB is 4 m. The strength of the frictional force is proportional to the normal reaction between the block and the plane, which for a horizontal plane is simply the weight of the block. The orientation of the frictional force is such as to oppose movement. The work performed against the frictional force in order to displace the block along the two paths is given by WAB = 5µmg and WACB = 7µmg. These two are not the same, and so we see that in general the work depends on the path followed, and may not be expressed as a function.



3.4



The work performed on a fluid



Consider a quantity of gas contained in a cylinder, closed hermetically by a piston which is free to move. It will be assumed that there are no losses due to friction between the piston and cylinder.



Gas A
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y



x



The work performed on the gas in moving the piston is dW ¯ = F~ · d~r.



3.5. ADIABATIC TRANSFORMATIONS
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The displacement is d~r = −dx~i and the force applied is F~ = −F~i, such that the work is dW ¯ = F dx. The volume of the cylinder is V = Ax, and so the variation of the volume is dV = −Adx. The minus sign reflects that the volume has decreased in size. The exterior pressure is pext = F/A. Substituting, this gives dW ¯ = −pext dV. (3.5)



3.5



Adiabatic transformations



Let us consider a transformation for a fluid which is thermally isolated from the outside world, i.e. the only exchanges of energy with the outside are done in the form of work. Such a transformation is called an adiabatic transformation. Since the system receives work, and energy is conserved, this work must result in a change in the internal energy of the fluid, that is W = U(pf , Vf ) − U(pi , Vi ).



3.6



(3.6)



Caloric Theory and The Heat-Work Equivalence



During our discussions on the zeroth law of thermodynamics, it was stated that it was an experimental fact that when two bodies, A and B, at different temperatures, TA < TB , are placed in thermal contact then the two systems evolve until they reach thermal equilibrium at some intermediate temperature. The final temperature depends on the relative bulk of the systems. For example, if A and B were metal blocks, then the final temperature would be close to TA if the block A were very much larger than B and the opposite if B were very much larger than A. This is somewhat similar to what would be observed if two cylinders of water were connected, initially with different heights of water (see figure). The system evolves until the water levels are the same. The final height of water will be between the two initial heights, but the final height depends on the relative sizes of the cylinders. The analogy is clear, the temperature seems to behave like the water level in the above example. It is tempting to suppose that the process of reaching thermal equilibrium is achieved through the exchange of a fluid.
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This fluid was called the Caloric. The temperature of a body was supposed to be indirectly related to the amount of caloric contained in the body. The burning process could be explained using this caloric theory by assuming that the consumption of an object released all the caloric it contained, which passed into the surrounding objects. It could also be used to explain why, for example, when cutting or drilling metal the temperature increased. Both the material being drilled or cut and the tools used to do the drilling or cutting are consumed (the drill bit becomes blunt for example). The increase in temperature was clearly due to the release of caloric from the consumed materials during the drilling/cutting process.



initial height final height



initial height



B



A



The first person to suggest that the caloric theory was not adequate was the Compte de Rumford of Bavaria. He was charged with the supervision of the drilling of the bore of cannon to be used in battle. He noticed that even in the case that the drill bit was already blunt, the temperature of the cannon increased during the drilling process. The cannon were kept cool using water, which then boiled away. He noticed that no matter how long he drilled, he could carry on boiling water, and thus create caloric, even when the drill bit was no longer cutting, and thus not being consumed. He suggested that caloric was simply another form of energy, like heat and work. Others put this equivalence onto a sound footing, notably Joule. It is now customary to define the heat as the energy deficit between the change in internal energy and work in a general transformation, that is Q = ∆U − W



(3.7)



which becomes, for an infinitesimal transformation, dU = dQ ¯ + dW. ¯



(3.8)



3.7. THERMODYNAMIC EQUILIBRIUM



27



Note that, in the same way that W is not a function of state, neither is Q. It is still useful to think of heat flowing from one body to another. In equations 3.7 and 3.8 we have adopted the sign convention that Q and W are positive if they correspond to a transfer of energy to the system, and negative if the opposite is true. Notably, the work is the work performed by the outside on the system. Equation 3.7, or equivalently equation 3.8, is an alternative statement of the first law.



3.7



Thermodynamic equilibrium and quasistatic transformations



Thermodynamic equilibrium is defined by the following conditions: 1. Mechanical equilibrium: No net force on the system. 2. Thermal equilibrium: No net heat transfer to or through the system. 3. Chemical equilibrium: No net chemical reaction within the system. 4. No currents (matter, electric etc.). It is important not to confuse a system which is in a stationary state with a system which is in thermodynamic equilibrium. For example, a lake with a river flowing into it may be in a stationary state, if it loses enough water for the level to remain constant, either by evaporation or because another river flows from it, but the lake is not in an equilibrium state because condition 4 is violated; there is a flow through the system (the lake). On the other hand, a lake with no river flowing in or out, but in a climate where the humidity is high enough for the evaporation to be exactly compensated by condensation is in thermodynamic equilibrium. Even though it does exchange water molecules with the atmosphere, there is no net flow in any direction. It is only in the case of a system in thermodynamic equilibrium that one may define a value of T , p, ρ and so on for the whole system.
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Heat Capacity and Specific Heat Capacity



The heat capacity of a system is defined as the heat required to raise the temperature of the system by one degree celsius (or kelvin). This quantity depends not only on the amount of matter in the system, but also on the type of transformation the system undergoes during the adsorption. It is useful to define not the heat capacity, but the specific heat capacity in which the dependence on the amount of matter is removed. There are two principal types of specific heat capacity: molar and mass. The first is simply the heat capacity per mole, and the second is the heat capacity per kilogramme. Molar specific heat capacities are usually denoted by a capital ‘C’ and the mass specific heat capacities by a small ‘c’. We will mainly concern ourselves with the molar specific heat capacities. There are two main types of specific heat capacities considered. The first is the isochoric specific heat capacity, CV , defined as the heat required to raise the temperature of one mole of substance at constant volume by one degree celsius. The second is the isobaric specific heat capacity, Cp , defined as the heat required to raise the temperature of one mole of substance at constant pressure by one degree celsius. Constant volume CV : by definition, for one mole of substance kept at a constant volume: dQ ¯ = CV dT, and so one may write  ∂Q CV = . ∂T V But along an isochore, the volume is constant. Since we are considering an inifitesimal transformation, the transformation is necessarily quasi-static. One may then use the infinitesimal form of the first law of thermodynamics: dU = dQ+ ¯ dW ¯ . Since the work is defined as dW ¯ = −pext dV , and the volume is constant (dV = 0) the first law becomes dU = dQ ¯ and the constant volume molar specific heat capacity may be written:  ∂U CV = . (3.9) ∂T V For an ideal gas U = ANkB T , where N is the number of molecules and A = 3/2 if the molecules are monatomic and A = 5/2 if the atoms are



3.8. HEAT CAPACITY AND SPECIFIC HEAT CAPACITY



29



diatomic. The internal energy, U, is thus a function of only the temperature T . Note that nR = NkB and so U = AnRT . Substituting into equation 3.9, we find the result for an ideal gas:  ∂U CV = = AR. ∂T V This enables us to rewrite the expression for the (variation of the) internal energy of n moles of ideal gas in terms of CV : ∆U = nCV ∆T. Note that CV is a constant in the case of an ideal gas, although in general CV is a function of the temperature. In the same way one may define the specific heat at constant pressure. Constant pressure Cp : by definition, for one mole of substance kept at a constant pressure: dQ ¯ = Cp dT, and so one may write ∂Q Cp = ∂T







.



p



Once again one may apply the first law of thermodynamics dU = dQ ¯ + dW ¯ with dW ¯ = −pdV since we are considering a quasi-static transformation. Restricting ourselves to the case of an ideal gas, we may use the ideal gas state equation for one mole pV = RT . This implies that, for constant p, dV = Rp dT . Remembering that for one mole of ideal gas, dU = CV dT , we find dQ ¯ = (CV + R)dT which leads to the result Cp =



∂Q ∂T







p



= CV + R.



(3.10)



The relationship Cp − CV = R is known as Mayer’s relation, and is only valid for an ideal gas. It is convenient to define a constant γ = Cp /CV for an
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ideal gas. This enables us to rewrite the molar specific heats as γR γ−1 R = γ−1



Cp =



(3.11)



CV



(3.12)



The constant γ takes on the values ( 5 for monatomic molecules γ = 37 for diatomic molecules 5



3.9



Quasi-static adiabatic transformations for ideal gases



In this section we find a relationship between the pressure and volume for an ideal gas along an adiabatic transformation which is quasi-static. All three conditions shown in italics must be satisfied for the following to hold. The starting point is the differential form of the first law: dU = dQ ¯ + dW. ¯ The transformation is quasi-static, and so the transformation follows an infinite set of infinitesimally close equilibrium states. At each stage of the transformation we may set p = pext , and so dW ¯ = −pdV . Since the transformation is adiabatic (no heat transfer) dQ ¯ = 0. Since the gas is ideal, we may write dU = nCV dT . Substituting this information into the first law, we find nCV dT + pdV = 0, but, using the ideal gas state equation, p= Hence



and so



nRT . V



  RT n CV dT + dV = 0, V CV



dV dT +R = 0. T V
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The first term is a function of only the temperature, and the second term is only a function of the volume. We may thus integrate this equation without any problems, leading to: CV ln T + R ln V = constant. Using the relation 3.12 and exponentiating both sides, we find T V γ−1 = a constant. Using the ideal gas state equation, this may be written in its more usual form: pV γ = constant (3.13)
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Chapter 4 The second law of thermodynamics The zeroth law of thermodynamics gave us a definition of the temperature, whilst the first law of thermodynamics gave us the principle of conservation of energy, and so led to the definition of heat. These two laws alone are not sufficient to explain what is observed experimentally. Notably they say nothing about how systems evolve; for example why does heat spontaneously flow from the hotter to the colder body? For this we need a second law of thermodynamics. It will be the object of this chapter to define the second law of thermodynamics and to explore its consequences. In order to do this, it is necessary to introduce the notion of reversible and irreversible transformations.



4.1 4.1.1



Reversibility Reversible transformation



A transformation AB is reversible if it is possible, at any stage during the transformation, to change the direction of evolution of the system, and to return to A by exactly the same path. This is not possible except in the case where there is no dissipation: creation of sound waves, non-compensated forces (mechanical equilibrium not always respected), etc. It is therefore a necessary, but not sufficient, requirement that the transformation be quasistatic. 33
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Figure 4.1: A cylinder containing a gas at temperature Tg in contact with a heat reservoir at temperature TR , during a reversible transformation these two temperatures must be always the same (thermal equilibrium) and so Tg = TR = T .



p



fluid at temperature T



heat bath at temperature T
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Example: Isothermal expansion Consider the figure 4.1.1, which shows a cylinder containing a gas in thermal equilibrium with a heat source or reservoir. If the position of the piston is changed by a small amount such that the volume increases by an infinitesimal amount dV , the temperature of the gas will wish to decrease by an infinitesimal amount dT . The gas is infinitesimally cooler than the heat reservoir, and so an infinitesimal amount of heat dQ ¯ flows from the reservoir to the gas in order to restore the temperature of the gas to T . If we now imagine reversing the direction of the piston, such that the volume decreases by an amount dV , and so returns to its original value, then the temperature of the gas will tend to increase by an infinitesimal amount dT , becoming infinitesimally hotter than the heat reservoir, causing an infinitesimal amount of heat dQ ¯ to flow from the gas to the reservoir to restore the temperature to T . The transformation is thus reversible. Consider now the case where the system is not in (thermal) equilibrium. We shall take the temperature of the gas to be Tg > TR the temperature of the reservoir. If the piston is moved such that the volume of the gas increases by an infinitesimal amount dV , even if the temperature tends to decrease by an infinitesimal amount dT , the temperature of the gas will still be larger than the temperature of the reservoir, and heat will flow from the gas to the reservoir. If on the other hand the volume of the cylinder is decreased by dV , then the temperature of the gas will tend to increase, and the temperature of the gas will remain larger than that of the reservoir, and heat will again flow from the gas to the reservoir. The transformation in this case is not reversible.



4.1.2



Irreversible transformation



A transformation is irreversible if it is spontaneous, it occurs without explicit external action. This implies an arrow to time, giving the direction of evolution of the system.



4.2



The Clausius statement of the second law of thermodynamics



“There is no cyclical process which has as sole effect the transfer of heat from a cold body to a hot body.”
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4.3



Heat engines



In this section we introduce and use the concept of heat engine. A heat engine is an engine which converts between heat and work using a substance which evolves in a cyclical manner. There are two main types of heat engine: • A motor. This heat engine absorbs a quantity of heat, converts a proportion of it into work and rejects the rest as waste heat. • A refigerator. This heat engine uses work provided from the exterior to transfer heat from a cold body to a hot body. The interest in the study of thermodynamics, and heat engines in particular, stems from the industrial revolution and the introduction of steam engines. Since in the case of a motor the heat absorbed by the system comes from the combustion of some substance which costs money, and the work provided is wished to be as large as possible, it is natural to ask how efficient a heat engine is. In the case of a refrigerator, that which is provided, and which costs, is the work, and that which is sought is the removal of heat from the cold body. It is natural that the notion of efficiency in this case not be the same as in the case of a motor. We now introduce a quantitative definition of the efficiency, denoted η, in the two cases. In both cases the efficiency is defined as η=



4.3.1



What is wanted from the engine What is given to the engine



(4.1)



The efficiency of a motor



It is required that a motor should provide useful work. This means that the system which evolves cyclically must give up work, i.e. W < 0. If we define Q1 to be the heat absorbed by the system during one cycle and Q2 to be the heat released by the system during one cycle, such that the net heat absorbed by the system during one cycle Q = Q1 − Q2 . The heat Q1 absorbed by the system is, as stated above, provided by the combustion of some substance, which costs. The heat Q2 corresponds to heat released by the system to the outside world, and hence is no longer of any use. Using equation 4.1, it is natural to define the efficiency for a motor as ηmotor =



|W | . Q1



(4.2)
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This may also be written in terms of the heats, which will be useful later. Since the system evolves cyclically, the internal energy change during a cycle is zero. Applying the first law of thermodynamics to the cycle we find ∆U = W + Q1 − Q2 = 0. Remembering that W < 0 for a motor, |W | = −W = Q1 − Q2 . Substituting this into equation 4.2 we obtain ηmotor = 1 −



4.3.2



Q2 . Q1



(4.3)



The efficiency of a refrigerator



Using the same arguments as above, for a refrigerator what is wanted is the removal of heat from the cold sorce, which corresponds to the heat absorbed by the system, Q1 and what is provided is the work W > 0. Using equation 4.1, the expression for the efficiency of a refrigerator is



4.4



Q1 or W Q1 = Q1 − Q2



ηfridge =



(4.4)



ηfridge



(4.5)



Carnot’s theorem and the Carnot cycle



In this section we shall use the concept of heat reservoir or heat source. A heat reservoir is defined as a body large enough that finite heat transfers do not (significantly) change its state.



4.4.1



Carnot’s theorem



The efficiency of a heat engine which operates using two heat sources, one at temperature T1 and the other at temperature T2 < T1 , is maximal when the cycle is reversible.



4.4.2



Carnot cycle



A reversible cycle between two heat sources may only be made up of two isotherms (at T1 and T2 ) and two adiabatics. Adiabatics must be used; if the system were to exchange heat at a temperature other than T1 or T2 it would be out of thermal equilibrium, and so the transformations for which
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Figure 4.2: The Carnot cycle. AB is an isothermal expansion at temperature T1 , BC is an adiabatic expansion, CD is an isothermal compression at temperature T2 and DA is an adiabatic compression.
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Q1 B
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Q2



C V the temperature changes would have to be irreversible. A reversible cycle of this type is known as a Carnot cycle. The Carnot cycle operating as a motor is shown in figure 4.4.2. Since all the transformations are reversible, the cycle may be run as either a refrigerator or a motor.



4.4.3



Proof of Carnot’s theorem



Carnot’s theorem states that ηrev ≥ ηirrev . It is often simpler to prove that the opposite is false, and this is what we shall do here. This is known as a proof by reductio ad absurdum. Let us assume that ηirrev > ηrev . Let us consider coupling an irreversible cycle running as a motor to a reversible cycle running as a refrigerator as follows:
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T1 Q 1’



Q1 W



I Q 2’



R Q2



T2 We choose to couple the heat engines in this manner because the reversible cycle may be run as either a motor or a refrigerator by simply reversing the transformations. The numerical values of the heat transfers and work would be the same, but the directions of transfer would be reversed. Let us also define the heats Q′1 and Q′2 as the heats absorbed and released, respectively, by the irreversible cycle and Q1 and Q2 the heats absorbed and released, respectively, by the reversible cycle if it were running as a motor. For the two cycles we have W , Q1 W = . Q′1



ηrev = ηirrev



Since we have assumed ηirrev > ηrev , then W W > ′ Q1 Q1 =⇒ Q1 > Q′1 =⇒ Q1 − Q′1 > 0 This implies that the combined heat engine transfers heat from the cold source to the hot source without any exchange of work, i.e. spontaneously. This is forbiden by the Clausius statement of the second law of thermodynamics, and hence the assertion is false, and its opposite must be true, that is ηrev ≥ ηirrev . (4.6)
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There is an important corollary to this theorem. If the two cycles are reversible, but not necessarily the same fluid, volumes, etc., then the inequality must apply both ways (i.e. η1 ≥ η2 and η2 ≥ η1 ) and hence the efficiency of all reversible heat engines operating between two heat sources is the same, and must hence only depend on the temperatures of the heat sources. This important fact will be used in the next section to define yet another temperature scale, based on the efficiency of Carnot cycles.



4.5



The thermodynamic temperature scale



Throughout this section we consider the Carnot cycle operating as a motor. Carnot’s theorem tells us that the efficiency of a heat engine operating between two sources is maximal when the cycle is reversible, and further that this efficiency is the same for all reversible heat engines operating between the same two heat sources. This implies that the efficiency is a function of only the temperatures. This raises the question of the possibility of defining a temperature scale based on the efficiency of the Carnot cycle. It turns out that this is possible, and that it has the great advantage that the temperature scale is independent of the fluid used to realise the Carnot cycle. For this reason it is known as the Absolute Temperature Scale, or the Thermodynamic temperature scale. In order to see how to define the temperature scale, let us imagine two reversible motors operating using three heat sources at temperatures T1 > T2 > T3 , as shown below.



T1



Q1 WA



A Q2 Q2



T2 B T3



WB Q3



We choose the works WA and WB such that the heat released by the heat engine A is the same as that absorbed by the heat engine B. This means that,
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as far as the combined heat engine A+B is concerned, there is no exchange with the heat source at temperature T2 . This implies that the combined heat engine could be replaced by a single Carnot cycle operating between temperatures T1 and T3 , absorbing heat Q1 , releasing heat Q3 and giving up an amount of work WA + WB . The efficiencies are then given by Q2 Q1 Q3 = 1− Q2 Q3 = 1− Q1



ηA = 1 − ηB ηA+B This means that



(1 − ηA+B ) = Q3 /Q1    Q3 Q2 = Q2 Q1 = (1 − ηA )(1 − ηB ). Since the efficiency of a Carnot cycle is only dependent on the temperatures of the heat reservoirs, we have a functional equation of the form f (T1 , T3 ) = f (T1 , T2 )f (T2 , T3 ). This functional equation is satisfied if f is of the form f (T1 , T2 ) =



g(T2) . g(T1)



We shall define the absolute temperature scale such that Q2 T2A g(T1 ) = A = . g(T2 ) T1 Q1



(4.7)



Using this temperature scale the efficiency of a Carnot cycle operating between sources at temperatures T1A and T2A (T1A > T2A ) becomes η =1−



T2A . T1A



(4.8)
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Since the efficiency does not depend on the fluid used in the cycle, we shall now find the relationship between our newly defined temperature scale and the Ideal Gas temperature scale by considering explicitly a Carnot cycle using an ideal gas. Consider the Carnot cycle shown below in a (p, V ) diagram.



p A



Q1 B



D



Q2



C V The transformation AB is an isothermal transformation, and so the temperature is constant (dT = 0). Since the fluid is an ideal gas, dU = nCV dT , and so dU = 0. Using the first principle in its differential form, we find dU = dQ ¯ + dW ¯ = 0 =⇒ dQ ¯ = −dW ¯ . The work is defined as dW ¯ = −pext dV and since the transformation is reversible we may set pext = p. Again, since the fluid is an ideal gas, we may use the ideal gas state equation to eliminate p. Remembering that T = T1 is constant, we find that Z VB dV , Q1 = RT1 V VA   VB = RT1 ln (4.9) VA Using the same arguments, we find that  VD QCD = (−Q2 ) = RT2 ln V  C VC =⇒ Q2 = RT2 ln VD 



(4.10) (4.11)
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The four volumes are not all independent. B and C are connected by a reversible adiabatic and A and D are also connected by a reversible adiabatic. Since the gas is ideal, we may use the result T V γ−1 = const to connect them, and we find T1 VBγ−1 = T2 VCγ−1 and T1 VAγ−1 = T2 VDγ−1     VC VB = =⇒ VA VD This means that



Q2 T2 T2A = = A. Q1 T1 T1



(4.12)



Hence the absolute temperature scale is directly proportional to the ideal gas temperature scale. The constant of proportionality is chosen to be one so that the two temperatures are the same.



4.6



Entropy



In the Carnot cycle discussed in the previous section, the heats Q1 and Q2 were defined as positive. Q1 was the heat absorbed by the system during the isothermal transformation AB and Q2 was the heat released by the system during the isothermal transformation CD. We may therefore write Q1 and Q2 as Z B Q1 = dQ ¯ A Z D and Q2 = − dQ ¯ C Z C = dQ. ¯ D



We have seen in equation 4.13 that



=⇒



T1 Q1 = , Q2 T2 Q1 Q2 = . T1 T2
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Since T1 and T2 are constant, and there is no heat absorbed during the adiabatic transformations BC and DA, we deduce that for a Carnot cycle Z



B



A



dQ ¯ = T1



Z



C



D



dQ ¯ T2



Extending along the adiabatics, which amounts to adding zero to each integral, we find Z Z dQ ¯ dQ ¯ = . (4.13) A to C via D T A to C via B T ¯ This means that for the specific case of the Carnot cycle, the quantity dQ T seems to behave like an exact differential, and its integral does not depend on the path chosen. It is possible to show that this is true for any pair of reversible transformations between two states A and B. This demonstration is not given here, but is given in many standard thermodynamic textbooks. ¯ For the sake of this course we shall take it as given that dQ is an exact T differential, and thus we may define another function of state S, known as the entropy, for which dQ ¯ (4.14) dS = T along a reversible transformation. The definition of the entropy given in equation 4.15 is valid for reversible transformations; what happens if the transformation is irreversible? To see this we first introduce and discuss Clausius’ theorem.



4.6.1



Clausius’ Theorem



Carnot’s theorem told us that when there are only two heat sources, ηirreversible ≤ ηreversible . We will use an index 1 for the heat absorbed, an index 2 for the heat released, an index I for the irreversible cycle, and an index R for the reversible cycle. For a motor then 1−



=⇒



QI2 QR 2 ≤ 1 − , QI1 QR 1 QI2 QR T2 2 ≥ = , I R T1 Q1 Q1
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QI1 QI2 − ≤0 T1 T2



This result seems to suggest the general result for cycles, which is given without demonstration: I dQ ¯ ≤0 (4.15) T with the equality for a cycle which is reversible. This is Clausius’ theorem. For a cycle to be irriversible it is only necessary to have one irreversible transformation. The law of entropy increase Let us consider a cycle ABA composed of an irreversible transformation and a reversible transformation, shown below.



B irreversible



A



reversible



Clausius’ theorem tells us that I



dQ ¯ ≤ 0. T



Splitting the integral into the contributions due to the irreversible and reversible transformations we find Z Z dQ ¯ dQ ¯ + ≤ 0. B to A rev T A to B irrev T
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The reversible transformation may be reversed, and the irreversible not. Along the reversible transformation we may use equation 4.15 to find the result Z Z dQ ¯ dQ ¯ ≤ = SB − SA (by def of entropy) (4.16) A to B rev T A to B irrev T If we consider an infinitesimal cycle, then dS ≥



dQ ¯



. (4.17) Tsource Warning: Note that in equation 4.18 the temperature is the temperature of the source with which the system exchanges heat. In exactly the same way as the work is defined with respect to the external pressure (corresponding to the forces which work) with the external pressure replaced by the internal pressure only for the case of thermal equilibrium, the same is also true of the temperature. We may only assign one temperature to the system if the system is in thermal equilibrium, otherwise the only known temperature is the temperature imposed outside, i.e. the temperature of the heat reservoir. If the system is isolated there are no heat exchanges with the outside, and dQ ¯ = 0. Integrating equation 4.18 gives ∆S ≥ 0



(4.18)



with equality if the transformation is reversible. The entropy of an isolated system may not decrease. It is believed that the Universe is an isolated system. Hence the entropy of the universe may never decrease. In any practical P problem the entropy of the universe, ∆Su , is defined as ∆Su = ∆S + ∆Ssources . It is therefore possible for the entropy of the system to decrease, but this decrease would have to be at least compensated by an increase in the entropy in the heat sources the system is in contact with. Since in practice all transformations are irreversible, the direction of evolution of the transformation is given by the law of increase of entropy of the universe. This in turn gives the arrow of time.



4.7



The Kelvin-Planck statement of the second law of thermodynamics



In addition to the Clausius statement of the second law of thermodynamics, there is an alternative statement due to Lord Kelvin, and due to Planck. It
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states “There is no cyclical process whose only effect is the conversion of heat to work”. For the Kelvin-Planck statement to be another statement of the second law of thermodynamics, and not the statement of a new law of thermodynamics, it must be equivalent to the Clausius statement of the second law. We will now give a proof of this equivalence.



4.7.1



The equivalence between the Kelvin-Planck and the Clausius statements of the second law of thermodynamics



We wish to show that the Clausius statement implies and is implied by the Kelvin-Planck statement. What we will show is the equivalent statement that if one is not satisfied then the other must also not be satisfied. We shall do this in two steps. In the first step we will prove that if the Clausius statement is violated, then the Kelvin-Planck statement is violated. In the second step we will show that if the Kelvin-Planck statement is violated, then the Clausius statement is violated. Violation of the Clausius =⇒ violation of Kelvin-Planck In order to demonstrate that if the Clausius statement is violated, the KelvinPlanck statement is violated, we consider a composite heat engine composed as shown in the figure below. Hot reservoir



Q2



Q1



No work input Fridge



Motor



Q2



W=Q−Q 1 2



Q2 Cold reservoir



The refrigerator receives no work, but transfers Q2 from the cold source to the hot source. This is in direct violation of the Clausius statement of the second law. The motor however does not violate either statement, and is a
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perfectly acceptable motor. However when the two are coupled the net effect is as follows: There is no heat transfer with the cold source, the combined heat engine receives heat Q1 − Q2 from the hot source, which it converts entirely to work. Since all processes are cyclical this is in direct violation of the Kelvin-Planck statement of the second law. To prove the equivalence between the two statements, it only remains to prove that the violation of the Kelvin-Planck statement implies a violation of the Clausius statement. Violation of the Kelvin-Planck =⇒ violation of Clausius In order to demonstrate that if the Kelvin-Planck statement is violated, the Clausius statement is violated, we consider a composite heat engine composed as shown in the figure below. Hot reservoir



Q1 Motor



Q 1+2 W



Fridge



No heat released



Q2 Cold reservoir



The motor converts all the heat received from the hot source into work, and is thus in direct contradiction with the Kelvin-Planck statement, while the fridge is a perfectly acceptable fridge. The combined heat engine, however, transfers a quantity of heat equal to Q2 from the cold source to the hot source with no input or output of work, and thus does so spontaneously. This is in direct contradiction of the Clausius statement of the second law. The combination of these two demonstrations leads to the demonstration of the equivalence of the two statements.



Chapter 5 Thermodynamic potentials, equilibrium states and phase transitions 5.1



Thermodynamic potentials



The internal energy is an example of what is known as a thermodynamic potential. This is already familiar in the context of mechanics, where U corresponds to the potential energy of the system. Let us consider the differential form of the first law of thermodynamics dU = dQ ¯ + dW ¯ . This form of the first law is only applicable to quasi-static transformations, since we are explicitly considering infinitesimal variations. If we further restrict ourselves to reversible transformations, we may set dQ ¯ = T dS and dW ¯ = −pdV . The first law may then be expressed as dU = T dS − pdV.



(5.1)



At first sight this seems to be a restrictive thing to do, but since equation 5.1 only involves functions of state, it is sufficient to integrate equation 5.1 over any reversible transformation which transforms from the initial state to the final state of the system in order to calculate the variation of internal energy during any transformation, reversible or not. Equation 5.1 expresses the variation of U in terms of variations of the entropy S and of the volume V . Integrating this equation would naturally give U as a function of S and V . S and V are thus the natural variables 49
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for the problem. If additionally these variables are kept constant, such that dS = 0 and dV = 0, then equation 5.1 gives dU = 0. Remembering that this equation is only valid for an infinitesimal reversible transformation, we conclude that the condition dU = 0 is the condition for an equilibrium state when S and V are kept constant; in a system with S and V constant, the equilibrium states of the system correspond to the extrema of U. To be explicit, let us consider the familiar case of the pendulum. The system is defined as the pendulum (bob and rod), shown in the figure below. The internal energy of the system is simply the gravitational potential energy, i.e. U = mgh = mgl(1 − cosφ). The mass of the rod is taken to be negligible, and the volume of the bob is constant. φ l



h



Since the temperature is kept constant, and the bob remains in thermal equilibrium with the outside world, absorbing no heat, then the entropy, S, is constant. The equilibrium states are given by the extrema of U, in turn given by the condition dU = 0, or (mglsinφ)dφ = 0. There are two equilibrium positions, φ = 0 (hanging straight down) corresponding to the stable equilibrium position, and φ = π (balanced vertically up) corresponding to the unstable equilibrium position. Whilst it is nice to recover a simple result from classical mechanics in the context of thermodynamics, it is not often the case that a problem is expressed naturally in terms of the system volume and entropy. In general it is difficult to know what the entropy is, and it is rare that we may control it directly. It is rarer still that it remains constant during a given transformation. It would be useful to be able to define other potentials, naturally expressed in terms of other thermodynamic variables, more appropriate for a given thermodynamic problem. It is common in chemistry that experiments are carried out in an open test tube, and thus at constant pressure. A thermodynamic potential which has
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the pressure as one of its natural variables would be useful. What is required is the removal of the −pdV term in equation 5.1 and its replacement by a term involving the variation of the pressure, i.e. dU + pdV + A(S, p)dp = T dS + A(S, p)dp. For the right hand side of this equation to correspond to the derivative of a thermodynamic potential, which we shall call the enthalpy H, it must correspond to an exact derivative. This is the case only if A(S, p) = V . Thus dH = d(U + pV ) = T dS + V dp.



(5.2)



The enthalpy is thus related to the energy by a Laplace transformation, H = U + pV . Under the constraint that S and p are kept fixed, the equilibrium states correspond to the extrema of H. In an analogous fashion, two other thermodynamic potentials may be defined, which replace the entropy as a natural variable by the temperature. These two potentials are the Helmholtz free energy F = U − T S and the Gibbs free energy G = H − T S = U + pV − T S. In differential form, these give dF = −SdT − pdV dG = −SdT + V dp



(5.3) (5.4)



The extrema of F correspond to the equilibrium states for a system kept at constant temperature and volume, and the extrema of G correspond to the equilibrium states of a system kept at constant T and p. Equations 5.1–5.4 are all different expressions of the first law of thermodynamics.



5.2



Convexity properties of the Helmholtz and Gibbs free energies



The Helmholtz free energy F is defined as a Laplace transformation of the internal energy: F = U − TS (5.5) In differential form dF = dU − T dS − SdT = dQ ¯ − pext dV − T dS − SdT. =⇒ dQ ¯ = dF + T dS + SdT + pext dV.



(5.6) (5.7) (5.8)



52



CHAPTER 5. THERMODYNAMIC POTENTIALS



But since the transformation may be irreversible, dS ≥ system kept at constant volume and temperature,



dQ ¯ . T



Hence, for a



dF ≤ 0.



(5.9)



The Hemlholtz free energy is a decreasing function as equilibrium is approached, hence an equilibrium state corresponds to a minimum of F . By an analogous discussion, it may be shown that for a system kept at constant (exterior) pressure and temperature dG ≤ 0,



(5.10)



hence the Gibbs free energy decreases as equilibrium is approached, and an equilibrium state corresponds to a minimum of the Gibbs free energy.



5.3



Introduction to phase transitions



In the previous section we saw that the equilibrium thermodynamic state for a system, given a constant temperature and pressure, was given by the minimum of the Gibbs free energy. In this section we will talk of state in a different context. It is known that many substances, such as water, may exist in different forms, or states, known as solid, liquid or vapour. Due to this confusion of terms, in this section we shall refer to the ‘thermodynamic state’ when we mean state as defined before, and ‘state’ alone in the sense of solid, liquid and vapour. It is common experience that, at atmospheric constant, the state of a substance, such as water, depends on the temperature. The task of finding the state at a given temperature consists of determining the thermodynamic state corresponding to the minimum of the molar Gibbs free energy, g, and then determining to which state this state corresponds. The variation of the molar Gibbs free energy as a function of temperature is shown schematically in figure 5.3 for, say, the liquid vapour transition. The lines shown correspond to the local minima of the molar Gibbs free energy. When the line is solid the minimum corresponds to the absolute minimum, while when the line is dashed, the minimum is a local minimum. Figures 5.3 to 5.3 show plots of the molar free energy as a function of the density ρ when the liquid state is stable (figure 5.3), the vapour state is stable (figure 5.3) and both are stable (figure 5.3). The absolute minimum corresponds to the stable state. If another local minimum exists, it corresponds to a meta-stable
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Figure 5.1: The molar gibbs free energy g as a function of the temperaure T for the equilibrium liquid and vapour states of a pure substance. The solid lines correspond to the stable states while the dashed lines correspond to meta-stable states. g



liquid state metastable supercooled steam



Coexistance point both liquid and vapour states stable metastable superheated liquid Vapour state



T



state, which is a state which may exist for a short time as long as fluctuations in the system are not too great. This phenomenon is easily observed if pure water is heated through its boiling point. Boiling may be delayed past 100 degrees centigrade if the heating is done carefully. Once the temperature is above 100 degrees, boiling may be provoked either by a shock or by dropping into the water a grain of rice or any other small object. Both methods cause a fluctuation large enough for the water to “see” that it is not in the most stable phase. In figure 5.3 there is a special point where both the liquid states and vapour states have the same value of the molar gibbs free energy. This means that both states are stable, and that both states exist at the same time. In the liquid/vapour example, the vapour occupies a larger volume than the liquid. The molecules are also moving more rapidly and so the molar internal energy of vapour is larger than for the liquid. The consequence of these differences is that, even though the molar Gibbs energies are the same, the transition from one state costs energy, provided in the form of heat during the heating process. The first law of thermodynamics tells us that the amount of heat required is equal to the difference in internal energy plus the work required for the vapour to expand against the external pressure. The heat required to
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Figure 5.2: The molar gibbs free energy g as a function of the density ρ when the liquid state is stable and the vapour state is meta-stable.
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Figure 5.3: The molar gibbs free energy g as a function of the density ρ when both the liquid and vapour states are stable.
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Figure 5.4: The molar gibbs free energy g as a function of the density ρ when the vapour state is stable and the liquid state is meta-stable.
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transform one mole of substance from one state to another is known as the latent heat. In the case of the liquid/vapour transition it is known as the latent heat of vaporisation, and denoted Lv . Lv = q = (uv − ul ) + p(vv − vl )



(5.11)



where small letters refer to molar quantities, the index v refers to the vapour state and l to the liquid state.
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