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INTRODUCTION



When one wants to create a program which has to be executed by a computer, he has to write its source code. Such a code is a sequence of instructions which will be read by the computer, and then executed. However, a source code is not written in a “conventional” language, like English or French, but in a “programming language”. These are thus the link between one wants to do, and what a computer will actually do. The step that translates a source code into real computations is called compilation and the program which does the compilation is naturally called a compiler. We now have to make a clear difference between a language, which roughly is a set of words along with a set of syntaxic rules, and an implementation of this language. These two faces of a “programming language” involves a lot of researches: in a hand, there are computer scientists who work on how should be the languages of the future, or how should exactly behave a program. In the other hand, they work on how to implement these languages efficiently or to make them work on many platforms for example. Let’s have a look at the implementation side: there are several ways to treat a source code in order to make computations. . Native compilation : the source code is transcripted in assembly code1 (ASM) which is then assembled in machine code. For instance, gcc (C), g++ (C++) or GHC (Haskell) are native compilers. . Interpretation : the source code is not translated in ASM, but read by another program called interpreter, whose role is to execute the instructions directly from the code. Among interpreters, we can cite GHCi (Haskell) or the OCaml toplevel. . Source-to-source compilation : the source code is translated in another programming language, to be then compiled or interpreted. This is also used to adapt some code to exotic architectures. Js_of_ocaml can for exemple give us a Javascript code from an OCaml code. . Semi-compilation : the source code is translated to an intermediate language often called bytecode, which can be executed on a Virtual Machine. CPython, the main program used to execute python works this way, generating .pyc bytecode files which will then be executed. The advantage of this method is that a program can be executed on many platforms (given that the VM is available on them). 1 Assembly



code represents a code which is extremely close to the machine, but still readable by a human.
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. Just-in-Time (JIT) compilers : the idea here is to combine the advantages of the bytecode and the native compilation. The source code is translated in real-time to bytecode, and then to machine code (again in real-time). For instance, we can cite GNU CLISP (LISP) as a JIT compiler. The main goal of our work is to design and implement a (native) compiler in Haskell for an imperative language we created, called PFPL. The compiler is able to treat a PFPL source code, and performs several checking, on types or dimensions. It uses LLVM[5] to produce ASM code. The idea is to have a minimalistic but functional2 compiler. Haskell is a purely3 functional and research-oriented language, built on a call-by-need semantic model (which means that expressions are evaluated in a lazy way: only when their values are needed) which allows for exemple the use of infinite structures. We also use some classic compilation tools, to enforce the correctness of our compiler, and to concentrate on less trivial steps in the compilation (writing a parser is not exactly fun in this context). The rest of this document is organized this way: we first introduce more precisely PFPL, then we talk about the general organization of a compiler, and in what way our compiler follow this organization. The first steps of compilation are briefly explained in an other part. The last three parts are constituted of our main work on this project: typechecking, dimension checking, and code generation. An exhaustive grammar of PFPL is available in appendix.



2 which 3 well,



means here useable. almost.



CHAPTER



1 PFPL



PFPL is an imperative and procedural language that borrows syntax elements from several languages, mainly C and Haskell.



1.1



General features



A .pfpl file is contituted of a certain number of functions (or not) and a function called main which is the entry point of the program. Mutual recursion is implemented, and there is no need to use prototypes. Variables can only be local, have their type determined statically and cannot be casted (except by trust builtin functions we provide). The typing is static, strong, and explicit. We provide arrays (uni- or multi-dimensional), as well as structures. We decided that functions’ parameters will be passed by copy, but a specific syntax to make references can easily be implemented. Some control structures are classic (while, if), but one among all the others is quite special: the case of not only can compare a given expression to a single variable, or a harcoded constant, but can also deconstruct a structure in the spirit of the ML pattern-matching. This allows one to code ML-style functions on lists for example. This is an exemple of program that computes, using two different ways, the nth term of the Fibonacci sequence: function fibo1 (n :: Int) :: Int { if (n lexer "function f(x :: Int) { let y = 1; return x + y; } -- Test" [TokenFunction, TokenVar "f", TokenLeftPar, TokenVar "x", TokenType, TokenTInt, TokenRightPar, TokenLeftCur, TokenLet, TokenVar "y", TokenDecl, TokenInt 1, TokenSemiColon, TokenReturn, TokenVar "x", TokenPlus, TokenVar "y", TokenSemiColon, TokenRightCur] We see that white spaces, tabulations, comments are removed. The keywords like let are turned into the more abstract – and semantic – keyword TokenLet. This makes the future work on the source easier, since all the useless details were removed and a bit of abstraction has been introduced.
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3.1.1



A bit of theory



Lexical analysis mainly deals with lexical tokens, or simply tokens. They are units in the grammar of our langage, and we can classify them in a finite set of token types. Typically we can find . IDs : foo, fibo, . . . . Integers : 42, . . . . Reals : 1.618, . . . . The typing operator :: . The if statement and so on. The alphabetical tokens like if are also called reserved words or keywords. They are part of what one cannot use as an identifier. It is important to remark that blanks (newlines, tabs, spaces) are usually not tokens – excepted in Python for instance – since they have no semantic nor syntaxic value. This is the same for comments, for they are only used before compilation. Regular expressions Now that we know what we want to obtain (a token stream), and from what we start (a raw source code), let’s talk for a little while about the mecanisms that allow us to do that efficiently. The idea of parsing algorithms is to first get the regular expression describing each token. A regular expression, hereafter named regexp, is an alphanumeric characters sequence. Each regular expression stands for a set (possibly infinite) of string. We define an alphabet A as a finite set of character, a language over A as a sequence of characters belonging to A, and finally a regexp can be defined this way : Regular expression



r ::= |∅



empty language



|



empty word



|a



character a ∈ A



| rr



concatenation



| r|r



alternative (or sum)



| r?



star



Think the star as the “repetition” operator : r? = |rr? . For desambiguisation purpose, we allow the use of parenthesis and brackets. We also define that the operator, in increasing order of priority are the alternative, the concatenation, and the star. We said that we want to describe the tokens of our language with regexps, now we can do it ! For example, the regexp for the identifier if is simply if, the one for the signed integers is (−|)(0|1|2|3|4|5|6|7|8|9)(0|1|2|3|4|5|6|7|8|9)? and we can even describe real numbers (in usual computer notation) : (−|)(0|1|2|3|4|5|6|7|8|9)(0|1|2|3|4|5|6|7|8|9)? .(0|1|2|3|4|5|6|7|8|9)? We can see that regexps can grow a lot as the complexity of the languages expressed increases. This is why some additional symbols are defined : r+ =



rr?



r? =



r|



[a z] = a|b| . . . |z and then a integer is decribed by −?[0 9]+ . Quite cryptic, isn’t it ?
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Finite automata Now that we know what is exactly each token, or equivalently what shape can have each one, we are insterested in finding if a given string S has one of these shapes. In reality, the problem is bigger: not only we don’t know to what “token type” affiliate S, but S is a concatenation of tokens, so we have to find the type and the position in S. A certain class of mathematical and computational objects allows us to realize that. They are called finite automata. A finite automaton gives an answer to the question “For a finite word W, does my word belong to a given language A ?”. Formally, we can adopt the following definition : Definition 1. (F INITE AUTOMATON ) — A finite automaton on an alphabet A is a quadruplet (Q, T, I, F) where (i) Q is a finite set of states (ii) T ⊆ Q × A × Q is a set of transitions (iii) I ⊆ Q is a set of initial states (iv) F ⊆ Q is a set of terminal states This is an example of a finite automaton on the alphabet a, b which recognizes the language of words ending by a (a such language can be described by the regexp (a|b)? a1 ) : a, b



0



a



1



With Q = {0, 1}, T = {(0, a, 0), (0, b, 0), (0, a, 1)}, I = {0} and F = {1}. Now we can formally define how an automaton can recognize (or accept) if a word belongs to a language. Definition 2. (A CCEPTATION ) — Let A be an alphabet. We say that a word a1 a2 ...an ∈ A? is recognized (or accepted) by an automaton (Q, T, I, F) if and only if there exists a sequence s0 , s1 , ..., sn of states such that (i) s0 ∈ I (ii) ∀i ∈ [1, n − 1] , (si1 , ai , si ) ∈ T (iii) sn ∈ F At this point, we can recognize a word, or reject it, but our language is a bit more complex than that. Since it is the sum of the the languages constituting our tokens (a word is either a number or the keyword function, or if, and so on . . . ), we just have to get the finite automata that recognizes each token. There is a technique to get the finite automata recognizing the language described by a given regexp. We won’t discuss it here, since it is just algorithmic considerations. But we can see now how the language can be treated : from the regexp describing the different tokens, we get the automata which recognize each token, and our big result automaton is simply the union of these ones. A problem is still annoying us : how to split the character flux between tokens ? The answer is simple. When the automaton consume the flux, we keep in memory the last state that was final, and if the automaton fail, we split at the point, and start again with the remaining characters. 1 Curious,



isn’t it ?
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3.1.2



Lexer generators



It is usually very unconvenient to entirely rewrite a lexer. For languages with sufficiently simple grammar (such as PFPL, or even Python) there are softwares which take a grammar as an input, and generate an appropriate lexer. They are called lexer generators. One of the most famous is Flex (in C or C++), and in this work we use its Haskell fork: Alex. The generated lexers can be more or less complex and completes, for some there are several features that can be included in the output. A generated lexer can have a token position tracking and/or an error handling, which is useful for the user. It can also be modified to accept more exotic languages (like C).



3.2



Parsing



The goal of this step is to include the notion of syntax. We try to make the link between a source code and the grammar of the language.



3.2.1



Abstract Syntax Tree



Just after the lexer, the code is linear since it is under the form of a token stream. But the idea here is to turn it into a tree (more precisely a n-ary tree). This form will allow us to easily realize the rest of the compilation, with good performance. Trivially, we win a log(n) factor in many operations. The tree is specific: we want the atomic expressions to be in the leaves (constants, variables), and both the operators and the language builtins in the nodes. Such a tree is called a Abstract Syntax Tree, because it physically contains the syntax of the code it holds.



3.2.2



Grammars



We won’t discuss here about language theory since we judge it too far from our subject. But we can talk a little about the grammar of our language. Formally, a grammar is built with four objects: . A set of non-terminal symbols V. . A set of terminal symbols A 6= V. . An axiom A ∈ V . A set of production rules P ⊂ V × (V ∪ A)n , n ∈ N? If you take a look at the grammar in appendix, you will immediatly see what each object is. This is called the Backus-Naur Form, for instance: S ::= b|Sc ⇐⇒ V = {S}, A = {b, c}, A = S The | means that there are two production rules with the same left symbol. This way, our language is completely defined, and a "symbols" stream comes from the lexer (namely, the tokens). We now have to algorithmically turn the stream into a tree.
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3.2.3



Parsing tools



Like the lexer, a certain class of tools permits us to generate a suitable parser for our language. Yacc (the most famous, for C or C++) can do that, and so does Happy, the Haskell fork of Yacc. The idea is quite similar to the previous tool: it takes in input the grammar under the BN form, and returns us a ready-to-use parser. This parser takes himself a token stream, and returns an AST representing our source code, indicating if there are (and where they are) syntaxic errors. Here is an example of the output of the parser, with the same source code as the lexer part: *Main> parser . lexer $ "function f(x :: Int) :: Int { let y = 1; return x + y; }" Function "f" [("x",Int)] Int (Seq (Decl "y" (A (CstInt 1))) (Return (Just (A (Plus (Var "x") (Var "y") ) ))) )



CHAPTER



4 LET’S STUDY SOME TYPES



During the front-end, several checkings were performed on our code to verify its correctness. We will now introduce another check we do to see if it is coherent. This part is called typechecking



4.1



Why types are importants



Let’s take the example of an addition: it is obvious that we can’t add an integer and a boolean, this is a nonsense. In this part we will see why types are importants, and which ways of typing do exist. Types have been introduced in compilers to have more safety in what we do. A human knows that an integer can’t be added to a boolean, but how can our computer know that ? The intuitive idea is that an integer is not the same thing than a boolean, so to each value in the code, we associate a label, which will be its type. As soon as a variable is declared, we define that type it belongs to. The last step is to set up a pass that will check which verifies that each operation is applied on variables having the good type, and if it hasn’t the good type, the compiler mentions an error. We can say that types give sense to the language, we can bring informations in the code to te computer, this increases its knowledge, and the more informations we give, the better the computer can verify their coherence. Another advantage of types is that we don’t have to read the whole code of a function to understand what it consists in. For instance, if we have a function tolower, we don’t know want will be lowered: a string, a character, a list of strings, ... Without types, the only way to know is to read and understand the code (or to read the doc) of the function. With types, prototypes have been introduced, and if the function tolower lowers strings, its prototype will be: string tolower(string). It says that this function takes a string as parameter and returns another string. Types are useful to help the computer, but they also help programmers to know what functions do. There are various ways of typing, but the two main are dynamic typing and static typing. The difference lies in the moment when verifications are performed: while operations are executed, everytime they are executed or only once, before running the program?
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Dynamic typing The principle of dynamic typing is to type expressions only when needed, during the execution of the program: it is executed, and we verify that the type matches at each operation. As a consequence, functions can have various types of return, according to the context. One of the best known (and most used) language with dynamic typing is Python. An exemple of a function with different return types in Python: def foo(cond): if cond: return 1 else: return ’I am a string’ Here’s the output for two different cases: >>> foo(True) 1 >>> foo(False) ’I am a string’ This typing is easy to understand and to set up, but one of its disadvantages is that to be sure that all types in the program are correct, we need to test all cases in the code. An error can occur in a case but not in another, so if everything isn’t tested, there can still have remaining errors in the code. Static typing A language is statically typed if, before being executed, the code is passed through a typechecking step (often performed on compile-time, like in PFPL compiler, but some interpreters use a static typing). We can cite for example the language C, which is statically typed and inspired most of existing statically typed languages. The advantage of static typing is that it alerts us of type errors (or warnings) before running the program, once the typechecking has been done, the compiler can get rid of types informations, which implies that the code can run faster than a code written for a dynamically typed interpreter which must keep many informations on typing throughout the program.



4.2



PFPL’s type system and typechecking algorithm



The syntaxic analysis outputs a non-annotated AST (i.e. with no information on variables and functions). We will create variable environments which will allow us to typecheck the code and avoid prospective variable errors (e.g. redefining an existing variable). This pass performs not only the typechecking, it also ensures: . The respect of variables scopes; . Some other static verifications (e.g. is there a return in every function?). An environment is an associative map that associates a type to each variable or function. It is obvious that there can’t be two variables of the same name in a same environment. In PFPL, only functions ans sub-blocks (if, while, case of) own an associatad sub-environment. The environment a variable belongs is called its scope. The algorithm is the following: . A first environment is created, containing all the functions in the code (and their types). It checks if parameters aren’t repeated. This function won’t be accepted (double x):
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function f(x :: Int, x :: Int) :: Int { ... } . Once function’s environment has been constituted, an environment is created for each function, they will contain the variables declared in these functions; . The AST is recursively traveled, each recursive call returns the environment of the left son (which will be modified if a new variable is declared) and the left son annotated with the types of the expressions. Apart from that, the algorithm verifies if the following rules are respected. They must be read like this: everything over the line is called premises, and everything under the conclusions. A rule means that if we have the premises, then we have the coonclusion. Let x : τ mean "the type of x is τ", an environment is denoted Γ and Γ (x) is the type of x in Γ . We will write E ⇒ [Γ, E 0 ] to mean "E returns the modified (or not) environment Γ and the annotated AST E’". Γ + x : τ is the same as Γ ∪ {x : τ} and X Γ +∆=Γ + i : ∆(i) i∈∆−Γ



let x = e ⇒ [Γ + x : τ, let x = e] e:τ



x := e ⇒ [Γ, x := e] e : Γ (x)



if b then E else F ⇒ [Γ, if b then E 0 else F 0 ] b : bool E ⇒ [Γ 0 , E 0 ] F ⇒ [Γ 00 , F 0 ]



while b do E ⇒ [Γ, while b do E 0 ] b : bool E ⇒ [Γ 0 , E 0 ] case cond of {ci → Ei |i ∈ [1, n]} ⇒ [Γ, case cond of {ci → Ei0 |i ∈ [1, n]} cond : τ n ∈ N? ∀i ∈ [1, n], ci : τ ∀i ∈ [1, n], Ei ⇒ [Γi , Ei0 ]



E ⇒ [Γ , E ] 0



0



E; F ⇒ [Γ 00 , E 0 ; F 0 ] F ⇒ [Γ 00 , F 0 ] taking Γ 0 as current env.



print E ⇒ print E 0 E ⇒ [Γ 0 , E 0 ]



return e ⇒ [Γ, return e] f : (α, β, . . . ) → τ e:τ



We can see that: . The only language structure that modifies an environment is let, which inserts a variable in the current environment and throws an exception if this variable is already defined. . Variable assigment (:= operator) throws an exception if the new value hasn’t the same type as the old one. . For if, while, case of structures, a sub-environment is created (a copy of the current environment), but all the modifications on this sub-environment will be lost beyond the structure (e.g. a variable defined in a while block won’t be accessible anywhere, except in this block). . If a rule isn’t respected, an exception is thrown. This also applies if a variable is not found in the current environment. Previous rules don’t include expressions’ typechecking, we will now see how it works. PFPL types ar given by the following grammar: typ ::= | Int



Type integer



| Float | Bool



real boolean



| (typ, typ, . . . ) → typ



function
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We have another set of rules, defining how expressions have to be typed. Our algorithm also verifies these rules (in addition to previously seen rules). Let Num = {Int, Float} be the set of arithmetic types.



x : Γ (x)



op ∈ {+, −, ∗, /, %}



e1 op e2 : τ1 e1 : τ1 ∈ Num e2 : τ2 ∈ Num



e1 op e2 : bool op ∈ {and, or} e1 : bool



op ∈ {, ≤, ≥, =, 6=}



4.3



e1 op e2 : bool e1 : τ1 ∈ Num



τ1 = τ2



e2 : bool



e2 : τ2 ∈ Num



τ1 = τ2



not e : bool e : bool



Opening on types (or why types are so cool)



As we just saw, types are a good mean to statically verify if our code will work. But there are a lot more things that we can do with types. It has been proved years ago that types are closely related to logic, and in fact (through the CurryHoward isomorphism) every term in type theory is in correspondence with a term in logic (a proof term). Basically, we are talking about this correspondence: Value ⇐⇒ Proof Type ⇐⇒ Theorem The Curry-Howard isomorphism allows us to manipulate complex proofs by expressing them in a functional language with a sufficiently powerful type system. Coq, Isabelle, Agda are good examples of how powerful types and some theory on paper can accomplish. There are still many things that we can do with types, like performing static analysis, ensuring properties on algorithms before run-time, encoding natural integers, regularizing access to memory (see the Mezzo language, by the INRIA).



CHAPTER



5 DIMENSIONS



We here discuss of what is a dimension, why it can be useful to include them in a language.



5.1



On the utility of dimensions, related work



As we saw earlier, type are very important to get informations of correctness about the code before it is compiled. But in certain cases, we may need a more precise check. Namely, we may want to verify if the dimensions of our numeric values are compatible. With types, we can know when a real number is illegally added to an integer, but with dimensions we can check that a variable containing meters can only be added to a variable which also contain meters. To see a good working example, see [4]. The dimension analysis can be useful in a huge amount of domains, like scientific calculus, finance, physical simulation. It brings an additional security and helps (as types do) the programmer to design and read his code.



5.2 5.2.1



Dimension checking and inference What is a dimension



Let give ourselves a numeric type, say Float. We now annotate this type with a value that we call dimension. let x = 3.14 ~; let y = 300.0 ~ m^1.s^-1; In this example, x is a value with no dimension, and y is in meter per second. What we call a dimension is the entire expression m1 .s−1 , but the m, or the s are called units. The equationnal theory of dimensions is given in [4], so we won’t give it here. Though the formal grammar is worth to be describe here : 17
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α, β, γ, δ, · · · ::=



Dimension



| a, b, c



Base units (like kg, or m)



| τ, φ |1



Neutral element



|α?β



Product



|α



Inverse



−1



5.2.2



Dimension variables



Dimension checking and inference



Now we want to know if what we do with our floats is legal, for that we apply the same kind of check that we had with types. The rules are the following :



x∼α y∼β x∗y∼α?β



x∼α y∼α x+y∼α



Which means that we can determine the dimension of any kind of numerical expressions, and then check if everything is alright. To check, and infer the dimensions of expressions, we use a simple algorithm: to each new Float variable, we assign a fresh dimension variable if it’s a parameter or a hardcoded undimensionned variable (like in let x = 4.0∼;). If the dimension of the right member of the assignation is known, we assign it to our new variable. Every time an assignation is done, we check if the rules on dimensions are respected, else we throw an exception. To infer the return type of the function, we just use the method given by [4], with the unification. Then we have all the dimension of the function parameters and output. Note that if the dimension of parameters is unknown, the function will possibly be polymorphic in its dimensions.



CHAPTER



6 CODE GENERATION



In this part, we give details on how we transform the annotated AST output by the middle-end into an intermediate code representation. This pass is particular, because it actually contains two sub-passes. The first one consists in generating a code in an intermediate representation, and the second one modifies the obtained code to make it readable by LLVM.



6.1



LLVM



In PFPL’s compiler, we have chosen to use the compiler infrastructure named LLVM (Low Level Virtual Machine) which has many benefits: it makes a lot of code optimization, it looks after the whole back-end pass and it can generate a machine code for a big amount of architectures (x86, PowerPC, ARM, etc). Nowadays, LLVM is recognized and used by many compilers, for instance it is used by GHC (Haskell), Clang (C, C++, Objective-C), Rubinius (Ruby). There are two ways to communicate with LLVM in Haskell: use the bindings or generate a code in LLVM’s intermediate language called LLVMIR (LLVM Intermediate Representation). We have decided to use the second way, we generate a LLVMIR code and give it to LLVM which will then either execute it or generate an optimized assembly code. The main reasons why we use LLVM instead of building a homemade back-end are : . Unlike assembly languages, LLVMIR provides an unlimited number of registers. . Optimization passes have been proven efficient, they will always be better than the one we could have code ourselves. . It allows us to focus on the middle-end, we don’t spend time learning assembly. The intermediate language is strongly typed, but the type system remains simple. It has been designed in a way that allows the front-end to generate code easily, and expressive enough to make possible optimisations before machine deploy.
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6.2



LLVMIR, how it works?



LLVMIR is a SSA (Static Single Assignment) representation, which means that a variable can be affected at most once. Variables are split into versions, new variables are often indicated by the orginal name with a number (the version), so that every variable in the IR is unique. Here’s a simple example, to illustrate variables versioning: PFPL code: let x = 42; x := x + 2; Intuitive IR: %x = add i32 42, 0 x = add i32 %x, 2 Valid IR: %x1 = add i32 42, 0 x2 = add i32 %x1, 2 We can see a problem coming, if a variable is modified within a condition (in a while loop for instance), we have to be able to know which version of the variable we will use after the condition, if a variable is modified in a condition, its version will be then modified, but if the condition isn’t verified, the version is still the same and we need a way to get the good version to make the code run properly. SSA representation has a recommended concept to solve this conflict, called Phi node. A Phi node is an instruction used to select a value depending on the predecessor of the current block. We don’t use Phi nodes in our compiler, so we won’t expand on them. A way to pass through variable versioning is to use pointers for every variable we create. When a variable is declared, a new pointer is created, having the name of the variable, and every time the variable is called in the code, the pointer is dereferenced to retrieve its value. This is how we do in our compiler, it can seem pretty dirty, but our aim isn’t to make a powerful back-end, it really is to work hard on the middle-end pass. Our IR: %x = alloca i32 store i32 42, i32* %x %x1 = load i32* %x x2 = add i32 %x1, 2 store i32 %x2, i32* %x On the one hand the code is bigger and we create plenty of pointers, but on the other hand it is easier to generate because we don’t have to store versions of a variable. The LLVMIR code used to obtain the value of a variable will always be the same in the program, this implies an easier code generation algorithm.



6.3



Code generation algorithm



Now that LLVM and its intermediate representation have been introduced, we will explain how we generate a LLVMIR code from an annotated AST. The algorithm is divided into two parts. The first one will generate linear code representation, which can yet be transmitted to LLVM. The second corrects the code to let it be understandable by LLVM.
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6.3.1



Linear code representation algorithm



From the middle-end, we get an AST (which is a non-linear data structure) and we will have to output a list of LLVMIR instructions. There aren’t many ways to obtain a linear representation from a tree: we can either use a depth-first-search or a breadth-first-search to ensure that every node in the tree is handled. We here use a depth-first-search, by construction or the AST, if a statement A is called before a statement B in a PFPL code, then A will be placed before B in the depth-first-search, which is exactly what we want to output a coherent LLVMIR code. We use the depth-first-search the following way : when a node is visited, its corresponding LLVMIR code will be appended to the code generated in lower depths. The algorithm ensures to take care of every node and to put them in the right order. Temporaries generation The last thing we have to do in the first part is to be able to generate a LLVMIR code from an AST node. Each instruction has to be accessible further in the code, that’s why we have to find a suitable way store them and the SSA form allows to use temporaries (or temporary variables). A temporary variables starts with the % symbol and is viewed as a variable by LLVM. We need to generate temporaries for every instruction written in the AST. Consider for instance the folling LLVM code : let x = 42 + 1337 * y; As we explained it above, this instruction will generate a pointer to an integer. But the value that will be stored in the pointer isn’t directly readable: it’s an instruction too, we have to generate at least one more temporary, whose content will then be store in the pointer, containing the result of 42 + 1337 * y, but we will previously have to generate another temporary to store the result of 1337 * y and also temporaries to store 1337 and y. The corresponding LLVMIR code is: %t0 %t1 %t2 %t3 %t4



= = = = =



1337 %y mul i32 %t0, %t1 42 add i32 %t2, %t3



%x = alloca i32 store i32 %t4, i32* %x We can see that our temporaries are generated this way : %tX, with X starting from 0 and increasing every time a new temporary is needed. If we were using a procedural language, the generation wouldn’t have been hard, but we use Haskell which is a purely functional programming language: variables aren’t mutable. We had to find a way to generate fresh temporaries, considering the fact that we may have already generated temporaries before, we have to handle an index which will increase each time a temporary is generated. Our solution is simple, every time a node is visited, the current index is also received, the code uses this index to generate the temporaries it needs, can pass it to higher depths, and at the end of the visit, the new index is returned with the corresponding LLVMIR code, so that the new index can be used forward in the depth-first-search. This algorithm assures that a temporary isn’t declared twice (which would be impossible because SSA form denies it).



Implementation of a PFPL compiler with dimension checking and inference.



6.3.2



Code correction



The currently generated code isn’t directly readable by LLVM, we can’t store values in temporaries, we can only store results of instructions (such as add or mul). This is the reason why this post-pass exists: to correct the code. We can see in the code generated by the first part, that the only bad thing is the use of temporaries to store values and intructions instead of storing instructions only. The idea is to replace temporaries’ names by their values when they are needed, this is called constants spreading. At the end of the code generation, we have a list of instructions (such as %t0 = Constants spreading 1337) and we want to spread constants. A constant can be either a number (integer or float), a boolean (true or false) or an already-created temporary. Let’s say that we have X = Y in the instructions list, and Y is a constant, so we would like to spread Y instead of using X in further instructions, we will then be able to save a temporary. We loop over the instructions remaining, if an occurence of X is found, we replace it by Y. Once the end of the list has been reached, we can remove the instruction X = Y. For the code used before: let x = 42 + 1337 * y; Our compiler will output this LLVMIR code: %t2 = mul i32 1337, %y %t4 = add i32 %t2, 42 %x = alloca i32 store i32 %t4, i32* %x We now have a shortened and working code, and we can pass it to LLVM.



CHAPTER



7 CONCLUSION



All our work during this year has been very enriching for us, we improved our knowledge in mathematics as well as in IT. We learned many things about compilation, and we know what happens in a compiler. Developing our compiler has been long and working on a project during a whole year is new for us. At the end, we reached our goal: we can compile a PFPL code and pass it in LLVM, and everything works perfectly. Even if we didn’t completly code every part of the compiler (Alex, Happy, LLVM), our work on semantic and dimension analysis is consistent. We have the opportunity to write a research article about dimension checking, this is very exciting because we will be able to knock at a new door of computer science. Our work won’t be useless, more precisely our work on dimension checking, we intend to add dimension checking to an existing, powerful and open-source language, called Julia Programming Language[3], a project initiated by MIT researchers.
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APPENDIX



A LANGUAGE GRAMMAR



We show here the exact grammar of PFPL, in BNF (Backus-Naur Form). Program source



Program ::= | function var ( Args ) :: Type { Command } | Program Program



Function definition Function definition sequence Arguments



Args ::= |∅



No argument



| Arg



Single argument



| Args , Arg



Argument list



Arg ::= var :: Type



Argument Main structures



Command ::= | Com ;



Sub-structure



| if ( BExp ) { Command } Else | while ( BExp ) { Command } | case Exp of { Cases }



Condition Conditional loop Switch



| Command Command



Structure sequence Sub-structures



Com ::= | let var = Exp TypeIndic



Variable declaration



| var := Exp



Variable assignment



| print Exp



Standard output



| return Exp



Function return Type annotation



TypeIndic ::= |∅



No annotation



| :: Type



Annotation Else condition



Else ::= |∅



Else condition



| else { Command }
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Switch cases



Cases ::= | SingleCase



Single case



| Cases SingleCase



Case sequence Switch case



SingleCase ::= | Exp -> { Command } ;



Simple case



| _ -> { Command } ;



Joker General expression



Exp ::= | ( SubExp )



Parenthesized expression



| SubExp



Single expression Expression



SubExp ::= | var



Variable



| var ( ArgCall ) | AExp



Function application Arithmetic expression



| BExp



Boolean expression Function call parameters



ArgCall ::= |∅



No parameter



| SubExp



Single parameter



| ArgCall , SubExp



Several parameters



We add a simple language (arithmetic and boolean expressions) and type expressions: Arithmetic expression



AExp ::= | int



Integer



| float



Real



| Exp + Exp



Addition



| Exp - Exp



Substraction



| Exp * Exp



Multiplication



| Exp / Exp



Division



| Exp % Exp



Modulo Boolean expression



BExp ::= | true



True contant



| false



False constant



| Exp and Exp



Logical AND



| Exp or Exp | not Exp



Logical OR Logical NOT



| Exp eq Exp | Exp ineq Exp | Exp < Exp | Exp Exp | Exp >= Exp Type ::= | Int



Type Integers



| Float



Reals



| Bool



Booleans
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