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Evaluation and Optimization of the Robustness of DAG Schedules in Heterogeneous Environments Louis-Claude Canon and Emmanuel Jeannot Abstract—A schedule is said to be robust if it is able to absorb some degree of uncertainty in task or communication durations while maintaining a stable solution. This intuitive notion of robustness has led to a lot of different metrics and almost no heuristics. In this paper, we perform an experimental study of these different metrics and show how they are correlated to each other. Additionally, we proposed different strategies for minimizing the makespan while maximizing the robustness: from an evolutionary metaheuristic (best solutions but longer computation time) to more simple heuristics making approximations (medium quality solutions but fast computation time). We compare these different approaches experimentally and show that we are able to find different approximations of the Pareto front for this bicriteria problem. Index Terms—DAG, stochastic scheduling, robustness, makespan



F



1



I NTRODUCTION



The problem of scheduling an application modeled by a task graph with the objective to minimize its execution time (makespan) is a well-studied problem [12], [22]. For instance, in the context of heterogeneous computing, different heuristics have been proposed in the literature to minimize the makespan such as HEFT [31], CPOP [31], etc. However, there are a lot of other possible objectives than minimizing the makespan. Among these objectives the robustness has recently received a lot of attention [1], [5], [9], [13], [28], [29]. A schedule is said to be robust if it is able to absorb some degree of uncertainty in the task or communication durations while maintaining a stable solution. The reason why robustness is becoming an important objective is the recent focus on large systems that can be dynamic and where uncertainty in terms of workload or resource usage can be very important. For instance, the duration of the tasks that compose the application and the communications between these tasks are subject to some uncertainties (due to the unpredictability of the behavior of the application and its sensitiveness to the input data). It is important to note that the robustness alone is not a metric but it gives an idea of the stability of the solution with regards to another performance metric such as schedule length, load balance of an application, queue waiting time of batch scheduler, etc. Moreover, a brief look at the literature shows that despite the fact that robustness is a very intuitive notion there is no consensus on a single metric. Conversely, almost each paper uses its own metric depending on the studied problem and the general context of the work. Furthermore, there does not exist a comparison between these different metrics. Hence, it is not possible to decide which metric to use LORIA, INRIA, CNRS, Nancy University



when designing a heuristic. The contribution of this paper is to provide scheduling heuristics that optimize both robustness and makespan. To achieve this goal, we have proceeded in two parts. In a first part, we focus on comparing different metrics of robustness in the context of scheduling task graph on heterogeneous systems: we model an application as a set of tasks having precedence constraints. The performance metric we use is the makespan (the completion time of the application) and therefore, we look at the robustness of the makespan when tasks and communication may have variations (stochastically modeled by random variables) in their duration. Moreover, we try to see to which extend optimizing the makespan can help in optimizing the robustness. In other words, we try to answer the following question: are short schedules more robust that long ones? Therefore, the contribution of this first part is the following: we provide a comprehensive study of different robustness metrics in the case of task graph scheduling. We study how they are correlated to each other and whether robustness and makespan are conflicting objectives or not. In a second part, based on the study of the first part and our understanding of robustness, we address our main problem: scheduling an application with the objective of minimizing the makespan and maximizing the robustness. The context of this second study is the same as the previous one: a heterogeneous environment where machines have different speeds and capabilities for which the robustness of a schedule is even harder to achieve. In this case, designing a scheduling heuristic is a complex task. One reason is that evaluating the makespan and the robustness in presence of stochas-
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tic variations is a #P-Complete problem1 . Moreover, minimizing the makespan is an NP-hard problem [22]. Another reason is that in this problem the robustness and the execution time are not equivalent objectives and therefore it requires a bicriteria approach to find all the Pareto-optimal solutions (solutions that are nondominated) while these number of solutions can be very large and NP-hard to find. Based on that remark, we propose a suite of heuristics with two goals in mind. First, help the user to choose the trade-off between the computation time and the quality of the solution. Second, help the user to choose the trade-off between robustness and makespan. For the first trade-off (quality vs. computation time) we propose a genetic algorithm and very fast heuristics. For the second trade-off (robustness vs. makespan) each of the proposed heuristic is multi-objective and targets the approximation of the Pareto front (the set of Pareto-optimal solutions). Moreover, we present theoretical facts in order to prove that our multi-objective evolutionary algorithm (MOEA), directly inspired from NSGA-II [10] converges to set of Pareto-optimal solutions. Hence, it gives us a good approximation of the set of Pareto-optimal solutions. The remaining of the paper is organized as follows. In Section 2 we present the problem and the notations used in this paper. The first part of this paper is devoted to the analysis of the robustness. Several works dealing with robustness are detailed in Section 3. The robustness metrics we use are described in Section 4. In Section 5 we present the experimental setup we used for testing and comparing the different metrics and heuristics. Comparison of the metrics are shown and discussed in Section 6. The second part of this paper is devoted to the design of bicriteria (makespan and robustness) scheduling strategies. We propose a MOEA and prove its convergence in Section 7. Our heuristics are presented in Section 8. In Section 9 we provide the experimental evaluation of the proposed heuristics. Finally, conclusion and future works are given in Section 10.



2 2.1



P ROBLEM



DESCRIPTION



Models of Application, Platform and Execution



We consider an application modeled by a stochastic task graph. A stochastic task graph is a directed acyclic graph (DAG) where nodes represent tasks and edges dependencies between these tasks. Each node and edge is valuated to represent respectively the execution cost (number of instructions) and the communication cost (number of bytes to be transmitted). To model the uncertainty, i.e. the fact that these costs are not deterministic, we use discrete random variables (RV) to draw these costs. Each RV gives the probability that an execution or communication cost is in a given interval. The only assumption made about these RV is that the first two moments (mean and variance) are finite. 1. intuitively a #P problem consists in counting the number of solutions of an NP-complete problem.



The target platform is composed of a set of heterogeneous resources where each machine can communicate to any other machine. Each resource has different capacities in terms of network and communication speed. Scheduling consists in allocating tasks to the processors while respecting the precedence constraints (given by the edges of the DAG), and the resource constraints (no processor executes two tasks at the same time). In this work, we consider only eager schedule, this means that each task, once allocated to a processor, starts as soon as possible in the same order than given by the schedule : There is no arbitrary delay (or slack) specifically added in the schedule. Note that most of the scheduling heuristics (list, clustering, etc.) produce eager schedules. We use the related model [23] to simulate the task executions on the resources: each CPU i is given a value τi , the time to execute one instruction. This means that if the cost of a task Tx drawn from its random variable is cx , the execution time of this task on processor i is cx τi . To compute the communication time between two tasks we proceed similarly. For instance, if we assume that task x is allocated on processor i and task y is allocated on processor j, then the communication time is given by: li,j +dx,y ×Si,j , where dx,y is the communication volume (drawn by the random variable) between Tx and Ty , li,j is the latency between processors i and j, and Si,j is the time to send one data element between these two processors. Since we use random variables to compute communication and task execution times, the makespan (completion time of the schedule) of each execution of the tasks on the resources can be different: given a schedule, it is possible to have a very large number of realizations2 and hence a very large number of makespans. This poses two problems. First, a schedule usually specifies when a task must start. Due to the stochastic model we use, it is not possible to ensure the start time of each task. This is why we use only eager schedules to address this problem: tasks are dynamically executed using an eager strategy where they start as soon as possible on their allocated processor while respecting the order given by the schedule. The second problem is that we need to compute the distribution of the makespan in order to optimize our criteria. However, computing the distribution of the makespan is extremely difficult. Hagstrom [18] has shown it is a #P-complete problem when using discrete random variables. Therefore, having an accurate evaluation of this distribution is extremely costly. We detail how to compute the makespan distribution in the next section



2. a realization is computed by instantiating every computation and communication durations according to the random variables.
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2.2



Evaluating the Makespan Distribution



Given a schedule S we call fS the makespan probability density function (PDF). With fS , one can compute the probability that the makespan M is within two bounds R[xx12, x2 ] (noted (Pr[x1 ≤ M ≤ x2 ]) and is given by f (x)dx. We also use the cumulative distribution x1 S function (CDF) of the makespan FS . FS is the integral of the probability density function fS . Therefore, FS (x) gives the probability that the makespan of schedule S is lower than x (noted Pr[M ≤ x]). The PDF of the makespan comes directly from the distribution of the task duration and communication time. Computing the makespan distribution is a wellknown problem that has mainly been studied in the context of PERT graph [24], which is a model very close to the one used here. Therefore, previous results can be used to our context. Computing analytically the PDF or the CDF of the makespan is a difficult problem in the general case. However, sometimes, it becomes tractable, though computationally intensive. This is the case for task graphs with independent tasks and in which the paths do not diverge (an in-tree for instance). In this case, the distributions of each end times are independent and only two operations need to be considered (see [24] for the details). The first case is when a node x is the ancestor of another node y. The resulting distribution characterizing the end time of y is computed by adding the distributions of the end time of x and the duration of y. The sum of two distributions is computed by doing the convolution of the two probability density distributions and can be calculated numerically using Fast Fourier Transform (FFT)The other case is when two distributions are independent and join to another one. In this case we need to compute the maximum of the two distributions. The maximum of two independent distributions is done by multiplying their CDF.Here again, it can efficiently be calculated by finding the derivative of the probability density and integrating the result. In the general case, however, DAGs have a structure such that end time distributions are dependent. Then, computing the probability distribution of the makespan becomes intractable: in the general case, it is #P-complete. Several authors have proposed solutions to approximate the distribution of the makespan for this case. Among these methods, two methods are of interest for our case. A first method (called CorLCA in [7]) is based on the central limit theorem which states that the sum of random variables tends to be normally distributed. Every random variable is then simplified to its mean and standard deviation. They are indeed the only parameters needed to characterize any normal distribution. In this case sums are easy to compute by adding means and standard deviation and Clark’s moment matching approach [8] is used for computing maximums (which are again approximated as normals), where correlations be-



tween tasks end time distributions are obtained through lowest common ancestor (LCA) queries. The makespan is then obtained without any numerical method. Such a method has a good trade-off between computational speed and accuracy of the computed distribution. Thus, it can be use when fast evaluations are required (e.g., inside a greedy algorithm). The second method is the Monte-Carlo one (see [32]), which consists in computing a great number of realizations, in order to simulate the makespan a sufficient number of times to obtain a good approximation of the distribution. Moreover, it is possible to limit the inaccuracy of the obtained distribution by setting bounds that depend on the number of realizations. It constitutes our reference methods when precise results are required (e.g., for comparing different metrics). 2.3



The problem



Our goal is to provide scheduling strategies that optimize both schedule length and robustness. Once we have a distribution of the makespan, we have to define which metrics have to be optimized. Concerning the schedule length, we use the average makespan of the distribution. Indeed, minimizing this metrics means that on the average we minimize the overall execution time. The problem of defining robustness has been widely studied in the literature. There exists several metrics for describing the robustness of the schedule with regards to the makespan. The next two sections are devoted to the problem of defining the robustness and comparing the different possible metrics and we show that a good metric is the makespan standard deviation. More precisely, we justify the fact that the first two moments are sufficient to characterize the makespan distribution. Finally, let us sum up the problem. We are given a stochastic graph and a heterogeneous environment. The goal is to schedule the tasks on the processors such that the average makespan and the standard deviation of the makespan are both minimized. Since minimizing the makespan is known to be a NP-hard problem [22] and computing the makespan distribution is #P-complete, this problem is then in the class3 NP-hard#P-complete . Moreover, in the general case, both criteria are not completely dependent and several Pareto-optimal solutions exist. Hence, it requires bicriteria scheduling strategies.
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R ELATED W ORK



We start here by covering previous work on robustness metrics. How to measure robustness is a subject that has not yet led to a wide accepted metric. Several works propose different ways to measure this objective Ali, Maciejewski, Siegel and J.-K. Kim [1] do a good 3. a problem in class AB is solvable by an algorithm in class A with an oracle for solving a problem in class B [4].
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job in defining how to measure robustness: 1) defining the performance features that need to be robust, 2) identify the parameter that impacts the robustness 3) identify how a modification of these parameters impact on the performance features 4) identify the smallest collective variation of the parameters that make the performance features to violate acceptable variation. With this methodology the authors define a metric called the robustness radius that is the smallest variation of the parameters that make the performance features to exceed tolerable variation. In our case (scheduling tasks on heterogeneous system), the performance feature is the makespan, the parameters that impacts the robustness are the duration of each task and each communication. Hence, a schedule is said more robust than another one if it requires a greater change of durations to exceed some given bounds. The problem of that definition is that it is hard to take into account the fact that some change in task or communication duration are more likely to occur than others. Moreover, computing this metric requires a lot of effort and depends on the studied system. In order to simplify the computation of the robustness, England, Weissman and Sadagopan [13] propose to use the Kolmogorov-Smirnov (KS) distance between the CDF of the performance metric under normal operating condition and the CDF of the same performance metric when perturbations occur. The idea is that if the KS distance is large (close to 1) then the two distributions are different, and thus, that a perturbation has a large impact on the behavior of the studied system. However, in many cases, the performance metric under normal operating condition has only one value (think for instance of the arrival time of the train at a station). In this case, the distribution is a Dirac delta function and the CDF is a step function. Moreover, if this value is computed using the minimum of each intermediate event, the KS distance is always 1 whatever the way you organize the system. This means that this metric is not well adapted to the case where the performance metric has only one possible value, which is the case for the scheduling problem studied here. In [28] a subset of the authors of [1] proposes a new metric called the probabilistic metric. It is defined as the probability that the performance metric is confined within a given interval. They evaluate this metric against the robustness radius (called the deterministic robustness in the paper) and show that the probabilistic metric is preferable to the deterministic metric in the case of independent tasks scheduling. Other definitions of the robustness are available in ¨ oni ¨ and Marinescu [5] propose to use the literature. Bol the slack as a robustness metric. The slack of a task represents a time window within which the task can be delayed without affecting the makespan. The same authors suggest also to use the entropy of the performance metric distribution to compare schedules with the same makespan: given two schedules with the same makespan they conjecture that the one with the smallest entropy



is the most robust. In [29] the authors study another definition of slack and show that it is equivalent to the definition given in [5]. They propose two new robustness metrics for the scheduling problem. One is based on the average delay between the expected makespan and different realizations of the schedule under perturbation and the other is the ratio of realization that are late compared to the expected makespan. Moreover the authors show that minimizing the makespan is a contradictory objective with the problem of optimizing the robustness. This brief look at the literature on robustness metrics shows that there is no consensus. This exemplifies the need for a comparison and a systematic study of different metrics in order to determine how these metrics are correlated to each other. On the other side, few works had been done on robust scheduling. Most existing proactive methods are based on the insertion of slack or safety lead-time [9]. In [16], Gerasoulis et al. have studied the stability of the Dominant Sequence Clustering (DSC) algorithm [17] when task and communication durations are subject to bounded uncertainties. In Chapter 4 of [27], the sensitivity analysis of convex clustering is performed in the case of disturbance of computation durations. However, these two works use less general models than our stochastic graph one. Kim et al. [20] propose a scheme for digital integrated circuit sizing problems. In their approach, every statistic duration of the problem is reduced to a deterministic value and the problem is then solved. Their way to deal with uncertainty is to obtain this deterministic value by adding the mean and a multiple of the standard deviation of the stochastic duration. Other works consider making use of possibility theory [11] that is more adapted to model imprecision. Fargier, Fortemps and Dubois [14] apply fuzzy logic to PERT as the evaluation of the makespan possibility distribution4 is simpler than the evaluation of the probability distribution. They proposed to use pessimistic decision rules to obtain robust scheduling, however it cannot give the same insight than using usual stochastic evaluation and misses thus some stochastic aspects.
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R OBUSTNESS M ETRICS



As there is no consensus on a good metric definition, we compare most metrics proposed in the literature to each other5 . For our problem, the robustness we measure is the stability of the makespan for any realization of a same schedule. Given a task graph and a target environment, we schedule the tasks and compute the makespan distribution. Let f be the PDF of the makespan of the schedule, F the CDF of the makespan of the same schedule and E(M ) the expected makespan (the average 4. a possibility degree can be viewed as an upper bound of a probability, hence, a possibility distribution encodes a family of probability distributions. 5. we do not compare all the metrics because some are not suited to the scheduling problem such as the robustness radius [1]
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value of the makespan). Based on these definitions we define the following robustness metrics. • Makespan standard deviation. Intuitively the standard deviation of the makespan distribution tells how narrow this distribution is. The narrower the distribution, the smaller the standard deviation is. This metric is related to the robustness because when you are given two schedules the one for which the standard deviation is the smaller is the one for which realizations are more likely to have a makespan close to the average value. Mathematically we have: p σM = E(M 2 ) − E(M )2 •



by the user. We also propose the relative metric that measure the probability of the makespan to be within [E(M ) × γ1 , E(M ) × γ], where γ is a real number greater than 1. Formally, The absolute probabilistic metric is defined as: A(δ) = Pr [E(M ) − δ ≤ M ≤ E(M ) + δ] and the relative probabilistic metric is defined as:   E(M ) R(γ) = Pr ≤ M ≤ γ × E(M ) γ •



Makespan differential entropy. Measuring the differential entropy of a distribution to assess the un¨ oni ¨ certainty of that distribution is proposed by Bol and Marinescu [5]. If there is less uncertainty there is more chance than two realizations give a close result and hence that the schedule is robust. Z +∞ h(M ) = − f (x) log f (x)dx



L = Pr[M > E(M )] •



−∞ •



¨ oni ¨ Mean slack. In the same paper ([5]) Bol and Marinescu proposed to use the slack as a metric of robustness. The slack of a task is defined as the amount of time this task can be delayed without delaying the schedule. This is computed using the spare time of the processors after the execution of this task: tspare (i, j) = tsj − tei − ci,j



•



Where (i, j) is an edge in the input DAG, tsj is the start time of task j, tei is the end time of task i and ci,j is the communication time between i and j. The slack of a task is the minimum of all the spare times on any path to an end task (the shortest path to an end-task in the graph of spare time). The slack of a schedule is the sum of the slack of all the tasks of the graph. The intuition is that the more slack in a schedule the less sensitive to change in durations is this schedule. In our case, we have random variables that define task and communication durations. Hence, we compute the expected value of the slack in the same way we do it for the makespan. Probabilistic metric. This metric is defined by Shestak, Smith, Siegel and Maciejewski [28] and gives the probability that the makespan is within two bounds. If this probability is high, this means that the makespan of a given realization is likely to be close to the average makespan and hence that the robustness is high. We propose two variants of this metric. An absolute probabilistic metric that measures the probability of the makespan to be within [E(M ) − δ, E(M ) + δ] where E(M ) is the average makespan and δ a positive constant given



Lateness likelihood. A schedule is said late if its makespan exceeds a given target such as the average makespan. The lateness likelihood, or miss ratio, is defined in [29] as the probability to be late. If this metric is large this means that the makespan tends to be often late and then that the robustness is low. It is defined as:
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Makespan 0.99-quantile. Given a schedule, this metric measures the worst makespan it is possible to have in 99% of cases. This is a hybrid criterion between the efficiency and the robustness.



E XPERIMENTAL S ETUP



Our study is mostly empirical and takes place in a stochastic context. Moreover, the task graphs generation, the heterogeneous platform, the stochastic simulation require each a set of parameters. Therefore, considerable attention has been given to validate the methodology, which involves the selection of relevant instances for the problem, the metrics evaluation and the exploitation of the results. Task graphs are generated from the Strassen algorithm description and randomly in two ways accordingly to Tobita and Kasahara [30], namely samepred (each created node can be connected to any other existing nodes) and layrpred (nodes are arranged by layers). Every parameter used to settle tasks graphs are shown in Table 1 alongside with the selected values. Each value in bracket is corresponding to a single experiment while the values outside are the default ones. More precisely, we do the cartesian product of each value that is not bracketed (leading to 3 basic settings one for each type of graph). And for each of these settings we change the default value by a bracketed one. Since we have 50 bracketed values we end-up with 50 × 3 = 150 experiments scenarios. For each kind of graph, we vary the number of tasks (TaskNumber), the execution and communication average costs (M ExeCost and M CommCost), the average number of edges per node (Avg Edge/Node), the distributions and the associated uncertainty level (UL, the ratio between the maximum and the minimum of a RV or between the 0.999-quantile and the 0.001-quantile when the previous values are inexistent). Additionally, we change the seed to obtain different graphs (SeedApp).
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Finally, we model heterogeneity by using the coefficient of variation (CoV) that defines a ratio between the mean and the standard deviation of a given parameter in order to have a relative dispersion metric (see [2] for more details). In our case, we apply a Gamma distribution to obtain the values inside each given graph. Some parameters are susceptible to change between two different tasks (such as the communication or the computation cost). In this case, their means are prefixed by “M ” and their coefficients of variation are prefixed by “CV ”. This last coefficient helps to compute the standard deviation of the given parameter. For instance, in the table we see that M CommCost is set to 100,000 bytes and CV Cost is 0.5. This means that on the average the number of bytes to be transmitted is 100,000 and the standard deviation is 50,000 (M CommCost×CV Cost). Some parameters are ignored for Strassen graphs: the communication cost (it is already induced by the number of tasks and by the execution cost), the coefficient of variation associated with these 2 costs (CV Cost is then zero) and the average number of edges per node. Besides, the number of tasks is instead: 23, 163 and 1143. The distributions of the costs in the task graphs follow either a Beta, an exponential, or a normal discretized distribution. The Beta distribution parameters are such that the probability distribution corresponds to our observations and expectations. To this purpose, we need a well-defined nonzero mode (implying α > 1) and more small values than large ones (meaning we should have a right-skewed probability distribution and thus β > α). Therefore, we select α = 2 and β = 5. Parameter GraphType TaskNumber SeedApp M ExeCost (FLOP) M CommCost (B) CV Cost Avg Edge/Node Distribution M UL CV UL



default { experiment } samepred layrpred strassen 1000 { 10 100 1000 } 0 {123456789} 100 M { 10 M 1 G } 100 k { 10 k 1 M } 0.5 { 0.001 0.1 0.3 1 2 } 3. { 1. 5. } BETA { EXP NORMAL } 1.1 { 1.0001 1.2 1.5 2 3 5 } 0.3 { 0.001 0.1 0.5 1 2 }



TABLE 1 Task graph parameters



The parameters for the platform generation are selected in order to correspond to realistic situations. Hence, we modify the number of processors (ProcessorNumber), the bandwidth and the latency of the links (LinkBandwidth and LinkLatency) and the power of the processors (MachPower). The values are represented in Table 2. CV Plat is the coefficient of variation associated with MachPower and LinkLatency. On the scheduling side, random schedules are created by repeating iteratively the following three phases: 1) choose randomly a task among the ready ones, 2) assign it to a randomly selected processor and schedule it eagerly, 3) update the list of ready tasks.



Parameter ProcessorNumber SeedPlat M MachPower (FLOPS) M LinkLatency (ms) CV Plat M LinkBandwidth (B/s) CV LinkBandwidth



default { experiment 50 { 25 100 0 {12 2.5 G 0.1 0.5 { 0.001 0.1 0.3 1 2 50 M 1 { 0.001 0.1 0.3 0.5 2



} } } } }



TABLE 2 Platform parameters



The evaluation of the makespan distribution (needed for most of the metrics presented in Section 4) is realized with a MC (Monte Carlo) method. For each RV (random variable), we use the Mersenne Twister random number generator [25]. We have to define the number of MC realizations, T , required to achieve a meaningful precision. If we assume that the makespan distribution is Gaussian, the Cochran’s theorem states that the variance estimator follows a χ2 distribution with T − 1 degrees of freedom. Thus, the number of degrees required to obtain a tight confidence interval gives directly the number of MC realizations. In our case, 20,000 realizations are needed in order to have less than 5% of precision with a confidence level of 99% for both criteria (750,000 realizations would be necessary to have a precision less than 1%, which is too much time-consuming). With these 20,000 realizations we obtain an empirical cumulative distribution function (ECDF). Many of the metrics proposed in Section 4 are calculated from the makespan distribution and most are straightforward to compute from the ECDF. However, the differential entropy presents some issues. An obvious lower bound is −∞ and an upper bound is proposed by DeStefano, Lu and Learned-Miller in [21]. This last method considers the confidence interval of each point of the ECDF and uses a string-tightening algorithm to interpolate the CDF that maximizes the differential entropy. Although this method is close to the true value for large number of realizations, it is highly timeconsuming. Therefore, we chose a method that assumes that each point of our ECDF corresponds precily to the true CDF value. This approximates closely the upper bound described in [21]. For the probabilistic metric, we have chosen δ = 0.1 and γ = 1.005 in order to have values well distributed on the interval [0; 1] (for different ULs, execution or communication costs than the one we used here, these values should be adapted). To study the problem structure and in addition to robustness metrics, we measure the following additional information: • Slack standard deviation. The measure of the slack is similar to the measure of the makespan since the slack is also a RV. We compute thus its standard deviation. • Anderson-Darling statistic. This test is one of the
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best ECDF omnibus tests for normality. It allows to test the normality of the makespan. The returned statistic can be thought of as a distance to a normal. On the overall we have 150 cases with different graphs type, number of nodes, target platform, uncertainty level, etc. For each generated cases, we build 5,000 random schedules. Each metric is then compared to each other visually and with the statistical Spearman correlation coefficient.
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E MPIRICAL



COMPARISON OF METRICS



Experimental Results



Among all the graphs we have generated, we have selected three relevant ones that are typical of the general behavior (see Figure 1 and 2). On these figures, 9 metrics are compared to every other ones, leading to a matrix of 81 scattered elements. For clarifying the figures, the makespan 0.99-quantile is not present because it is completely equivalent respectively to the makespan mean. On the diagonal of the matrix, the name of each metric is given. On the lower part, we plotted the values of each metric for the random schedules. For instance, in Fig. 1 left, we plot the value of the makespan mean against the makespan differential entropy on the first column and third row (the makespan is plotted on the x-axis and the entropy on the y-axis). In order to ease the reading of the plots, we inverted three metrics such that optimization consists in minimizing these metrics (hence, good results should be plotted in the lower left corner of the corresponding plot). These metrics are the slack mean, because our initial assumption is that a robust schedule has high slack, and the two probabilistic metrics, since we want to maximize the probability to be in an interval. The inversion is done by multiplying by −1 the measured value that was obtained (for the slack mean) or by subtracting the measured value to 1 (for the probabilistic metrics cases). Other metrics are not inverted because optimizing them consisted already to minimize them (such as the makespan mean). Additionally, cubic smoothing spline fitting were performed on each plot, in order to visualize the correlation. Finally, we have added the metric value for the schedule found by HEFT (red square) to show what happen for a schedule with a very good makespan. The upper part of the matrix contains the value of the Spearman coefficients associated with each plot corresponding to the metrics. The higher the correlation, the closer to 1 is the absolute value of the Spearman coefficient. The minus sign for correlation means that the metrics are negatively correlated (if one metric increases, the other decreases). For instance we see in Fig. 1 left that the makespan mean and the slack mean are negatively correlated by a value of −0.84. Since the Spearman coefficients show how the metrics are correlated to each other, they are a good way to sumup our contribution. Hence, we have plotted in Figure 3 the matrix with the Spearman coefficients of 150 different cases. In this figure we have plotted the average value on



the upper part of the matrix and the standard deviation on the lower part. We see, for instance, that the slack standard deviation and the makespan entropy metric are highly positively correlated (average Spearman coefficient of 1.00) with a very low standard deviation (0.01). 6.2



Discussion



We see immediately the correlation between a number of robustness metrics, which are the makespan standard deviation, the differential entropy and the absolute probabilistic metric. These relations are common to every generated graph, whatsoever the size, the UL (uncertainty level) or the type of graph. Indeed, the low standard deviations of the Spearman coefficients indicate that the degrees of correlation are almost always the same. The relations between standard deviation, entropy and absolute probabilistic metrics suggest that the probability density shape remains similar for every schedule. Our explanation is based on the use of the centrallimit theorem which states that the sum of random variables having finite mean and variance (as in our case) is approximately normally distributed. Despite the fact that the makespan is obtained by performing a number of operations mixing sums and maximums, the result distribution is close to a Gaussian (however, there is a few cases where the makespan distribution fails the normality test). This hypothesis explains the correlation between these metrics. Furthermore, the relative probabilistic metric is also correlated to the other ones in the case of layrpred graph as can be seen in Fig. 1 left. As shown in Figure 3, the average Spearman coefficient is 0.53 with a standard deviation of 0.29 when compared to the makespan standard deviation. Hence, high correlations for layrpred graphs are compensated by the lower correlations on other graphs. Further investigations have shown that this metric is equivalent to the makespan coefficient of variation (CoV) which is the ratio between the standard deviation and makespan mean. Indeed the average Spearman coefficient between the CoV and the relative probabilistic metric is 1.00 with a standard deviation of 0.01. It is thus a redundant metric. A second observation can be made on the relation between the makespan and the slack. On average, they are conflicting objectives in the sense that optimizing one produces a poor value for the other metric. Intuitively, a schedule having a good makespan has not much unused processor time and a schedule with a lot of slack (or spare time) is inefficient. It is worth noting, too, that the makespan mean and standard deviation are correlated. Although not excellent and differing to some degree for each graph, there is a noticeable relationship in the general case. Table 3 summarizes the correlation coefficients over every experiment scenario (a value close to 1 implies a high linear relationship between the criteria) for the rand schedules.
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Fig. 1. Metrics correlation for the layrpred (left) and samepred (right) graphs with default values. Lower part of the matrix: plot for 5,000 random schedules. Upper part of the matrix: value of the Spearman coefficients.



Tukey’s five number summary corresponds to minimum, the first quartile, the median, the last quartile and the maximum of the set of measures. We see that 25% of the correlation coefficients of Strassen graphs are lower than 0.78 and 75% are higher. We observe that makespan of Strassen graphs schedules have highly correlated means and standard deviations. Graph LAYRPRED SAMEPRED STRASSEN



Min 0.27 0.29 0.30



25% 0.65 0.66 0.78



Med 0.70 0.70 0.79



75% 0.79 0.78 0.79



Max 0.94 0.95 0.97



TABLE 3 Tukey’s five number summary of correlation coefficients by graph kind



To explain this correlation, we describe one phenomenon that arises when we are evaluating the makespan probability distribution. The variance of a random variable resulting from the sum of two others is the sum of the first two variances. If we do not considerate the implications of the maximum operator, a direct consequence is that the more tasks on the critical path, the more significant is the standard deviation, and hence, the final standard deviation is high. As we modeled the standard deviation to be proportional to the mean of task duration, schedules with low makespan, hence having less tasks or shorter tasks on the critical path, have relatively less standard deviation than schedules with large makespans. The imperfection of the correlation must be due to the maximum operations. One surprising result is the low correlation that exists



between the slack mean and other metrics, and specially the nature of this correlation. Maximizing the slack is indeed a conflicting objective with the robustness. This contradicts the intuition that the more a schedule has slack, the more it is able to absorb uncertainty. Additionally, some previous work also proposed this metric for robustness. Hence, we present some arguments that confirm this result. Fig. 4 exhibits four examples of schedule for a join task graph of N + 1 identical tasks having independent and identically distributed (i.i.d.) random variables. Each schedule represents different possibilities with the two objectives being the slack and the makespan standard deviation. The nonrobust schedules (c and d) – in the sense of uncertainty absorption – can be interpreted as follow: almost any late task has a repercussion on the overall makespan. The schedule b) has a good robustness because only the three tasks on the critical path have an incidence on the makespan if one of those is late. The schedule a) is more subtle, because it relies on the characteristics of the maximum of two independent random variables being similar. In this case, the resulting mean is greater than the original mean and more importantly, the final standard deviation is lower than at least the maximum of the two originals. A consequence is that the maximum of an infinite number of i.i.d. random variables is equal to a Dirac delta function (which is completely robust) whose value is the maximum possible value of these random variables. Then, the more tasks we are waiting for, the more we are sure that one is late, and the more the schedule is robust because we have more certainty on the expected maximum. With these four examples,
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Fig. 2. Metrics correlation for the strassen graph with a Fig. 3. Average (top) and standard deviation (bottom) of platform of 25 processors. Lower part of the matrix: plot for the Spearman coefficients for 150 different experiments 5,000 random schedules. Upper part of the matrix: value of the Spearman coefficients. Robust
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Fig. 4. Four schedules on P processors for different robustness and slackness, considering i.i.d. random variables and a join graph with N + 1 tasks



we see that the slack is not necessarily related to the robustness. Moreover we see, as we already explained why, that the slack and the makespan are conflicting objectives and schedules with good makespan are often more robust. The motivation behind the measure of the slack standard deviation is to provide more complete information about the slack distribution. In Figure 3, the mean and standard deviation of the slack have a non-negligible correlation coefficient. Although less evident, the reason is the same as for the makespan. A high correlation exists between the slack standard deviation and other



robustness metrics as the makespan standard deviation. This is because the computation of the slack consists of aggregating time intervals between task end and start times, whose standard deviation are strongly related to the makespan standard deviation. Since the makespan 0.99-quantile is completely equivalent (perfect linear correlation) with the makespan mean, it is not represented to keep the figures clear. This equivalence is due to the fact that the variation of the makespan is not sufficient to observe a significant difference between any quantiles of the makespan distribution. The correlation between the lateness likelihood and the Anderson-Darling statistic is explained as follows. The more a distribution is normal the more its skewness is close to 0, the more the Anderson-Darling statistic is close to 0, the more the mean is close to the median and the more the lateness likelihood is close to its minimum value (0.5). Hence, the lateness likelihood is mostly an other way to measure normality of a distribution. Part of the above study is based on the hypothesis that the obtained makespan distributions are normal (follow a Gaussian distribution). To validate this hypothesis, we have conducted normality tests on our schedules to study at which point the normality assumption holds. The histogram of every Anderson-Darling normality statistics for the makespan distribution of random schedules is depicted in Figure 5. Half of the distributions have a statistic lower than 12.0 (the same as a Student t distribution with 11.5 degrees of freedom, which is
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50000



visually quite similar to a normal, see Figure 6), and 90% of these have less than 79.5 and are more closer to a normal than a Weibull with parameter λ = 1 and k = 2.17 (Weibull are considered similar to normal for k = 3.4). Although it is not perfect, it is sufficient to validate our normality assumption (in the approximation scheme, for the confidence intervals and for the reduction of the robustness metrics to the standard deviation). We also notice that the choice of the distribution influences strongly the normality of the makespan distribution (it is the worst when cost distributions are exponentials).
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Conclusion



Based on the above observations we draw the following conclusions. First, standard deviation, entropy and absolute probabilistic metrics are highly correlated. Second and counter-intuitively, the slack is not a good way to measure the robustness (as shown in Fig. 4 there exists robust schedules with low slacks and non-robust schedules with large slacks). Moreover, the standard deviation is very easy to compute when the makespan distribution is approximated by a normal distribution. This approximation is justified by the normality tests that were conducted. Hence, among all the studied metrics, the standard deviation is the most representative and easy-to-compute metric for robustness. The idea behind the relative probabilistic metric is to tolerate greater uncertainties for long schedules than for short ones. If this notion of robustness is preferred, computing the mean and standard deviation are sufficient because the relative probabilistic metric can be replaced by the CoV (ratio between the standard deviation and the mean).
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Fig. 5. Histogram of Anderson-Darling statistics for the makespan distribution of random schedules
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In the previous sections we have shown that the makespan standard deviation is a representative robustness metric as it is highly correlated to many other metrics. Moreover, whatever the method used to compute the makespan distribution, this metric is the easiest to compute. In this second part of the article, we use our understanding of robustness to design bicriteria scheduling strategies that targets optimization of the schedule length and the robustness at the same time. In a bicriteria problem we need to find the Pareto front, which is the set of non-dominated solutions of the search space (called Pareto-optimal solutions). A solution is said to be non-dominated with respect to a set of solutions if any other solution of this set is worst for at least one criteria. Then, more than one solution can be optimal because we are dealing with a partially ordered set of solutions (two solutions are incomparable if one is better than the other for the first criterion and worse for the second). In this section, we describe the MOEA (multi-objective evolutionary algorithm) implementation we use and guarantee its convergence.



Fig. 6. Three probability density functions with identical mean and standard deviation



7.1



Finally, concerning the HEFT schedules (red square in Figure 1 and 2), we see that the obtained results corroborate our observations. When there is a high correlation between two metrics, the HEFT point is in the continuation of the fitting curve (as for the entropy vs. abs. prob. metric in Fig 2), whereas when the correlation is close to zero, the point is more or less put randomly in the plot (as for the slack std. dev. vs. lateness likelihood).



Several successful modern MOEA exists such as NSGAII [10] and IBEA [34], just to mention a few. NSGA-II is the reference metaheuristic in the area and performs similarly to IBEA for combinatorial problems. Thus, our work is based on the NSGA-II algorithm as it is implemented in the ParadisEO framework [6]. While the MOEA takes care of the multi-objective aspect and selection phase, we use the chromosome



MOEA implementation
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representation and the crossover and mutation schemes described by Wang et al. in [33]. Algorithm 1 describes our MOEA, which is a modified version of NSGA-II. Lines 1 and 2 we combine parents P (t) and offspring Q(t) to obtain the current population R(t). This current population is decomposed in a set of front F such that any solution in front Fi+1 is dominated by at least one solution in the front Fi . Lines 3 to 8, we update the set S. This set contains the non-dominated solutions and is an added feature compared to the original version of NSGA-II. Initially, S is empty. In these lines we ensure that a Pareto-optimal solution is inserted in S and stays there until a new solution that dominates it is inserted. It can be seen as an elitism mechanism. Lines 9 to 13 is a randomized way to choose the set of parents P (t + 1) that will be used to generate the new offspring population Q(t + 1). As we do not want the population to grow indefinitely, we have to sample the current population. We use a parameter l (set to 1 in our implementation) to denote the importance of the first fronts. The larger l, the greater the probability of an element from the first fronts to be chosen as a member of P (t + 1) (as being done by NSGA-II). Conversely, when l = 0 each front has the same importance. The crowding-distance is used to compare two solutions of a given front Fi and determine the ones who are in the least dense portion of the solution space (or the ones who are the farthest from their neighbors) and hence should be kept for the next step. On a given front, solutions with largest crowding distance are considered first and have a greater probability to be chosen next (line 13). The probability pi,j > 0 is the probability that solution j of front i is selected. As this probability is always strictly positive, any solution can stay in the next generation. According to this probability, the sampling is performed line 14. Finally the next generation Q(t + 1) is computed line 15 : the make_new_pop function has the following characteristic: non-deterministic selection and probability of crossover strictly lower than one (any solution can be left for the next step). Concerning the evaluation of a solution (the fitness functions that computes the considered metrics: mean and standard deviation), we proceed as follows. We recall that, as stated in Section 2, the evaluation of the makespan distribution is #P-complete and thus an accurate evaluation is too much time-consuming. Achieving a correct precision with Monte Carlo (MC) evaluation requires a lot of computation time. We have thus opted for the last approximation scheme described in [7]: we assume that all the distributions are Gaussian and we compute the final makespan distribution by determining correlation between reconvergent paths. This allows fast evaluation with a correct precision in most cases. Many sophisticated methods exist to deal with such fitness approximation in order to improve the effectiveness of the MOEA (see the survey of Jin and Branke [19]). However, we have implemented a simple archive mechanism where the three bests non-dominated fronts are



always kept. Hence, we end up with more optimized solutions with respect to the fitness approximation and this increases the probability of obtaining optimal ones.



7.2



Convergence conditions



Rudolph defines the conditions for a multi-objective EA to converge (Definition 3 of [26]). Let A be the set of all valid solutions. Let f be the objective function, while F is the set of objective values (f : A 7→ F). Let A∗ be the set of Pareto-optimal solutions. We define A(t), the population at step t of the EA. Finally, let δX (Y ) be the number of elements in set Y but not in set X. The EA is said to converge with probability 1 to a set of Paretooptimal solutions if δA∗ (A(t)) → 0 as t → ∞ We give sufficient conditions for our MOEA to converge under the above definition. In order to achieve this goal, we extend the existing theory to local mutation operators having some properties we detail below. To prove that our EA converges, we use the following proposition (that shows that all the solutions on the S set tends to be composed of Pareto-optimal solutions only, as t grows): Proposition 1: Let P (t) be the parent population of size N at step t. Let M > 0 be an integer. Let G be the homogeneous stochastic matrix6 describing the transition behavior from P (t) to Q(t+M −1) (the offspring population after M generations). Let S be the set of non-dominated solutions as computed in algorithm 1. If matrix G is positive then δA∗ (S(t)) → 0 and |S(t)| → min{N, |A∗ |} with probability one and in mean as t → ∞. Proof: The proof is inspired from Proposition 4 of [26]. If at some step t, S(t) contains a non-optimal solution s, then as G is positive, the EA generates in finite time, with probability one, a Pareto-optimal solution r that dominates s. Indeed, G positive implies that any solution can be generated from any one. Now, lines 3 to 8 of our EA ensures that r replaces s in S. Moreover the same lines of the algorithms ensures that a Paretooptimal solution of S stays in S forever. This means that our MOEA converges (i.e., the set of non-dominated solutions S tends to be composed of Pareto-optimal solutions only as t → ∞ and is the largest possible) if the transition matrix G is positive (i.e, all its elements are strictly positive). We now have to show that ∃M > 0, the transition matrix G between P (t) and Q(t + M − 1) is positive. We use the mutation operator proposed by Wang et al. in [33]. This operator is local, that is to say, it can generate only local neighbors from a given solution. However, we prove that M such mutations are equivalent to a global mutation operator (any solution can be generated from any other one), which is established by Lemma 1. Hence, after M steps, we are able to generate any solutions. 6. The dimension of G is schedules.
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where η is the number of feasible
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Algorithm 1 Modified version of the NSGA-II main loop 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16



R(t) = P (t) ∪ Q(t) F = fast-non-dominated-sort(R(t)) foreach b ∈ F1 Db = {s ∈ S(t) : f (b) ≺ f (s)} Nb = {s ∈ S(t) : f (s) ≺ f (b)} if Db 6= ∅ then S(t) = S(t) \ Db if Nb = ∅ ∧ |S(t)| < N then S(t) = S(t) ∪ {b} S(t + 1) = S(t) foreach Fi ∈ F 1 pi = l P|F | 1 i ×



k=1 kl



crowding-distance-assignment(Fi ) foreach sj ∈ Fi 1 pi,j = pi × P|Fi | 1 jl ×



k=1 kl



P (t + 1) = draw(N, R(t), {pi,j }) Q(t + 1) = make-new-pop(P (t + 1)) t=t+1



combine parent and offspring populations F = (F1 , F2 , . . . ) all dominated fronts of R(t) for each non-dominated solution b of step t Db : set of solutions of S dominated by b Nb : set of solutions of S that dominates b remove dominated solutions from s add b to S (guarantee that |S| ≤ N ) compute the probability of selecting the front Fi calculate crowding-distance ci,j of each solution j from the front Fi for each solution sj of front Fi sorted descendingly by their ci,j compute the probability of selecting solution j from the front Fi select N distinct elements from R(t) drawn accordingly to the probabilities pi,j use selection, crossover and mutation to create a new population Q(t + 1) increment the generation counter



Lemma 1: The local mutation operator proposed by Wang et al. in [33] is equivalent to a global mutation op) erator if applied M = max(n, led(E)) ≤ max(n, n(n−1) 2 times consecutively, where n is the number of tasks and led(E) is linear extension diameter [15] of the input DAG. Proof: The chromosome representation consists of 2 strings: the matching string that describes the processor where each task is mapped and the scheduling string that defines the execution order of the tasks. The number of consecutive mutation needed in order to obtain any matching string is obtained as follows. Each time a task is selected, it is mapped to a new processor chosen randomly for it without any other constraint. Thus, the probability of getting a given assignment string from an initial one with  n mutation iterations is lower pm n bounded by δm1 = nP n! > 0, where n is the number of tasks, P the number of processor and pm > 0 the probability that the mutation happens. The schedule string is a linear extension of the partial ordered set (poset) E obtained from the task graph G and any of its local modifications should respect the order (corresponding to the precedence constraint). The maximum number of permutations needed to obtain any linear extension from any other is called the linear extension diameter led(E) and it is shown by Felsner and Reuter [15] that this diameter is upper bounded by Inc(E), which is the number of pairs of incomparable elements. Hence led(E) ≤ n(n−1) . The probability of 2 getting a given linear extension after applying led(E) mutation iterations is thus lower bounded by δm2 =  pm led(E) > 0. n2 Then, after M = max(n, led(E)) ≤ max(n, n(n−1) ) 2 mutation iterations, the resulting probability of obtaining any schedule from any given one is lower bounded by δm = δm1 δm2 > 0. Thus, We can obtain a global mutation by successively applying local mutations. The above lemma assumes that mutations are performed consecutively. However, in our EA, mutation happens between crossover and selection operations.



Lemma 2, given bellow, is necessary to prove that having M consecutive full steps (crossover, mutation and selection) has no impact on the convergence of the EA under the assumptions that any solutions might be left unchanged by the crossover operator or kept in the solution space after the selection process. Let us first introduce some notations and definitions. Let H be the set of possible states of a stochastic process and Xt be a state of the process at step t. A Markovian kernel K is defined as K(x, H) = Pr[Xt+1 ∈ H | Xt = x], namely the probability that the state of the stochastic process is in H at step t + 1 when its state is x at step t. The product kernel (Kc , Km , Ks ) represents the Markovian kernel of the entire EA process, Kc being the kernel of the crossover operator, Km for the mutation operator and Ks for the selection. Moreover, K (M ) is the M -th iteration of the kernel K. Lemma 2: ∀H ⊂ A and ∀y ∈ H. Let Kc (y, H) ≥ δc and Ks (y, H) ≥ δs Then, for each x ∈ A, (M )



(Kc Km Ks )



M



(x, H) ≥ (δc δs )



(M ) Km (x, H)



Proof: (by induction) Let Kc (x, H) ≥ δc 1H (x) and Ks (x, H) ≥ δs 1H (x) for each x ∈ A and for each H ⊂ A and where 1H (x) denotes the indicator function for some set H (1H (x) = 1 if x ∈ H, 0 otherwise). We obtain the basis of the induction for M = 1 by developing (Kc Km Ks ) (x, H),  Z Z (Kc Km Ks ) (x, H) = Kc (x, dz)Km (z, dy) Ks (y, H)  ZA ZA ≥ δc 1dz (x)Km (z, dy) δs 1H (y) A  Z A Z ≥ δc δs 1dz (x)Km (z, dy) A ZH ≥ δc δs Km (x, dy) H



≥ δc δs Km (x, H) Now assume that the hypothesis is true for M > 1.
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Equation 1 induces that (Kc = ≥



K K )(M +1) (x, H) Z m s (M ) (Kc Km Ks ) (y, H) (Kc Km Ks ) (x, dy) A Z (M ) δc δs (Kc Km Ks ) (y, H)Km (x, dy)
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By induction hypothesis, we have R (M ) (K K K ) (y, H)K (x, dy) ≥ m m s RA c M (M ) (δc δs ) Km (y, H)Km (x, dy) and by definition, A R (M +1) (M ) Km (x, H) = A Km (y, H)Km (x, dy) Consequently, the hypothesis is true for M ≥ 1. We can finally prove the main result of this section: Theorem 1: Algorithm 1 converges in finite time with probability 1. Proof: Proposition 1 shows that we have to prove that matrix G is positive, where G defines the transition probability of the population between step t and step t + M − 1 (M > 0). Lemma 1 shows that, using the (M ) Markovian kernel formalism, Km (i, {j}) > 0 for any state i and j and for M ≥ max(n, led(E)). Let gi,j ∈ G be the transition probability between state i and state j when the full stochastic process is applied M times. By (M ) definition, gi,j = (Kc Km Ks ) (i, {j}). Lemma 2 shows (M ) M gi,j ≥ (δc δs ) Km (i, {j}) > 0 provided that δc and δs are not equal to zero. Since the algorithm ensures that the crossover probability is strictly lower than 1 (hence δc > 0) and that selection phases are non-deterministic – see Section 7.1 – (hence δs > 0).
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H EURISTICS



We introduce in this section a heuristic based on HEFT [31] able to generate a set of solutions intended to have good performance for both criteria from a stochastic task graph. The idea of this heuristic is the following. The user provides an angle value a between 0◦ and 90◦ . At each step of the heuristic, we consider a new task for scheduling (the order in which tasks are selected will be given later). We simulate the execution of this task on each of the p processors and compute the average makespan and the standard deviation of the new schedule (up to this task). This leads to p points in the criteria space (makespan,standard deviation). We then remove the points that are dominated to retain p0 ≤ p points. To give the same importance to all the criterion, we proceed to a rescaling and change of coordinate for the points to exactly fit in the square of size 1. Then, according to the selected angle value, we select the point (and hence map the task to the corresponding processor) that is the closest to the line that starts from the origin and make an angle a with the x-axis (see Fig. 7). The intuition beyond this heuristic is to choose the processor that leads to the desired trade-off between makespan and standard deviation. When a = 0 the task is mapped to the processor that minimize the standard deviation,
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P8 Mean



Fig. 7. Example of the Rob-HEFT heuristic with p = 10. Among the 10 generated solutions, p0 = 6 are nondominated. The square of size 1 is shown in dash lines. P2 is selected as the solution closest to the line that makes an angle a with the x-axis and that passes through the origin. P10 is not selected as it is dominated by P2 and P5 .



when a = 90 the task is mapped to the processor that minimize the makespan. To rank the task in the order that they are selected we compute for each task their bottom level (average and standard deviation value). Then, based on a, we aggregate (after normalization) the average and standard deviation to obtain the rank. If a = 0 we only take the average and if a = 90 we only take the standard deviation. Tasks are then considered by the smallest rank first. This heuristic is called Rob-HEFT (HEFT with robustness) when we use the same approximation scheme for computing the makespan distribution as for the MOEA. We provide another version called Rob-HEFT-MC when the evaluation of the makespan distribution is done by the Monte-Carlo method. Another angle-based geometrical selection of a solution in a bi-criteria space has been proposed by Assayad et al. in [3]. However, the difference with our approach is that the selected solution is the one for which the projection on the line is the smallest. The drawback of this approach is that some solutions can never be selected even if they are not dominated (i.e. only solutions on the convex hull can be selected).
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9.1



Setup



As mentioned in Section 6.2, we perform the robustness evaluation by calculating the standard deviation of the makespan. We use the same experimental setup as the one described in Section 5 for evaluating the robustness metrics. Concerning the MOEA setup, we consider populations of 200 chromosomes over 1,000 generations. The crossover and mutation probabilities are respectively
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0.25 and 0.35. For Rob-HEFT and Rob-HEFT-MC heuristics, we vary the parameter a from 0 to 90 by step of 0.45. Varying a helps in finding a non-dominated front. 9.2



Search space



In a first attempt to study the problem specificity, we characterize the search space by generating extreme schedules on the border fronts denoted by SW, SE and NW (obtained with the MOEA, when the objectives are alternatively maximized and minimized). These 3 last metaheuristics are named after the intercardinal directions (NW –North West– consists in minimizing the average makespan while maximizing the standard deviation). SW is thus designed to find optimal solutions for both criteria. Figure 8 depicts the search space of one experiment scenario. Additionally, the previous random schedules are also represented.
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in Section 7 and 8 in term of robustness and average performance. Figure 9 is a representative example regarding the position of the approximation sets (or nondominated fronts) of each strategy. Error bars denote the confidence intervals of each schedule’s evaluated objectives. Assessing the quality of an approximation set has been shown to be extremely difficult as several criteria can be measured for a given set (spread of the front, optimality, ...). Among the numerous existing quality indicators, we have chosen the binary -indicator which is presented and recommended by Zitzler et al. [36]. Let A and B be two set of non-dominated solutions, then the value I (A, B) corresponds to the ratio between a chosen solution of A and one of B for a selected criterion. To be precise, I (A, B) equals the minimum factor  such that all solutions of B whose criteria have been multiplied by  are dominated by at least one solution of A. It is roughly related to the relative distance between two non-dominated fronts and if we have I (A, B) ≤ 1 and I (B, A) > 1, then the approximation set A is better than B. In other cases, fronts are incomparable.
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Fig. 8. Mean vs. std. dev. of the makespan of different schedules in random and border cases, with a layrpred graph with TaskNumber = 1000 and CV UL = 2 It is worth noting that the SW front has a limited spread. Pareto-optimal solutions should hence be close to each other in regards to the entire search space. When CV UL > 0.3, correlations are however the worst and SW fronts are larger. Therefore, minimizing the average makespan does not necessarily induce good robustness when CV UL takes high values, i.e. when the uncertainty range of the task and communication durations is subject to large variations. 9.3



Average quality



The purpose of this section is to assess the quality of the schedules generated by the strategies presented
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Fig. 9. Mean vs. std. dev. of the makespan of different schedules in the Pareto region, with a layrpred graph and TaskNumber = 1000. Lines join non-dominated solutions of each front. Dominance is considered based on the confidence intervals, namely a solution is dominated if its best-case objectives are worse than the worst-case objectives of another solution. Hence, line slopes can be positive. For instance, in Figure 9, we have I (MOEA, Rob-HEFT) = 0.991 and I (Rob-HEFT, MOEA) = 1.024. This means that MOEA is better than Rob-HEFT.
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Since the -indicator is a ratio, it allows doing comparison on every experiment scenario. Figure 10 represents the summary of every computed indicator I (A, B) in the form of boxplots (A for the fronts on the rows and B for the fronts on the columns). Boxplots allow to represent a five number summary of a given set (the extreme of the lower whisker, the first quartile, the median, the third quartile and the extreme of the upper whisker) and the outliers that exceed these values. For example, on the line Rob-HEFT and column MOEA, these 5 values are respectively 1.00, 1.01, 1.04, 1.12 and 1.28. Results show that the MOEA, Rob-HEFT and Rob-HEFT-MC are mostly incomparable. We observe that the -indicators between Rob-HEFT and Rob-HEFT-MC are very close to 1, which means that both fronts are generally very close. As it is difficult from the -indicator to clearly compare the MOEA with Rob-HEFT or Rob-HEFT-MC, we use another metric for comparing the fronts. This metric, called the coverage indicator [35] IC (A, B), counts the fraction of solutions in B that are weakly dominated by at least on solution in A. The closest this indicator to one, the better the front A compared to B. In Fig. 11, we plot the boxplot of coverage indicator IC (A, B) (A for the fronts on the rows and B for the fronts on the columns). From this boxplot we see that the MOEA outperforms both Rob-HEFT and Rob-HEFT-MC. For instance, in half of the cases, 68% of the solutions found by Rob-HEFT-MC are dominated by the MOEA, whereas in 75% of the cases, only 16% of the solutions found by MOEA are dominated by Rob-HEFT-MC. We also see that Rob-HEFT-MC is slightly better than RobHEFT on that metric. Computation time



We measured the average runtime of every heuristic over 6 runs with random graphs (layrpred graphs having different number of tasks). These measures are represented on Table 4. Times do not include MC evaluations of the schedules (except for Rob-HEFT-MC because it is intrinsic).
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Fig. 10. Comparison of the non-dominated fronts using the  indicator: boxplot of the indicators over every experiment
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C ONCLUSION



In this paper, we have studied the problem of scheduling stochastic task graphs with the goal of maximizing the
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Fig. 11. Comparison of the non-dominated fronts using the coverage indicator: boxplot of the indicators over every experiment Task number HEFT Rob-HEFT Rob-HEFT-MC MOEA



10 0.2” 0.3” 30” 17’34”



100 2” 12” 30’37” 43’57”



1000 23” 4’44” 6h00 7h39



TABLE 4 Execution time of every strategy



robustness and minimizing the makespan on a heterogeneous environment. We have experimentally compared the robustness metrics on a set of different task graphs. This empirical study was intended to determine the relationship between these metrics. The first conclusion we can draw is that several of them are equivalent mostly due to the implication of the central limit theorem. Consequently, the simplest of these metrics, certainly the standard deviation, is sufficient in most real cases and denotes the absolute dispersion of the makespan, its entropy, etc. (which are all related). Despite a fairly high correlation value between the makespan mean and standard deviation, a set of Paretooptimal solutions exists most of the time. Based on our understanding of the robustness metrics, we have proposed different strategies: two heuristics and a multi-objective evolutionary algorithm (MOEA). The goal of having different strategies is to tackle the trade-off between computation time needed to generate the solutions and their qualities. Concerning our MOEA, we have proved its convergence by extending previous results on the global nature of the mutation operator. We have then conducted an experimental study of our heuristics for the scheduling problem. The slowest strategy is our evolutionary algorithm. The proposed Rob-HEFT-MC (an extension of the makespan-centric heuristic HEFT) is slightly faster but often provides worse solutions than our MOEA. Rob-HEFT is a faster heuristic and gives similar results to Rob-HEFT-MC for both criteria. All these strategies are able to give an approximation of the set of Pareto-optimal solutions. Therefore, we are able to help the user in choosing another trade-off between makespan and robustness when necessary. In future work, we need a better evaluation mecha-
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nism for our MOEA in order to systematically outperform the proposed heuristics for the robustness. Moreover, the proposed scheduling heuristics are all static ones. This means that the scheduling decisions are made prior to the execution. Coupling static solution with dynamic decision in order to adapt to the change would be very interesting.
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