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Sorting Algorithms



Introduction to non-recursive sorting algorithms Cours Premier Cycle (IBIS), INSA de Rouen Habib Abdulrab



Cours IBIS 2003-2004, HA -



Contents ƒ (I) Basic Definitions: relation, total relation, order relation, strict order relation, alphabetic relation… ƒ (II) What is Sorting? Why Sorting? ƒ (III) Notion of Algorithmic Complexity, How to evaluate the Algorithmic Complexity? ƒ (IV) Some Sorting algorithms, and analysis of their complexity: ƒ Sorting by Selection. ƒ Sorting by Exchanging. ƒ Sorting by Insertion.
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(I) Basic Definitions (1) ƒ What is a relation R on a set E? ƒ R is a subset of E × E ƒ Ex: E = {1, 2, 3}, R = {(1, 1), (1, 3), (2, 1)} ƒ If (x , y) belongs to R, we say: x is in relation with y. It is denoted by: x R y.



ƒ What is a total relation? ƒ For each x , y, x ≠ y, we have either x R y, or y R x.
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Basic Definitions (2) ƒ What is a strict order relation R on a set E? ƒ R is anti-reflexive: each element x of E verifies: (x , x) ∉ R. i.e. x has no relation with x. ƒ R is transitive: if x R y and y R z then x R z. ƒ Examples: ƒ The relation < on the set of natural numbers: N. ƒ The strict inclusion relation ⊂ on ℘(E): the set of all the subsets of E. ƒ Remarks: < is total, and ⊂ is not total.
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Basic Definitions (3) ƒ What is an order relation R on a set E? ƒ ƒ ƒ ƒ



R is reflexive: each element x of E verifies: x R x R is anti-symmetric: if x R y and y R x then x = y. R is transitive: if x R y and y R z then x R z. Examples: ƒ The relation ≤ on the set of natural numbers: N, ƒ Alphabetic (Lexicogaphic) order on words (see next slight for a precise definition)
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Alphabetic order R on words ƒ Recall first: ƒ An alphabet A is a set of letters. Ex: A = {a, b}. ƒ We denote by A* is the set of words on A. The concatenation of words is denoted by ., and the empty word is denoted by: ε . ƒ Ex: A* = {ε, a, b, aa, ab, ba, bb, aaa, aab, …} ƒ abb . baa = abbbaa ƒ A word u is a prefix of v if v = u . w, with w is a word.
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How to define the Alphabetic order R on words? ƒ We need first to introduce a strict order < on A. ƒ Ex a < b.



ƒ R is defined as follows: ƒ If u is a prefix of v then u R v ƒ If u = w x w’ and v = w y w’’, with w, w’, w’’ are words and x, y are letters such that x < y, then u R v.



ƒ Exercise: verify that R is a total order relation.
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(II) What is Sorting? ƒ Problem of Sorting: Input: a sequence S: s1, … , sn totally ordered by a total order R; n ≥ 0. Output: a permutation S’: s1’, … , sn’ of S such that s1’ R s2’, s2’ R s3’, …. , sn-1’ R sn’.
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Why Sorting? Imagine how hard it would be to use a dictionary if its words were not listed in alphabetic order! What is the difference between searching an item in a non sorted and sorted big sequence of items: (ex: 106 items) ?



ƒ ƒ ƒ ƒ
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(III) Notion of Algorithmic Complexity (1) ƒ How to evaluate the performance of an algorithm? ƒ Different algorithms have different execution cost in time (number of operations performed by the algorithm), and in space (size of the necessary data structures for its execution). This is called the complexity in time and in space of the algorithm.
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Notion of Algorithmic Complexity (2) ƒ The algorithmic complexity allows the qualification of the performance of the algorithm, and its comparison with others. ƒ It is fundamental to study the algorithmic complexity. This allows to determine if an algorithm a is better than b, if it is optimal, if it is not to be used…
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How to evaluate the Algorithmic Complexity? ƒ We choose all the fundamental operations x performed by the algorithm: comparisons, exchanging, multiplications… ƒ According to the size of the input n, we compute the number of the executions of the operations x as a function of n: O(1), O(n), O(n2), O(nk), O(Log n), O(n Log n), O(Kn)…
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Notion of Algorithmic Complexity (3) ƒ There are different types of complexities: in the worst case Max(n), in average (the most important) Average(n), in the best case. ƒ Algorithms with complexities like O(1), O(n), O(Log n), O(n Log n) are usually used. ƒ Algorithms with complexities like O(nk) depend on the size of k, and are usually for problems of small size. ƒ Algorithms with complexities like O(Kn) are usually rejected.



Cours IBIS 2003-2004, HA -



Slide 13



Examples of the complexity of some Sorting Algorithms ƒ Comparison between the complexity of Fast Sorting (QuickSort, HeapSort), and Naive Sorting (Studied in this course)



Algorithm for sorting N items



Complexity in the worst case



Complexity in average



Naive algorithms: by exchanging, selection, insertion…



N2



N2



QuickSort



N2



N Log N



HeapSort



N Log N



N Log N
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Examples of the complexity of some Sorting Algorithms (continued) ƒ See a graphical simulation of different sorting algorithms complexities, in: http://java.sun.com/docs/books/tutorial/essential/threa ds/
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Different types of Sorting Algorithms ƒ Recursive and non recursive sorting ƒ Informal Examples



ƒ Sorting based on exchanging of elements of the sequence S ƒ How to do the exchange procedure?



ƒ Sorting without Exchanging the elements of the sequence S ƒ When to use these algorithms?
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(VI) Algorithms: preliminary remarks ƒ In all the following algorithms the input S should be seen as the abstract date type: list. It can be implemented by an array or differently. ƒ The result S’, in all these algorithms, is computed as a permutation of S without creating any new data structures. ƒ We will suppose, for the computation of the algorithmic complexity, that S is implemented by an array, which allows the direct access to the kth item. That is why we use the notation S[k], which can be replaced by the abstract operation: ième(S, k). Cours IBIS 2003-2004, HA -
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Sorting by Selection (1) ƒ Input: a sequence S: s1, … , sn; n ≥ 0. ƒ Output: a sorted sequence S’: s1’, … , sn’



ƒ Idea of the algorithm SortingBySelection(S) ƒ Select the minimum m = si of S, and consider T = S \ {si } ƒ Put m at the beginning of S’, followed by SortingBySelection(T).
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Sorting by Selection (2) ƒ Idea of the Iterative algorithm: ƒ A loop, for i = 1 to n-1 in which we select the ith minimum of S, and we put it at its final place S[i]. ƒ At each step i, we put in si the minimum of all the items from i to n, as follows: JÅi /* the current minimum */ For k Å i+1 to n do IF S[K] < S[J] THEN J Å K. /* The current minimum becomes S[k] */



S[j] ↔ S[i];
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Sorting by Selection (3) ƒ Input: a sequence S: s1, … , sn; n ≥ 0. ƒ Output: a sorted sequence S’: s1’, … , sn’



ƒ SortingBySelection(S) For i Å 1 to n-1 do jÅi For k = i+1 to n do IF S[K] < S[J] THEN J Å K.



S[j] ↔ S[i]
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Sorting by Selection (4) ƒ The Complexity here does not depend on S => Max (S) = Average (S) ƒ Number of Comparisons: ƒ (n-1) + (n-2) + …. + 1 = n(n-1)/2 = O(n2 ).



ƒ Number of Exchanging: ƒ (n-1) = O(n ).



ƒ The Complexity in time of TriBySelection = O(n2 ). ƒ The Complexity in space of TriBySelection = O(1 ).
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Sorting by Selection (5) ƒ Exercises: ƒ Run un example. ƒ Find some Improvements. ƒ Implementation in C.
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Sorting by Exchanging (Le tri à bulles) ƒ Input: a sequence S: s1, … , sn; n ≥ 0. ƒ Output: a sorted sequence S’: s1’, … , sn’



ƒ The Idea of SortingByExchanging(S) ƒ Select the minimum m of S by visiting all the items from the end to the beginning, and by exchanging each two consecutive items which are not ordered.
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Sorting by Exchanging (2) ƒ Idea of the Iterative algorithm: ƒ A loop, for i = 1 to n-1 in which we put the ith minimum at S[i]. ƒ At the step i, we put in S[i] the minimum of all the items from i to n, by exchanging each two consecutive items which are not ordered, as follows: For k = n downto i+1 do IF S[K] < S[K-1] THEN S[K] ↔ S[K-1]
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Sorting by Exchanging (3) ƒ Input: a sequence S: s1, … , sn; n ≥ 0. ƒ Output: Sorted sequence S’: s1’, … , sn’



ƒ SortingByExchanging(S) For I =1 to n-1 do For k = n downto i+1 do IF S[K] < S[K-1] THEN S[K] ↔ S[K-1]
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Sorting by Exchanging (4) ƒ Number of Comparisons (in average and in the worst case): ƒ (n-1) + (n-2) + …. + 1 = n(n-1)/2 = O(n2 ).



ƒ Number of Exchanging (in the worst case): ƒ (n-1) + (n-2) + …. + 1 = n(n-1)/2 = O(n2 ).



ƒ Number of Exchanging (in average): = O(n2 ). (Here the calculus is more complicated) ƒ The Complexity in time of TriByExchanging = O(n2 ). ƒ The Complexity in space of TriByExchanging = O(1 ).
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Sorting by Exchanging (5) ƒ Exercises: ƒ Run un example. ƒ Find some Improvements. ƒ Implementation in C.
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Sorting by Insertion ƒ Input: a sequence S: s1, … , sn. n ≥ 0. ƒ Output: a sorted sequence S’: s1’, … , sn’



ƒ The Idea of SortingByInsertion(S) ƒ Suppose that the first i-1 first items are already sorted ƒ Insert si at its place among them.
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Sorting by Insertion (2) ƒ Idea of the Iterative algorithm ƒ A loop, for i = 2 to n, in which S[i] = x is the item to insert. ƒ To insert x among the sorted items S[1],…,S[i-1], we transfer S[k] to S[k+1], while S[k] > x, for K = i-1, i-2, … ƒ To stop this loop, we need to put in S[0] a special item smaller than all the items of S. ƒ When S[k] ≤ x, we insert x at S[k].
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Sorting by Insertion (3) ƒ Input: a sequence S: s1, … , sn. ƒ Output: Sorted sequence S’: s1’, … , sn



ƒ SortingByInsertion(S) /* s0, s1, … , sn. */ For i=2 to n do k Å i-1, x Å S[i], while S[k] > x do S[k+1] Å S[k], k Å k-1, S[k+1] Å x
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Sorting by Insertion (4) ƒ Number of Comparisons (in the worst case): ƒ (n-1) + (n-2) + …. + 1 = n(n-1)/2 = O(n2 ).



ƒ Number of Comparisons (in average): = O(n2 ). (Here the calculus is more complicated) ƒ Number of Transfers at each step (in average and in the worst case): Number of Comparisons + 1. Thus, the number of Transfers = O(n2 ). ƒ The Complexity in time of TriByInsertion = O(n2 ). ƒ The Complexity in space of TriByInsertion = O(1 ).
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Sorting by Insertion (5) ƒ Exercises: ƒ Run un example. ƒ Find some Improvements. ƒ Implementation in C.



Cours IBIS 2003-2004, HA -



Slide 32



References



1) Structures de Données et Algorithmes, A. Aho, J. Hopcroft, J. Ullman. InterEditions. 2) Types de Données et Algorithmes, C. Froidevaux, M-C. Gaudel, M. Soria. Editions McGRAW-Hill.



Cours IBIS 2003-2004, HA -



Slide 33



























des documents recommandant







[image: alt]





Backstepping-Based Non dominated Sorting Genetic Algorithms 

temperature, relative humidity, CO2 concentration by acting on four control variables .... classification procedure into the the simple genetic algorithms flowchart.










 


[image: alt]





data structures and algorithms 1 sorting searching pdf 

Concepts Silberschatz Exercises Solution, Deleuze And Education 1st Edition, Dell Optiplex 3010. Technical Guide, and many more ebooks. We are the best ...










 


[image: alt]





Algorithms 

Algorithms When we write a computer program, we are generally implementing a method that has ..... Primitive data types and expressions A data type is a set of values and a set of ...... only is weighted quick-find with path compression not constant-










 


[image: alt]





Leader Election Election Algorithms Election Algorithms 

Efficiency is measured by the number of messages sent. 6-4. Election Algorithms - Bully(1). â€¢ Idea : the process with highest ID bullies his way into leadership.










 


[image: alt]





8 multigrid algorithms 

Mar 8, 2010 - construction of the coarse grids Gk, k < K. Assume that in one coordinate ...... which the software is directly applicable is the defect correction approach. .... of deterioration of multigrid convergence, quite often only a few ...










 


[image: alt]





Sorting annotations to trace interactions - Casa Nuestra 

No tool to trace Communication rationale. 2. 1 ... Case study of e-mails with attached documents as: ... Our tool: a collaborative annotation tool allowing:.










 


[image: alt]





Queuing analysis and algorithms 

These mechanisms aim at simplifying the network management, at reducing ... introduced into the LTE-Advanced technology, such as the enhancement of ... 2) Based on the previous controller and a queuing theory result, we introduce a set of parametrize










 


[image: alt]





Flow cytometry sorting of freshwater phytoplankton - StÃ©phan Jacquet 

top FACSCalibur flow cytometer to analyze the phyto- .... shown on the screen of the flow cytometer computer. For ... metric method in order to sort and culture the major algal taxa. ... by a peripheral sewer collecting secondary network since. 1961.










 


[image: alt]





Recent progress in multi-electrode spike sorting methods - bioRxiv 

Nov 10, 2016 - spike amplitude for a given cell follows a Gaussian proba- .... a free parameter (i.e. trade-off between the two terms). In Prentice et al. (2011) ...










 


[image: alt]





Robust Algorithms and EP theorems - Algorithms and Pretty Theorems 

Dijkstra's algorithm computes in O(n + mlogn) a tree T rooted in s providing a .... NP is the class of decision problems with a polynomial certificate for the YES ...










 


[image: alt]





Algorithms and calculators 

Season l. Episode APO7 Â· Algorithms and calculators. Algorithms and calculators. Season. Episode APO7. Time frame i period. Prerequisites : Objectives :.










 


[image: alt]





data algorithms dbid xm2a 












 


[image: alt]





Cohort Genetic Algorithms 

Based on â€œBuilding Blocks, Cohort Genetic ... Review: GA Crossover ... bits that are near useful building blocks tend to persist by virtue of proximity â€” not utility.










 


[image: alt]





Complexity of Algorithms - Inspirit 

fields of mathematics (combinatorics, operations research, numerical ... These are important areas for the application of complexity theory; from among ...... the instructions operate on natural numbers of arbitrary size, and develop .... The solutio










 


[image: alt]





Robust Algorithms and EP theorems II - Algorithms and Pretty 

The problem is not even known to be in NP [O'R93], although it is for â€œpseudo-polygonâ€� visibility graphs [OS97]. M.Habib. Robust Algorithms and EP theorems II ...










 


[image: alt]





Self-Randomized Exponentiation Algorithms 

2964 of Lecture Notes in Computer Science, pp. 236â€“249, Springer-Verlag,. 2004.] ... All these advantages make our method particularly well suited to se-.










 


[image: alt]





Episode 01 Algorithms 

Variables are often used in algorithms, notably to store and manipulate the input. ... Add the variables x and y and store the result in x : x + y â†’ x. European ...










 


[image: alt]





Fundamentals of algorithms 

The readers should be able to use these graph algorithms in solving many of ... problems where data are represented in the form of graphs, one possible ... x == S.end() ? ... hand, the second algorithmâ€”binary searchâ€”takes advantage of the ..... t










 


[image: alt]





Recent progress in multi-electrode spike sorting methods - bioRxiv 

Nov 10, 2016 - Finally, we outline the issues that remain to be solved by future spike sorting algorithms. Keywords: ..... of time in manual curation, because the solution to the true problem is in .... Under these conditions, it is pos- sible to fin










 


[image: alt]





Fast and accurate spike sorting in vitro and in vivo 

Aug 4, 2016 - quantify the performance of the algorithm. Then, we ... Therefore, our method appears to be a general, fast and ..... imental protocol in vitro. ..... and is available with its full documentation at http://spyking-circus.rtfd.org. ... w










 


[image: alt]





Bayesian Pseudorandom Algorithms - LIG Membres 

A theoretical quagmire in machine learning is the understanding of ... Thusly, we demonstrate not only that vacuum tubes and wide- .... issues that our algorithm does solve. On the other ..... In Proceedings of the Workshop on Data Mining and.










 


[image: alt]





Applications of Integer Relation Algorithms 

Nov 8, 1997 - gives within two seconds an answer c1; c2; c3; c4; ... features Section 2.2 and we refer the reader to appropriate sources for a more ..... importance for guided integer relation searches|as it dramatically reduces the size of ..... cee










 


[image: alt]





Bayesian Pseudorandom Algorithms - LIG Membres 

area networks can interfere to answer this riddle, but that the ... The rest of this paper is organized as follows. We .... optical drive from our desktop machines to exam- ... PDF bandwidth (percentile) agents. Boolean logic. Figure 5: The expected 










 


[image: alt]





Bandit Algorithms for Tree Search 

Mar 13, 2007 - 2 log(p) ni. (1). In this paper we consider a max search (the minimax problem ..... the leaf i is chosen, this means that Xâˆ—,nâˆ— +cnâˆ— â‰¤ Xi,ni +cni .










 














×
Report Sorting Algorithms





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



