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Abstract Starting off from the relationship between time-dependent friction and velocity softening, the paper presents a generalization of the continuous version of the one-dimensional homogeneous, deterministic Burridge–Knopoff (BK) model by allowing for displacements by plastic creep and rigid sliding. The evolution equations describe the coupled dynamics of an order parameterlike field variable (the sliding rate) and a control parameter field (the driving force). In addition to the velocity-softening instability and deterministic chaos known from the BK model, the model exhibits a velocity-strengthening regime at low displacement rates which is characterized by anomalous diffusion and which is interpreted as a continuum analogue of self-organized criticality (SOC). The governing evolution equations for both regimes (a generalized time-dependent Ginzburg–Landau equation and a non-linear diffusion equation, respectively) are derived and implications with regard to fault dynamics and power-law scaling of event-size distributions are discussed. Since the model accounts for memory friction and since it combines features of deterministic chaos and SOC it displays interesting implications as to (i) material aspects of fault friction, (ii) the origin of scaling, (iii) questions related to precursor events, aftershocks and afterslip, and (iv) the problem of earthquake predictability. Moreover, by appropriate re-interpretation of the dynamical variables the model applies to other SOC systems, e.g. sandpiles. PACS: 05.45.+b, 46.30.Pa, 47.20.Ky, 91.30.Px
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I. INTRODUCTION



The main objective of the present work is to develop a generalization [1] of the spring– block model of earthquake faults proposed 30 years ago by Burridge and Knopoff [2], and to examine some of its dynamical properties in an attempt to address two fundamental issues in the study of the mechanics of earthquakes: predictability and scaling behaviour. Predictability refers to the possibility to predict in principle the occurrence of earthquakes. While there is a consensus that predictability is severely limited by the fact that the growth of a small earthquake into a disastrous event depends sensitively on details of the fault and its environment [3], currently, two different classes of models are being discussed: deterministically chaotic [4–7] and models that exhibit self-organized criticality (SOC) [8–10]. Deterministic chaos is characterized by low-dimensional dynamics on a strange attractor. Since the evolution depends sensitively on the initial conditions, predictions are limited in time because nearby configurations move apart exponentially fast. In principle however, it is possible to do short-term forecasting over a period that is determined by the largest Lyapunov exponent. Although in model systems that are in a self-organized critical state correlations decay, on the average, only algebraically (these systems are occasionally referred to as being “at the edge of chaos”), even short-term predictions as to the occurrence of an individual earthquake are impossible since its evolution depends on tiny details of the crustal fault according to an infinitely dimensional dynamics. Hence, as to the predictability these two classes of models are qualitatively different. Here we shall attempt to identify possible differences and similarities between these models by analyzing the properties of a generalized Burridge– Knopoff (BK) model that combines some features of both classes of models. The ultimate objective of these modelling efforts consists in the generation of time series of events that can be analyzed and compared to real data from earthquake catalogues. This could be important for the validation and improvement of current models, for the identification of possible precursor events, and for the forecasting of aftershocks. Scaling refers to the observed power-law frequency distributions, such as described by the Gutenberg–Richter law of the moment distribution and the Omori law of aftershock dis-
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tributions. It is important to note that both classes of models, for deterministically chaotic and self-organized critical systems, proved capable of explaining power-law distributions of the event size, while their actual origin is still obscure. Regarding the implications of selfsimilarity of earthquakes for small-scale experiments, scaling arguments are used to justify the transferability of results from laboratory experiments to large-scale events. Hence, an understanding of the origin of scaling, and more importantly, of the appropriate scaling exponents is essential. Examples abound, for instance in critical phenomena, where scaling exponents are anomalous, i.e., they are not those deriving from straightforward dimensional arguments. The classic BK model of earthquake faults describes the complex dynamics of the displacements of a slowly driven spring–block chain in the presence of a non-linear friction (stick-slip friction). The friction force is such that it generates a velocity-softening instability and, consequently, the model supports a variety of solutions that render it interesting for seismological purposes: earthquake-like events, soliton-like traveling waves, and irregular (chaotic) behaviour of the blocks. While extensive research into the BK model and its variants has brought about a thorough understanding of the non-linear stick–slip dynamics associated with velocity softening [4–7], open questions remain as to the physical relation between velocity softening on the one hand and the force-controlled unsticking and the origin of self-tuning as envisaged by SOC models on the other hand. The generalization of the BK model [1] to be considered here consists in the introduction of an additional internal variable that accounts for fault creep and that gives rise to a timedependent friction as observed experimentally [11–13]. Formally, this results in two coupled partial differential equations for an order parameter-like field variable (which is taken to be the sliding velocity) and a control parameter-like variable (the shear forces acting along the fault). Reasons for introducing time-dependent friction into a BK-type model are that memory effects are important for understanding the in-depth stability of faults [12] and for accounting for the postseismic creep associated with the “seismic slip deficit” [14]. At the same time this may shed new light on the physical meaning of the phenomenological parameters employed in the definition of memory friction and it will give us some idea of the relation between strain softening (assumed in SOC models) and velocity softening (assumed 3



in BK-type models). As compared to the BK model, the present model will prove to have an even richer solution manifold that makes it interesting to address the question of earthquake predictability: besides a Hopf bifurcation towards an oscillatory displacement mode, and the deterministically chaotic modes in the post-bifurcation regime [8–10], it exhibits a diffusion-like instability that plays a role similar to that of SOC observed in discrete models [8–10]. The model may thus be used to study differences and possible relations between SOC and chaos with respect to scaling behaviour. The present paper is organized as follows. In Section II we shall discuss the physical basis of the present model and compare it to previous ones. The response behaviour related to memory friction is dealt with in Section III. Section IV presents the linear stability analysis of the dynamic equations with emphasis on some stability properties of real faults. Adiabatic elimination of the order parameter gives an anomalous diffusion equation for the control parameter whose relation to SOC is discussed in Section V. In Section VI a generalized time-dependent Ginzburg–Landau equation for a complex order parameter is derived. It describes the non-linear regime in the vicinity of the Hopf bifurcation point. The paper concludes with a summary and an outlook on additional work on the model which is currently under way (Section VII).



II. FORMULATION OF THE MODEL



Consider a crustal fault that is driven by tectonic motion at a displacement rate v¯. For simplicity we focus on a uniform fault in one dimension subjected to uniaxial shear in the x direction. Unlike the standard BK model which allows only for sliding, the fault may respond to the driving forces in two physically distinct ways, i.e., by (i) rigid translations (sliding displacement, us ) and (ii) plastic deformation of some boundary layer intermediate to the tectonic plates (irreversible displacements by creep, up ). In the continuum limit considered here, a scalar displacement field is assumed of the form: u(x, t) = us (x, t) + up (x, t) .
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(1)



In Fig. 1 the model is schematically depicted in terms of a chain of blocks with mass m and with characteristic extension ξ which are coupled longitudinally by coil springs with stiffness kl , while transversal couplings are provided by leaf springs with stiffness kt . The difference to the BK model consists in the plastic deformation of the tectonic interface as represented by the boundary layer between the blocks and the substrate in Fig. 1. Due to this additional degree of freedom, two coupled partial differential equations describe the balance of forces and the temporal evolution of the driving shear force: m¨ us = F − Φ(u) ˙ ,



(2)



F − Fy F˙ = kl ξ 2 u˙ ′′s − kt (u˙ s − v¯) − τp



.



(3)



Dots and primes denote partial derivatives with respect to time t and the spatial coordinate x, respectively. The plastic displacement rate is supposed to increase linearly with the driving force F , u˙ p =



F − Fy kt τp



,



(4)



where Fy denotes the critical force corresponding to plastic yielding of the fault boundary layer and τp is the associated characteristic time of plastic relaxation of the shear forces. As the yield point can always be eliminated by appropriately shifting the driving force F and the friction force Φ, it can be suppressed in the following. The essential non-linearity of the model is due to the solid friction force Φ which is considered a function of the total displacement rate u. ˙ As depicted in Fig. 2, the velocity sensitivity of Φ is positive for small values of u. ˙ In this regime creep deformation by the ploughing, interlocking and breaking of asperities is sufficiently fast (time scale τp ) to establish and maintain optimum contact of surfaces at the interface of the moving tectonic plates so that they remain effectively “stuck”. At higher displacement rates, however, surface accommodation by creep becomes incomplete in a way that the higher the velocity the smaller the effective contact surfaces are and, hence, the lower are the friction forces. This gives rise to an unstable regime characterized by velocity softening. While in both these low-velocity regimes aging effects due to creep deformation make the local friction forces depend on the time of contact of the tectonic interface, the velocity sensitivity will return positive at high 5



velocities where aging effects are negligible as compared to the inertia of the system (cf. Fig. 2). It is interesting to note that the force relaxation equation (3) can also be interpreted as a balance of displacement rates. In the absence of spatial inhomogeneities (u˙ ′′s = 0), one has three modes of accommodation of the imposed displacement rate, v¯ = u˙ s + u˙ p +



F˙ kt



,



(5)



where the last term stands for the elastic shear displacement rate. One should also note that in laboratory experiments on solid friction which have confirmed the existence of both transient effects and velocity softening [11–13], only the applied total displacement rate can be controlled. The additive law assumed in Eq. (1) represents the simplest decomposition into rigid sliding and plastic creep displacements. Plastic deformation counteracts the transversal couplings [shear forces corresponding to the term with kt , cf. Eq. (7) below], while the longitudinal couplings (term with kl ) are unaffected. This is attributed to the fact that the latter stem from bulk compression/tension stresses exerted along the chain of blocks which cannot be relaxed by those plastic deformation processes which are confined to some narrow boundary layer. To give an idea of the common aspects and differences of the present model as compared to previous ones, we first discuss its relation to the model by Burridge and Knopoff [2] in the spirit of which the present work should be seen. Using the present notation the continuum version of the BK model reads: m¨ us = kl ξ 2u′′s − kt (us − v¯t) − Φ(u˙ s ) .



(6)



Previous work on this model has focussed on the stick–slip phenomena associated with velocity softening. In particular, comprehensive analyses performed by Carlson et al. [4–6] were concerned with a singular approximation of the friction law that assumed at zero b (this corresponds to letting u b˙ velocity any value between zero and the maximum friction Φ



go to zero in Fig. 2). Since aging by creep involves thermally activated processes leading to a logarithmic velocity dependence of Φ, the extent of the low-velocity range with positive slope, as represented by Fig. 2, is strongly exaggerated. So one could argue that this range 6



can safely be approximated by a stepwise increase of Φ at zero velocity as assumed by Carlson et al.. However, as we shall see below (Section V), this low-velocity range exhibits some interesting stability properties that are complementary to the previously investigated models and that may be important for obtaining a deeper understanding of the seismic activity of real faults, especially, with regard to the question of what constitutes SOC in continuum models of earthquake faults. The formal connection between Eqs. (2,3) and the BK model (6) becomes clear if one notes that in the limit τp → ∞ creep is suppressed (u˙ p → 0) so that one can integrate Eq. (3) with respect to time and insert the result into (2). In doing so one recovers Eq. (6). Within the framework of the present model, however, there is some evidence that this limit may not be physically relevant. This can be seen by rescaling the variables in the way presented below. We shall come back to this point in Section IV. Here we only point out that the presence of fault creep (as controlled by τp ), and the qualitative and quantitative behaviour of the friction force Φ(u) ˙ are physically related. As already mentioned before, the formal generalization of the BK model consists in the introduction of an internal variable F (or, equivalently, the plastic displacement rate u˙ p ) which plays the role of a control parameter, while the sliding rate u˙ s represents the order parameter. Physically speaking, this additional degree of freedom accounts for timedependent friction (memory friction), as the friction depends on the loading history. This was established by experimental investigations on rock friction performed by Dieterich [11]. As to the present model, memory effects are seen by integrating Eq. (3), F = kl ξ 2 u′′s − kt (us + up − v¯t) ,



(7)



and noting that the plastic displacements up and, hence, the plastic displacement rates u˙ p ∼ F depend on the force history according to Eq. (4). The physical origin of these memory effects can be traced back to the fact that the effective contact surfaces depend on plastic accommodation processes undergone in the past. Consequently, the phenomenon of memory friction and the possibility of velocity softening are intimately related owing to their common origin in fault aging. It is interesting to compare our model with the constitutive relations of memory friction 7



proposed by Ruina et al. [15–17]. In terms of the present notation, they assumed a coupled evolution of the driving force F and some relaxing internal variable J, u˙ u˙ J + ln J˙ = − lc vy F˙ = kt (¯ v − u) ˙ ,



!



,



(8) (9)



which are related by a constitutive equation of the form F = Fy + a ln



u˙ + bJ vy



.



(10)



Here a and b are coefficients associated to the velocity sensitivity of the friction which is assumed to depend logarithmically on the (total) displacement rate u. ˙ The characteristic length lc is the sliding distance over which J evolves as the memory decays. The yield point is defined by the force Fy attained at a critical displacement rate vy in the steady state. On eliminating J from Eqs. (8,10), defining the steady-state friction by Φ(u) ˙ = Fy + (a − b) ln(u/v ˙ y ) and using (9), one obtains m¨ u=



mkt m 2 u˙ [F − Φ(u)] ˙ + u˙ (¯ v − u) ˙ alc a



(11)



which, together with Eq. (9), constitutes a system equivalent to the original equations (8– 9). This is to be compared with our system Eqs. (2,3) that in the absence of longitudinal couplings can be written as m¨ u = F − Φ(u) ˙ +



m (¯ v − u) ˙ τp



(12)



which represents the balance of forces in terms of total displacements, while the force evolution equation is the same as Eq. (9). Comparing Eqs. (11) and (12) we note that they possess similar structures, but Ruina’s equation (11) exhibits additional non-linearities [besides the term Φ(u)] ˙ that make it difficult to reconcile with Newton’s law. The reason is that Eq. (11) derives from phenomenological arguments regarding memory friction and not from a proper balance of forces. However, in the linear limit which corresponds to a constant characteristic time, τc = const. instead of τc = lc /u, ˙ and a linear rather than logarithmic friction law, the two models are easily checked to be completely equivalent. 8



In conclusion of the discussion of the physical basis of our model we comment on a phenomenon that has attracted some interest recently: The slip inferred from inverting seismometric earthquake data falls short of that predicted from observations of long-term tectonic motion. Since sub-centimeter positioning from satellite data has become available, this “seismic slip deficit” has proved to be a general phenomenon which is due to aseismic fault creep and afterslip [14,18–20]. This finding suggests that the idea of a ‘stick-then-slip’ seismic cycle is incomplete, as fault dynamics depends on the frictional properties of the materials bounding the fault and, hence, on the details of the topological evolution of fault asperities. To see the time dependence of afterslip we consider Eqs. (2,3) for the special case of a slowly creeping fault where (i) longitudinal coupling inhomogeneities are absent (u˙ ′′s = 0), (ii) the driving forces are in equilibrium with the friction [adiabatic approximation: F = Φ(u)] ˙ and (iii) friction obeys logarithmic velocity strengthening [Φ(u) ˙ = (a − b) ln(u/v ˙ y ) according to Ruina [15], with a − b > 0]. Integration of F (t) = kt [¯ vt − u(t)] = (a − b) ln



u˙ vy



(13)



gives "



a−b u˙ 0 u˙ 0 − v¯ kt v¯t u(t) = v¯t + ln − exp − kt v¯ v¯ a−b



!#



.



(14)



Here, u(t ˙ = 0) = u˙ 0 is the initial displacement rate which roughly equals the coseismic slip velocity of the event preceding afterslip. It is seen that for small times afterslip depends logarithmically on time similar to the expression proposed by Scholz [12] on the base of the memory friction model (8–10) by Dieterich [11] and Ruina et al. [15–17]. This logarithmic time dependence was confirmed recently by satellite monitoring of the silent fault motion following an interplate thrust earthquake at the Japan trench [20]. For large times afterslip dies out and the displacement rate passes into the imposed tectonic velocity v¯. From the knowledge of the velocities v¯ and u˙ 0 , the total additional displacement due to afterslip, u(t) − v¯t →



a − b u˙ 0 ln kt v¯



for t → ∞ ,



can be used to estimate the material parameter (a − b)/kt . 9



(15)



III. MEMORY FRICTION RESPONSE



Having already made casual remarks on various consequences of the time-dependent friction inherent to the present model, we are now going to investigate it more systematically by means of linear response theory. This is particularly useful for adapting model parameters to results on rock friction obtained from laboratory experiments. Moreover, this can serve as a conceptual framework, in order to map parameters deriving from ‘microscopic’ theories of solid friction (accounting for the evolution of fractal asperity configurations) to the present ‘mesoscopic’ approach (dealing with friction in terms of an effective medium). Transient effects associated with memory friction make it necessary to distinguish between the short-term, or instantaneous velocity sensitivity Σ0 , that governs the friction response immediately after a change in velocity and the steady-state, or asymptotic velocity sensitivity Σ∞ , that is associated with the friction force when transients have died out. Since under steady-state displacement conditions the driving force equals the friction force [cf. Eq. (2)], the asymptotic velocity sensitivity is given by the slope of the friction-force–velocity law, Σ∞ =



dΦ du˙



,



(16)



and may thus assume negative values. To determine the instantaneous sensitivity we imagine a virtual, spatially uniform increment of the imposed velocity, ∆v(t), and inquire about the corresponding increment of the driving force, ∆F (t). Obviously, the interface accommodation processes of the fault which act back on F cannot adjust instantaneously, as this necessitates plastic deformation processes accomplished on a slow time scale. According to Eq. (4) the plastic displacement rate, however, is assumed in phase with the current driving force, ∆F = kt τp ∆u˙ p . As shown in Appendix A, ∆F (t) =



Z



∞



−∞



ds χ(t − s) [



dΦ ∆v + m ∆v] ˙ dv1



(17)



where v1 is the steady-state displacement rate before the imposed change of the driving velocity, and the response function χ is that of a damped oscillator with eigenfrequency ωt =



q



kt /m and damping coefficient α = (m/τp + dΦ/dv1 )/kt : 10



χ(t) =



ωt2 [exp(−γ− t) − exp(−γ+ t)] H(t) γ+ − γ−



(18)



with αωt2 γ± = 1± 2



s



4 1− 2 2 α ωt



!



(19)



and H(t) denoting the Heaviside step function. In what follows the response to a stepwise change in driving velocity is considered, ∆v(t) = (v2 − v1 )H(t) ,



v2 = const > v1



,



(20)



for which Eq. (17) is readily integrated. Here we quote the result for the case of strong damping in the velocity-strengthening regime, α2 ωt2 ≫ 1, where Eq. (18) reduces to a relaxator response function with characteristic time α. The force response is then given by !



"







t m dΦ dΦ + exp − − ∆F (t) = (v2 − v1 ) dv1 α dv1 α



#



H(t) .



(21)



Obviously, for t → ∞ the response is in accordance with Eq. (16), whereas for t = 0+ one obtains the instantaneous velocity sensitivity ∆F (0+ ) kt τp Σ0 = = v2 − v1 1 + (τp /m)dΦ/dv1



.



(22)



Note that this is positive for α positive. In the general case of finite (or even negative: velocity softening) damping α, the t = 0+ response is zero (due to inertia), but then rises quickly to a finite positive value. In this case it is more appropriate to speak of the short-term, rather than instantaneous, response. The fact that the instantaneous, or more generally, the short-term velocity sensitivity is strictly positive, while the asymptotic sensitivity may also assume negative values, represents a generic feature of velocity softening instabilities that has been observed with various physical systems, in particular, with the thermomechanical instabilities at low-temperature plastic deformation and with the serrated yielding associated with the Portevin–Le Chˆatelier effect in dynamic strain ageing alloys [21,22].



IV. LINEAR STABILITY ANALYSIS



For the remainder of this work we shall put Eqs. (2,3) in dimensionless form by introducing scaled variables: 11



lp u˙ s = e , τp



F = kt lp f



t = τp t˜ ,



,



x=



s



kl ξ x˜ , kt



(23)



where e and f stand for the scaled fields of the sliding displacement rate and the force, respectively, t˜ the scaled time, and x˜ the scaled spatial coordinate. By the parameter lp we have introduced an intrinsic length scale which can be related to the characteristic displacements of the asperities interlocking and breaking off during creep deformation. By fixing lp = τp v¯



(24)



and defining the dimensionless friction force as φ=



Φ kt τp v¯



,



(25)



one obtains ǫ2 e˙ = f − φ[¯ v (e + f )] , f˙ = e′′ − (e − 1) − f



(26) ,



(27)



where dots and primes now denote differentiation with respect to t˜ and x˜, respectively. The small parameter 1 ǫ= τp



s



m kt



(28)



is given by the ratio of the period of free oscillations of individual blocks, and the characteristic time of plastic deformation. In terms of the scaled equations (26,27) one recognizes that the limit τp → ∞ (or ǫ → 0) enables us to perform an adiabatic elimination of the fast order parameter dynamics of u˙ s (or e) so that the system’s evolution is approximately determined by the slower control parameter F (or f ). This limiting case, a discussion of which is given in Section V, is distinct from the BK limit derived before [cf. Eq. (6)] and one may inquire about the reason for this apparent discrepancy. As mentioned before, the BK limit corresponds to suppressing creep deformation without changing the forces, in particular, the b This is to be compared with the limit considered here: letting τ maximum friction force Φ. p



become large while keeping v¯ fixed implies that lp also becomes large [Eq. (24)]. According 12



to the scaling (23–25) this goes along with an increase of the dimensional forces F and Φ which, physically speaking, is related to the fact that force relaxation by creep becomes less efficient. Although this can be true only within some limits (in particular, the forces cannot exceed the shear strength of the material), we suppose that the present scaling provides a “natural description” and that ǫ ≪ 1 represents the natural limit of a semi-brittle fault. To get a first idea of the solution manifold of Eqs. (26,27), let us analyze the linear stability of the spatially uniform steady-state solution e0 = 1 − φ(¯ v) ,



f0 = φ(¯ v)



(29)



with respect to small perturbations of the form (δe, δf ) = [δe(0), δf (0)] exp(ωt + ikx).1 The corresponding characteristic polynomial possesses the roots ω± =



µ±



q



(1)



µ2 − ǫ2 [1 + (1 − φ0 )k 2 ] ǫ2



(30)



where the control parameter µ is proportional to the damping coefficient α introduced in the preceding section, (1)



µ=−



ǫ2 + φ0 2



,



(31)



and (n)



φ0 ≡ ∂en φ|(e0 ,f0 ) = v¯n ∂v¯n φ(¯ v) .



(32)



One notes that owing to the scaling introduced in Eqs. (23) the derivatives defined by Eq. (32) are in accordance with the idea that the friction φ depends logarithmically on velocity v¯ (natural scaling). Since loss of stability is characterized by the real part of ω becoming positive, two different types of instabilities may be distinguished: 1. For control parameters µ ≥ 0, that is 1 If



not explicitly stated otherwise, x and t henceforth denote dimensionless space and time scales.
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(1)



φ0 ≤ −ǫ2



,



(33)



a transition occurs from a stable focus to an unstable one. The Hopf bifurcation towards an oscillatory instability is characterized by the appearance of a pair of purely imaginary eigenvalues ω± = ±i



q



1 + (1 + ǫ2 )k 2



for



ǫ



µ=0 .



(34)



This velocity-softening instability is similar to what derives from the BK model (6), (1)



namely φ0 ≤ 0, except that here the instability shows up only at some finite negative value of the asymptotic velocity sensitivity (see Figure 2). This is due to the stabilizing influence exerted by the plastic relaxation. 2. In addition there is a diffusion-like instability for µ < 0 when the second term under the square root of Eq. (30) is positive, i.e. if (1)



φ0 > 1 ,



(35)



i.e. for large velocity sensitivities as they may occur in the aging regime at low velocities, but not in the inertia regime. In this case instability is confined to small wavelengths with wave numbers k2 ≥



1 (1) φ0



−1



.



(36)



This instability2 , which has no analogue in the BK model, is a consequence of the memory friction introduced here. It is related to the fact that for sufficiently strong velocity strengthening the driving force may increase with decreasing sliding rate, as plastic deformation becomes increasingly important for accommodating the imposed displacement rate.



2 One



(1)



easily verifies that φ0



> 1 gives rise to steady-state sliding rates ∼ e0 < 0 which appear



to be physically meaningless. This is, however, only an artefact due to the fact that we have suppressed the yield force Fy , such that plastic deformation sets in already for f0 > 0
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In the remainder of this section we consider the oscillatory instability with respect to its mechanical origin and its relevance to seismic activity, while a discussion of the diffusion-like instability and its implication for SOC is postponed to Section IV. In dimensional units, the criterion for the Hopf bifurcation reads Σ∞ = ∂u˙ s Φ ≤ −



m τp



.



(37)



It is interesting to compare this with the results derived by Ruina et al. [15–17]. Using general arguments that apply to sliding-rate and surface-state-dependent friction laws for the slip instability of crustal faults, they obtained an instability criterion which, adapted to the present notation3 , can be written as Σ∞ ≤ −



lc kt v¯



.



(38)



This is, as opposed to Eq. (37), independent of the block mass m and proportional to the characteristic time τc = lc /¯ v. The characteristic microstructural length lc (which is on the order of centimeters) has been identified with the critical distance over which slip must occur until the friction process loses its memory. To relate this length to the characteristic relaxation time τp introduced above, we note that m¯ v /τp represents the average momentum transfer rate due to relaxation events (microruptures). If one equates this with the average force kt lc relaxed during the free-of-contact motion over the characteristic distance lc , one has τp =



m¯ v kt lc



(39)



which confirms the criteria (37) and (38) to be physically equivalent. Accordingly, the geometric mean value of the time τp elapsing between successive relaxation events and the characteristic time τc after which memory has decayed during stable sliding, is given by the period of free oscillations: τp τc = m/kt . Note that one arrives at the same conclusion upon comparing the prefactors in Eqs. (11) and (12).



3 In



particular, Ruina et al. [15–17] have explicitly accounted for the fact that the friction forces



scale with the hydrostatic pressure σ which corresponds to replacing Φ by σΦ.
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The result that the instability shows up only if Σ∞ falls below some finite negative value is typical for velocity softening and has been noted for various physical systems [21]. It is due to a competition between the stabilizing influence of relaxation and the destabilization by velocity softening. In the present case, it is important for understanding the in-depth stability properties of a fault. In particular, Eqs. (37) or (38) may be invoked to explain the upper stability limit occurring at shallow depths in the earth crust. When with decreasing depth and, hence, decreasing hydrostatic pressure, the friction forces Φ (and also |∂u˙ s Φ|) decrease, one will encounter a margin where the instability criterion (37) can no more be fulfilled [12]. On the other hand, the tectonic displacements proceed in a stable ductile way at high temperatures and high pressures acting at large depths of the fault (∂u˙ s Φ > 0). The transition from unstable stick-slip to stable sliding defines the lower stability limit. Tectonic earthquakes are then confined to the seismogenic zone between the upper and the lower stability limit [12]. With respect to the occurrence of the upper stability limit, the present generalization of the BK model is supposed to describe the fault dynamics in a more realistic way.



V. ADIABATIC APPROXIMATION IN THE VELOCITY-STRENGTHENING REGIME



As mentioned in the preceding section, the model exhibits another aspect that is missing in the BK model, i.e., the diffusion-like instability (35,36). To shed some light on this type of instability, we consider the limiting case ǫ → 0 where one may eliminate adiabatically the order parameter dynamics by setting the right-hand side of Eq. (26) equal to zero and solving for e: 1 e = ζ(f ) − f v¯



(40)



with ζ(f ) = φ−1 (f ) being the inverse function of φ.4 Inserting this into Eq. (27), the control parameter f evolves according to



4 Note



that, according to condition (35) for the diffusion-like instability, we are considering now (1)



the regime with φ0 > 0, where the friction law can be inverted.
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1 f˙ = [D(f ) f ′]′ − ζ(f ) + 1 v¯



(41)



1 D = ∂f ζ(f ) − 1 . v¯



(42)



with



This non-linear diffusion equation exhibits similar stability properties as the original system (26,27). In particular, it is readily seen that Eqs. (35,36) still hold in the adiabatic approxi(1)



mation. For φ0 > 1 it follows that ∂f ζ/¯ v < 1 and D < 0. Hence, an essential feature of Eq. (41) is a range of forces with negative diffusion coefficient D (uphill diffusion). Owing to this short-wavelength instability, parts of the fault are driven towards the maximum of the friction law and thus closer towards the velocity-softening regime (cf. Fig. 2). Moreover, one notes that a pole in D shows up (∂f ζ → ∞) when f approaches from below the critical



b (cf. Fig. 2), i.e., for u˙ + u˙ = u b˙ (sinvalue which corresponds to the maximum friction Φ s p



gular diffusion). One should expect, however, that the adiabatic approximation (40) breaks down close to this critical point as the characteristic time scale of diffusive relaxation of the control parameter goes to zero. Due to the fact that in the adiabatic approximation the dynamics is completely deter-



mined by the evolution of forces (as it is true for the cellular automaton models exhibiting SOC), Eq. (41) is suitable for addressing some general questions about SOC in continuum systems. The common aspect of the SOC models proposed so far is that they deal with cellular automata of arrays of sites that are loaded either at random [8,9] or deterministically [23,25] and that are, upon reaching some threshold (critical force corresponding to unsticking), deloaded, while the force is redistributed among the next neighbor sites, either in a conservative [8,9] or in a non-conservative way [23–25]. Whereas in the original SOC model by Bak, Tang and Wiesenfeld [8,9] short-range coupling originates from the redistribution at threshold, additional long-range couplings may be provided by springs connecting the sites among each other and to the moving plate [10,23,25]. While the term “self-organized” refers to the fact that these systems are driven towards, and stay close to, a critical state without external tuning of a control parameter, “criticality” describes the power-law behaviour in space and time (critical phenomena). 17



As the redistribution occurs instantaneously (absence of time scale), the SOC models are not really dynamical in the sense that inertia and dynamic friction effects and, hence, the phenomenon of velocity softening, are missing. Although there has been some attempt to mimic velocity softening in terms of force relaxation at threshold [23], the ultimate relation between the force-controlled algorithms (as envisaged by the SOC models) and the velocitycontrolled dynamics considered here is not obvious. Closely related to this is the question how ideas about SOC that have been developed for discrete systems relate to corresponding continuum systems and how the basic features, such as self-tuning and power-law scaling, can be realized by continuum analogues. Various, partly conflicting opinions have been expressed in the literature: 1. Hwa and Kardar [26] investigated possible relations between SOC and non-linear diffusion equations (with finite positive diffusion coefficients) in the presence of noise. According to their analysis, SOC with self-similar fluctuations (clusters) requires conservation of the field variable, since any source/loss term in the deterministic part of the dynamics would introduce characteristic scales and, hence, preclude scale invariance. Performing a dynamic renormalization-group calculation they find power-law scaling of the cluster distribution, reminiscent of the Gutenberg–Richter law. 2. Carlson et al. [27–29] and B´antay and J´anosi [30] have directed the attention to the fact that certain aspects of avalanche dynamics that is characteristic of systems showing SOC may be described in terms of singular diffusion equations, namely with diffusion coefficients that diverge at some critical point. This may cope with the threshold dynamics introduced in the discrete SOC models, inasmuch as an infinite diffusion coefficient (divergence of scales) gives rise to an instantaneous redistribution of the field variable occurring when the critical value is reached locally. Singular diffusion may also give rise to power-law scaling, but the qualitative behaviour depends on the boundary conditions and the driving rates imposed. 3. In a recent paper Gil and Sornette [31] proposed a continuous analogue of SOC in terms similar to a Landau–Ginzburg theory of phase transitions. Their theory has in common with the present model the coupled dynamics of an order parameter and a 18



control parameter. In the parameter regime where the instability growth of the order parameter is slow as compared to the diffusive relaxation of the control parameter they find an uphill diffusion of the latter. This control parameter dynamics which mimics the driving towards the critical point (self-tuning) also gives rise to power-law scaling of the frequency distribution. However, it appears that the system is not completely selforganized since, in addition to the deterministic driving, some element of randomness is necessary to generate this scaling behaviour. In fact, the higher the noise level, the larger the scaling regime becomes (it extends over more orders of magnitude) [31]. In view of the fact that all these approaches do reproduce the crucial feature of SOC, i.e. power-law scaling behaviour, it is interesting to note that Eq. (41) [and hence the original system (35,36)] combines the essential aspects of all three continuum approaches pursued so far. Fig. 3 (a) gives a schematic view of the force dependence of the diffusion coefficient D [Eqs. (41,42)]. The uphill-diffusion regime (D < 0) gives rise to a self-tuning by means of unstable growth of short-range fluctuations of forces. This compares with random loading applied in cellular automata algorithms. From a physical point of view this may go along with the formation of microfissures appearing on various scales. The diffusion coefficient D diverges at the maximum of the friction force. This singularity defines an unsticking threshold at which the force is distributed instantaneously to the neighborhood of the position where the critical force has been attained. Due to the corresponding divergence of scales in the spatial and temporal domains, the effect of the deterministic sink ζ(f )/¯ v−1 becomes unimportant at the critical point. However, we note that the threshold is separated from the self-tuning regime by a gap characterized by stable diffusion (D > 0). This is why some element of randomness (distinct from random initial conditions) is necessary to trigger an event. To make this point clear we write Eq. (41) as a variational problem, δU f˙ = − δf



,



(43)



with the functional Z











1 U= dx D(f ) (f ′)2 + V (f ) 2 −∞ ∞



The potential 19



.



(44)



1Z f V (f ) = dz ζ(z) − f v¯ 0



.



(45)



which is schematically depicted in Fig. 3 (b) displays a cusp barrier the height of which is determined by the extension of the uphill-diffusion regime and, hence, depends on the form of the friction force Φ(u). ˙ Methods of transition state theory [32] can be applied to calculate the mean-first-passage time associated to the noise-induced crossing of the barrier. Physical sources of noise may be topological inhomogeneities along a fault (intrinsic noise) and/or long-range couplings via seismic waves etc. (extrinsic to the fault). In the uphill diffusion regime, −1 < D < 0, close to the steady state, the exponential growth rate of Fourier modes with wavenumber k is governed by the power law ν = |D|k 2



,



(46)



meaning that the instability is the more pronounced the shorter is the wavelength of some perturbation. To relate this to the power law distributions described by the Gutenberg– Richter law it is necessary to assume that the level of noise is sufficiently high. The frequency of events of a given magnitude may then be governed by the rate (46) at which fault segments of characteristic dimension k −1 develop towards the threshold, while the mean-first-passage time to cross the barrier (unsticking) by virtue of some fluctuation is not the rate-controlling process. As an interesting feature of this assumption, should it apply to real faults, we point out that large events may show up although the “working point” (as defined by the imposed displacement rate v¯) is within the range of positive velocity sensitivities. This idea is supported by recent satellite observations of fault afterslip [20] which closely followed a logarithmic evolution with time as described by Eq. (14) with positive velocity sensitivity a−b > 0. As this range is associated with large-scale stability (quasi-sticking), the term selforganized criticality seems to describe this regime appropriately. This gives us an idea of the relationship between force-controlled sticking/unsticking as envisaged by the SOC models, and the rate-controlled instability due to velocity softening considered here. In the velocitystrengthening regime, the system may not remain stuck as a whole, but tends to fragmentize into segments sliding at lower and at higher rates as compared to the imposed displacement rate v¯. Without tuning of v¯ this may bring the system into the velocity-softening regime characterized by oscillatory instability and deterministic chaos (Section VI). In this regard 20



we feel that the present model, which originated from physical arguments about fault friction, may also contribute to elucidating the basic mechanisms that constitute SOC in continuous systems. In this connection we recall that the concept of SOC was initially illustrated in terms of avalanches in a pile of sand [8]. In fact, also the present model is readily transferred to the instabilities in a driven sandpile if u˙ p and the corresponding relaxation of the driving force are attributed to the aging of a pile by compaction which is brought about by grains settling into closer packed configurations. Provided that the difference δθ = θm − θr between the maximum slope θm at which the pile becomes unstable and the angle of repose θr [33] is not too large, one can eliminate the trigonometric relations referring to the inclination of the pile surface by scaling of variables [34]. In this case the sandpile model becomes identical to Eqs. (26,27). This finding suggests that sandpiles and earthquakes are intimately related (perhaps even belong to the same universality class), although the full dynamics may display a much more complex behaviour than envisioned by SOC models.



VI. WEAKLY NON-LINEAR REGIME



In this section we analyze the weakly non-linear dynamics of Eqs. (26,27) in the vicinity of the Hopf bifurcation point µ = 0 [cf. Eq. (31)]. The objective of such an analysis is the derivation of a generalized time-dependent Ginzburg–Landau (TDGL) equation [35–37], i.e., a complex order parameter equation the specific form of which tells us about the character of the bifurcation (sub- or supercritical) and about the system’s dynamics in the postbifurcation regime. For its derivation it is convenient to introduce new variables according to g =e+f −1 ,



h = f − f0



(47)



and to expand the friction force about the steady state solution (29). Neglecting higher than third order terms this yields 



(1)







(2)



(3)



φ φ 1 φ g˙ = g ′′ − h′′ − 1 + 02  g − 0 2 g 2 − 0 2 g 3 + 2 h , ǫ 2ǫ 6ǫ ǫ



h˙ = g ′′ − h′′ − g



.
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(48) (49)



This represents a generalized reaction–diffusion scheme5 the appropriate coordinates of which are introduced by replacing x → x/ǫ and t → t/ǫ2 . In vector notation this gives 















 







(3) (2) 1 φ φ ∂t   = (L + D)   −  0 g 2 + 0 g 3    2 6 0 h h



g



g



(50)



with the linear reaction matrix 



L=



2µ



1



−ǫ2



0



 



(51)



and the diffusion operator 



D=



1 −1 1 −1







 ∂2 x



.



(52)



The corresponding TDGL equation derives from performing a separation of time scales, in order to identify the slow modes that govern the dynamics of the order parameter close to the bifurcation point. A straightforward method to achieve this consists of two steps. (i) By representing the solution vector (g, h) in terms of the complex conjugate eigenvectors of L, one may introduce a complex-valued amplitude ψ. The corresponding dynamics is described by a complex partial differential equation which is still equivalent to the system (48,49). (ii) In a second step one may perform a perturbation expansion of the amplitude ψ, the control parameter µ, the frequency ω and the wavenumber k with respect to some averaged amplitude δ which is considered a small parameter measuring the system’s distance to the bifurcation point. As shown in the Appendix B, taking into account terms up to third order in δ, the result of such an analysis is 



(3)



(2)







(φ )2 φ 1 + ǫ2 ′′ ψ + (µ + iǫ) ψ −  0 + i 0  |ψ|2ψ ψ˙ = −i 2ǫ 4 6ǫ



.



(53)



In what follows we consider the case that the inflection point ∂e2 φ = 0 occurs at velocities (3)



larger than those defining the bifurcation point which means that φ0 > 0. According to Eqs. (B13,B18,B21) of the Appendix B this corresponds to µ > 0 and a supercritical Hopf √ bifurcation meaning that the order parameter bifurcates continuously as δ ∼ |ψ| ∼ ± µ.



5 Note



that the diffusion matrix (52) is degenerate, as its determinant is zero.
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The critical phenomena associated with of the Hopf bifurcation have been investigated recently by Heslot et al. [13] who performed experiments on the dry friction dynamics of a paper-on-paper system. They found that at low sliding velocities the dynamics is controlled by creep (aging regime), while at high velocities inertial effects dominate (inertia regime). The velocity dependence of the steady-state dynamic friction coefficient (which is equivalent to the present friction force Φ, see Fig. 2) changed from velocity softening to velocity strengthening at the aging–inertia crossover. In accordance to the present post-bifurcation analysis the bifurcation turned out supercritical in the velocity-softening regime, whereas at high sliding velocities characteristic of the inertia regime it became subcritical with hysteresis showing up. This is clear from the fact that in the inertia regime the system is linearly stable (1)



due to velocity strengthening with 0 < φ0 < 1 (cf. Section IV), but unstable with respect to finite amplitude perturbations provided that a velocity-softening branch exists to which the system can switch by non-linear oscillations. The TDGL equation (53) can be put into the following standard form by transforming to a co-rotating frame according to T = µt ,



X=



s



2ǫµ x , 1 + ǫ2



A=



v u (3) uφ t 0



4µ



exp(−iǫt) ψ



.



(54)



This results in the amplitude equation 2 ∂T A = −i ∂X A + A − (1 + ic)|A|2 A



(55)



which depends on a single dimensionless parameter (2)



c=



2(φ0 )2 (3)



3ǫφ0



>0



(56)



and c real. Obviously Eq. (55) possesses a spatially uniform, temporarily oscillating solution for the amplitude A, A(T ) = exp(−icT ) ,



(57)



that describes the motion on the limit cycle enclosing the bifurcation point in phase space (Stokes wave). It is well-known that this uniform motion is unstable with respect to finite 23



wavelength perturbations (sideband instability or modulational instability [38–40]). This can be seen by splitting A into the real amplitude ρ and phase ϕ according to A(T ) = ρ exp(iϕ)



(58)



which yields the following coupled amplitude–phase dynamics: 2 ∂T ρ = ρ ∂X ϕ − 2∂X ϕ ∂X ρ + ρ − ρ3 2 ρ ∂T ϕ = −∂X ρ + ρ(∂X ϕ)2 − cρ3



,



.



(59) (60)



Assuming deviations (δρ, δϕ) ∼ exp(ΩT + iQX) from the limit cycle (ρ = 1, ϕ = −cT ) [cf. Eq. (57)] and performing a linear stability analysis gives the amplification rates Ω± = −1 ±



q



1 + 2cQ2 − Q4



.



(61)



In the case c > 0 considered here6 , the instability shows up (Ω+ is positive) in the range √ 0 < |Q| < 2c with maximum amplification occurring for b = |Q| = Q



√ c .



(62)



The stability diagramme is shown in Fig. 4. As discussed in detail by Moon [40,41], the resonance mechanism associated with the sideband instability plays an important role in the transition to chaos in the TDGL equation which is associated with the existence of a strange attractor in the vicinity of the Stokes wave. Here we only point out that within the weakly non-linear regime to which the present TDGL equation applies, the nature of the Hopf bifurcation (supercritical for c > 0) and the transition to chaos depend sensitively on the actual analytic form of the friction law and, in particular, on its third-order derivative [cf. Eq. (56)]. This, in turn, is influenced by the general deformation conditions, such as temperature and pressure, as well as by material properties of the fault. Applied to the earthquake problem, the chaotic behaviour in the velocity-softening regime is expected to



6 Note



that this condition plays the role of the Newell criterion [42] established for the more general



case where the prefactor of the second-order gradient in Eq. (55) has a non-vanishing real part.
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be crucial for understanding the dynamics of aftershocks, that is, after some segment of the fault happens to leave the velocity-strengthening regime at low displacement rates by an unsticking event (main shock).



VII. SUMMARY AND OUTLOOK



The present work was motivated by the idea that creep, memory effects and velocity softening in the solid friction of a tectonic fault are closely related, inasmuch as velocity softening shows up when the fault displacement occurs at such a high rate that relaxation processes by creep lag behind and plastic accommodation (aging) of the fault interface becomes incomplete. This led us to generalizing the continuum version of the one-dimensional homogeneous Burridge–Knopoff (BK) model by allowing for two displacement modes: plastic creep and rigid sliding. The corresponding deterministic evolution equations can be interpreted in terms of the coupled dynamics of an order parameter-like field variable (the sliding rate) and the control parameter field (the driving force). As compared to the original BK model, we find a new regime which is characterized by an anomalous diffusion that goes along with a singular diffusion coefficient and a diffusionlike instability against finite-wavelength perturbations. This regime, which is associated with velocity strengthening at low displacement rates, is considered a continuum analogue of discrete models showing self-organized criticality (SOC). This is believed to be relevant for the development of stresses and the approach to the critical state during the quiescent period of a fault. The dynamics in this regime may be related to the size distribution of large events (main shocks) that ultimately show up. More generally, this finding should hold for other systems displaying SOC, too. In fact, the model is easily adapted to the dynamics of sandpiles by noting that aging is due to compaction of grains settling into closer packed configurations [34]. In addition, the model exhibits a Hopf bifurcation towards an oscillatory instability. Quite similar to what is known from the original BK model, this is directly related to the velocity softening occurring in an intermediate range of displacement rates. For the weakly non-linear dynamics close to the bifurcation point, the corresponding time-dependent 25



Ginzburg–Landau equation has been derived, in order to identify the bifurcation as being supercritical and to study the system’s transition to chaos. As the system enters this regime only after large-scale unsticking by the main shock has occurred, we propose that the deterministic chaos associated with velocity softening is relevant for the dynamics of aftershocks. Since the present model captures the effect of memory friction and since it combines the essential features of systems behaving deterministically chaotic and systems showing SOC, it is supposed to shed new light on (i) the material aspects of fault friction, (ii) the origin of power-law scaling, (iii) the open questions related to precursor events, aftershocks and afterslip, and (iv) the principal problem of earthquake predictability. To this end, systematic numerical investigations by computer simulations are going to be performed, with the objective of generating artificial time series of events that will be analysed statistically and compared to real data from earthquake catalogues. Moreover, the model appears worthwhile to be generalized in two aspects. (i) By an extension to two dimensions, the in-depth variations of frictional properties can be accounted for, in order to model the vertical extent of the seismogenic zone. (ii) Including noise one may take into account the random inhomogeneities along a fault and the long-range coupling via seismic waves which are expected to have an effect on the dynamics in the velocity-strengthening regime.
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APPENDICES



A. Derivation of the response function



As we are interested in the linear response of the system (2,3) being close to a uniform (u˙ ′′s = 0) steady state (u˙ = v¯), we may consider the first-order Taylor expansion of the friction force Φ(u) ˙ ≈ Φ(¯ v ) + (u˙ − v¯)



dΦ d¯ v



.



(A1)



Using this in Eq. (2) and eliminating the displacement rates u˙ s and u˙ by means of Eqs. (3,4), we find the driving force F to undergo damped oscillations excited by the imposed velocity v¯: ωt−2F¨ + αF˙ + F = Φ(¯ v ) + mv¯˙



(A2)



with ωt2 =



kt m



and the damping coefficient 1 α= kt



m dΦ + τp d¯ v



(A3) !



.



(A4)



We may now assume that the imposed velocity v¯ = v1 is constant for t < 0 and then varies as v¯(t) = v1 + ∆v(t) for t ≥ 0, while the relative variations |∆v/v1 | remain sufficiently small. If we define the corresponding force variations by ∆F (t) = F (t) − Φ(v1 ) we get ωt−2∆F¨ + α∆F˙ + ∆F = Fext



(A5)



with the external driving force Fext =



dΦ ∆v + m ∆v˙ dv1



(A6)



consisting of a contribution from friction and one from inertia. The force response is then obtained in the usual way from ∆F (t) =



Z



∞



−∞



ds χ(t − s) Fext (s)



(A7)



where the response function χ(t) follows from solving Eq. (A5) for the case of an excitation by a delta shock: Fext = δ(t). This yields Eqs. (18,19). 27



B. Derivation of the Ginzburg–Landau equation



For the derivation of the TDGL equation (53) from the system (50–52) we consider the eigenvalues λ of L as determined by



2µ − λ −ǫ2



which gives



1 



−λ 



=0



(B1)



λ± = µ ± iω0



(B2)



with ω0 =



q



ǫ2 − µ2



(B3)



being real-valued for µ sufficiently close to zero. The corresponding eigenvectors and adjoint eigenvectors (not normalized) are 



−1



c=



µ − iω0







µ − iω0



 



,



∗







−1



c =



µ + iω0







µ + iω0



 



,



(B4)



,



(B5)



and d=



1



 



,



d∗ = 



1



 



respectively, with cd = c∗ d∗ = 0, and with stars denoting complex conjugation. A complex amplitude ψ is introduced by  



g h



 



= ψc + ψ ∗ c∗



.



(B6)



Inserting this expression into Eq. (50), and multiplying by d∗ gives after some straightforward analysis (1 + µ + iω0 )2 ∗ ′′ 1 + 2µ + ǫ2 ′′ ψ −i (ψ ) ψ˙ = (µ + iω0 )ψ − i 2ω0 2ω0   (3)  (2)  µ φ0 µ φ0 ∗ 2 1−i (ψ + ψ ) − 1−i (ψ + ψ ∗ )3 − 4 ω0 12 ω0 28



.



(B7)



So far no approximations have been made. To derive the governing order parameter dynamics we may now perform a perturbation expansion of the form ψ=



∞ X



ψn (θ) δ n = ψ1 (θ) δ + ψ2 (θ) δ 2 + ψ3 (θ) δ 3 + ...



(B8)



n=1



where ψ is supposed to be 2π-periodic with respect to the phase θ, ψ(θ) = ψ(θ + 2π) ,



(B9)



and the smallness parameter δ is identified with the average amplitude defined by δ = hψi =



1 Z 2π dθ exp(−iθ)ψ(θ) . 2π 0



(B10)



Hence δ determines how far the system is from criticality. Corresponding expansions are performed for the angular frequency7 , ω = ∂t θ = ǫ + ω1 δ + ω2 δ 2 + ... ,



(B11)



k = −∂x θ = k1 δ + k2 δ 2 + ... ,



(B12)



and for the wavenumber,



as well as for the control parameter µ = µ1 δ + µ2 δ 2 + ... .



(B13)



Inserting Eqs. (B9,B11,B12,B13) into Eq. (B7) and keeping track of the various orders of δ, one finds to first order (∂θ − i)ψ1 = 0



(B14)



which is solved by ψ1 = exp(iθ) ,



7 Note



hψ1 i = 1 ,



(B15)



that according to Eq. (B3), the leading order angular frequency reduces to ω0 = ǫ for



µ = 0.
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so that Eq. (B10) is fulfilled for hψn i = 0



for



n≥2 .



(B16)



Using these conditions the unknown coefficients can be fixed in the higher orders. To second order in δ one gets (2)



φ ǫ(∂θ − i)ψ2 = (µ1 − iω1 ) exp(iθ) − 0 [2 + exp(2iθ) + exp(−2iθ)] 4



,



(B17)



where Eq. (B15) has been used. For condition (B16) to be satisfied, hψ2 i = 0, one must require that the term with exp(iθ) vanishes, i.e. µ 1 = ω1 = 0 .



(B18)



A particular solution of Eq. (B17) is then given by (2)



φ ψ2 = i 0 [3 exp(2iθ) − exp(−2iθ) − 6] 12ǫ



.



(B19)



The third order, finally, is described by 



(2)







1 + ǫ2 2 (φ )2 φ(3)  k1 − i 0  exp(iθ) ǫ(∂θ − i)ψ3 = µ2 − 0 − iω2 + i 4 2ǫ 6ǫ



(B20)



(3)



φ0 [exp(3iθ) + 3 exp(−iθ) + exp(−3iθ)] 12 (2) (1 + ǫ)2 2 (φ0 )2 [exp(3iθ) − exp(−iθ) − exp(−3iθ)] + i k1 exp(−iθ) , −i 6ǫ 2ǫ −



where Eqs. (B15,B18,B19) have been taken into account. Requiring again the average amplitude to vanish, hψ3 i = 0, gives the control parameter (3)



µ2 =



φ0 4



(3)



,



µ=



φ0 2 δ + O(δ 4 ) 4



(B21)



and the second-order contribution to the dispersion relation (2)



ω2 =



1 + ǫ2 2 (φ0 )2 k − 2ǫ 1 6ǫ



or 30



(B22)



(2)



1 + ǫ2 2 (φ0 )2 2 k − δ + O(δ 4 ) . ω =ǫ+ 2ǫ 6ǫ



(B23)



From this the TDGL equation (53) immediately derives by taking into account the definition √ (3) of δ. The supercritical nature of the Hopf bifurcation follows from φ0 > 0 and δ ∼ ± µ close to the bifurcation point µ = 0 [cf. Eq. (B21)].
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FIGURE CAPTIONS



Figure 1: Illustration of the generalized spring–block model investigated in the present work: the essential new feature as compared to the BK model consists in the consideration of plastic creep of some boundary layer intermediate to the two parts of the fault. Figure 2: Schematic drawing of the non-linear friction law upon which the present analysis is based: in the creep regime plastic accommodation of the fault boundary layer gives rise to memory friction and velocity softening, while in the inertia regime plastic deformation is negligible. The ranges of the diffusion-like instability and the Hopf bifurcation towards oscillatory modes of displacement are also indicated (cf. Sections IV and V). Figure 3: Schematic representation of the force dependence of (a) the coefficient D governing the non-linear diffusion equation (41) and (b) the potential V introduced in Eqs. (43–45). The uphill-diffusion regime (D < 0) gives rise to self-tuning, while the singularity in D corresponds to the friction force maximum which defines an unsticking threshold at which the force is distributed instantaneously. Since the threshold is separated from the self-tuning regime by a gap characterized by stable diffusion (D > 0), some element of randomness is necessary to overcome the potential barrier and to trigger an event. Figure 4: Plot of Eq. (61) illustrating the wavenumber dependence of the amplification factor Ω+ pertinent to the sideband instability (modulational instability) for c = 1.
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