






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Relating practical representations of imprecise probabilities - sipta

There exist many practical representations of prob- ability families ..... A random variable x with values in X is said to belong .... can only occur for discrete clouds. 

















 Télécharger le PDF 






 207KB taille
 1 téléchargements
 277 vues






 commentaire





 Report
























5th International Symposium on Imprecise Probability: Theories and Applications, Prague, Czech Republic, 2007



Relating practical representations of imprecise probabilities S. Destercke Institut de Radioprotection et de sûreté nucléaire (IRSN), Cadarache, France [email protected]



D. Dubois Institut de Recherche en Informatique de Toulouse (IRIT) Toulouse, France [email protected]



Abstract There exist many practical representations of probability families that make them easier to handle. Among them are random sets, possibility distributions, probability intervals, Ferson’s p-boxes and Neumaier’s clouds. Both for theoretical and practical considerations, it is important to know whether one representation has the same expressive power than other ones, or can be approximated by other ones. In this paper, we mainly study the relationships between the two latter representations and the three other ones.
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pose of the present study. It extends some results by Baudrit and Dubois [1] concerning the relationships between p-boxes and possibility measures.
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The paper is structured as follows: the first section briefly recalls the formalism of random sets, possibility distributions and probability intervals, as well as some existing results. Section 3 then focuses on pboxes, first generalizing the notion of p-boxes to arbitrary finite spaces before studying the relationships of these generalized p-boxes with the three former representations. Finally, section 4 studies the relationships between clouds and the preceding representations. For the reader convenience, longer proofs are put in the appendix.



1



2



Introduction



Preliminaries



There are many representations of uncertainty. The theory of imprecise probabilities (including lower/upper previsions) [27] is the most general framework. It formally encompasses all the representations proposed by other uncertainty theories, regardless of their possible different interpretations.



In this paper, we consider that uncertainty is modeled by a family P of probability assignments, defined over a finite referential X = {x1 , . . . , xn }. We also restrict ourselves to families that can be represented by their lower and upper probability bounds, defined as follows:



The more general the theory, the more expressive it can be, and, usually, the more expensive it is from a computational standpoint. Simpler (but less flexible) representations can be useful if judged sufficiently expressive. They are mathematically and computationally easier to handle, and using them can greatly increase efficiency in applications.



P (A) = inf P (A) and P (A) = sup P (A)



Among these simpler representations are random sets [7], possibility distributions [28], probability intervals [2], p-boxes [15] and, more recently, clouds [21, 22]. With such a diversity of simplified representations, it is then natural to compare them from the standpoint of their expressive power. Building formal links between such representations also facilitates a unified handling of uncertainty, especially in propagation techniques exploiting uncertain data modeled by means of such representations. This is the pur-



P ∈P



P ∈P



Let PP ,P = {P |∀A ⊆ X, P (A) ≤ P (A) ≤ P (A)}. In general, we have P ⊂ PP ,P , since PP ,P can be seen as a projection of P on events. Although they are already restrictions from more general cases, dealing with families PP ,P often remains difficult. 2.1



Random Sets



Formally, a random set [20] is a mapping Γ from a probability space to the power set ℘(X) of another space X, also called a multi-valued mapping. This mapping induces lower and upper probabilities on X [7]. In the continuous case, the probability space is often [0, 1] equipped with Lebesgue measure, and Γ is a point-to-interval mapping.



In the finite case, these lower and upper probabilities are respectively called belief and plausibility measures, and it can be shown that the belief measure is a ∞-monotone capacity [4]. An alternative (and useful) representation of the random set consists of a normalized assignment Pof positive masses m over the power set ℘(X) s.t. E⊆X m(E) = 1 and m(∅) = 0 [25]. A set E that receives strictly positive mass is said to be focal. Belief and plausibility functions are then defined as follows: Bel(A)=



2.3



Probability intervals



P



E,E⊆A m(E)



P l(A)=1−Bel(Ac )=



P



E,E∩A6=∅ m(E).



The set PBel = {P |∀A ⊆ X, Bel(A) ≤ P (A) ≤ P l(A)} is the probability family induced by the belief measure. Although 2|X| values are still needed to fully specify a general random set, the fact that they can be seen as probability assignments over subsets of X allows for simulation by means of some sampling process. 2.2



From a practical standpoint, possibility distributions are the simplest representation of imprecise probabilities (as for precise probabilities, only |X| values are needed to specify them). Another important point is their interpretation in term of collection of confidence intervals [10], which facilitates their elicitation and makes them natural candidate for vague probability assessments (see [5]).



Possibility distributions



A possibility distribution π [12] is a mapping from X to the unit interval such that π(x) = 1 for some x ∈ X. Formally, a possibility distribution is the membership function of a fuzzy set. Several setfunctions can be defined from a distribution π [11]: • Π(A) = supx∈A π(x) (possibility measures); • N (A) = 1 − Π(Ac ) (necessity measures);



Probability intervals are defined as lower and upper probability bounds restricted to singletons xi . They can be seen as a collection of intervals L = {[li , ui ], i = 1, . . . , n} defining a probability family: PL = {P |li ≤ p(xi ) ≤ ui ∀xi ∈ X}. Such families have been extensively studied in [2] by De Campos et al. In this paper, we consider non-empty families (i.e. PL 6= ∅) that are reachable (i.e. each lower or upper bound on singletons can be reached by at least one probability assignment of the family PL ). Conditions of non-emptiness and reachability respectively correspond to avoiding sure loss and achieving coherence in Walley’s behavioural theory. Given intervals L, lower and upper probabilities P (A), P (A) are calculated by the following expressions P P P (A) = max( xi ∈A li , 1 − xi ∈A / ui ) P P P (A) = min( xi ∈A ui , 1 − xi ∈A / li )



(1)



• ∆(A) = inf x∈A π(x) (sufficiency measures). Possibility degrees express the extent to which an event is plausible, i.e., consistent with a possible state of the world, necessity degrees express the certainty of events and sufficiency (also called guaranteed possibility) measures express the extent to which all states of the world where A occurs are plausible. They apply to so-called guaranteed possibility distributions [11] generally denoted by δ. A possibility degree can be viewed as an upper bound of a probability degree [13]. Let Pπ = {P, ∀A ⊆ X, N (A) ≤ P (A) ≤ Π(A)} be the set of probability measures encoded by a possibility distribution π. A possibility distribution is also equivalent to a random set whose realizations are nested.



De Campos et al. have shown that these bounds are Choquet capacities of order 2 ( P is a convex capacity). The problem of approximating PL by a random set has been treated in [17] and [8]. While in [17], Lemmer and Kyburg find a random set m1 that is an inner approximation of PL s.t. Bel1 (xi ) = li and P l1 (xi ) = ui , Denoeux [8] extensively studies methods to build a random set that is an outer approximation of PL . The problem of finding a possibility distribution approximating PL is treated by Masson and Denoeux in [19]. Two common cases where probability intervals can be encountered as models of uncertainty are confidence intervals on parameters of multinomial distributions built from sample data, and expert opinions providing such intervals.
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P-boxes



We first recall some usual notions on the real line that will be generalized in the sequel. Let Pr be a probability function on the real line with density p. The cumulative distribution of Pr is denoted F p and is defined by F p (x) = Pr((−∞, x]). Let F1 (x) and F2 (x) be two cumulative distributions. Then, F1 (x) is said to stochastically dominate F2 (x) iff F1 (x) ≤ F2 (x) ∀x. A P-box [15] is defined by a pair of cumulative distributions F ≤ F (F stochastically dominates F ) on the real line. It brackets the cumulative distribution of an imprecisely known probability function with density p s.t. F (x) ≤ F p (x) ≤ F (x) ∀x ∈ α)



(4)



under all suitable measurability assumptions. If X is a finite space of cardinality n, a cloud can be defined by the following restrictions : P (Bi ) ≤ 1 − αi ≤ P (Ai ) and Bi ⊆ Ai ,



(5)



where 1 = α0 > α1 > α2 > . . . > αn > αn+1 = 0 and ∅ = A0 ⊂ A1 ⊆ A2 ⊆ . . . ⊆ An ⊆ An+1 = X; ∅ = B0 ⊆ B1 ⊆ B2 ⊆ . . . ⊆ Bn ⊆ Bn+1 = X. The confidence sets Ai and Bi are respectively the strong and regular α-cut of fuzzy sets π and δ (Ai = {xi , π(xi ) > αi+1 } and Bi = {xi , δ(xi ) ≥ αi+1 }).



As for probability intervals and p-boxes, eliciting a cloud requires 2|X| values. 4.1



Clouds in the setting of possibility theory



Let us first recall the following result regarding possibility measures (see [10]): Proposition 3. P ∈ Pπ if and only if 1 − α ≤ P (π(x) > α), ∀α ∈ (0, 1] The following proposition directly follows Proposition 4. A probability family Pδ,π described by the cloud (δ, π) is equivalent to the family Pπ ∩ P1−δ described by the two possibility distributions π and 1 − δ. Proof of proposition 4. Consider a cloud (δ, π), and define π = 1−δ. Note that P (δ(x) ≥ α) ≤ 1−α is equivalent to P (π > β) ≥ 1 − β, letting β = 1 − α. So it is clear from equation (4) that probability measure P is in the cloud (δ, π) if and only if it is in Pπ ∩ Pπ . So a cloud is a family of probabilities dominated by two possibility distributions (see [14]) . This property is common to generalized p-boxes and clouds: they define probability families upper bounded by two possibility measures. It is then natural to investigate their relationships. 4.2



Finding clouds that are generalized p-boxes



Proposition 5. A cloud is a generalized p-box iff {Ai , Bi , i = 1, . . . , n} form a nested sequence of sets (i.e. there is a linear preordering with respect to inclusion) Proof of proposition 5. Assume the sets Ai and Bj form a globally nested sequence whose current element is Ck . Then the set of constraints defining a cloud can be rewritten in the form γk ≤ P (Ck ) ≤ βk , where γk = 1 − αi and βk = min{1 − αj : Ai ⊆ Bj } if Ck = Ai ; βk = 1−αi and γk = max{1−αj : Aj ⊆ Bi } if Ck = Bi . Since 1 = α0 > α1 > . . . > αn < αn+1 = 0, these constraints are equivalent to those of a generalized pbox. But if ∃ Bj , Ai with j > i s.t. Bj 6⊂ Ai and Ai 6⊂ Bj , then the cloud is not equivalent to a p-box, since confidence sets would no more form a complete preordering with respect to inclusion. In term of pairs of possibility distributions, it is now easy to see that a cloud (δ, π) is a generalized p-box
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Figure 1: Comonotonic cloud π δ
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capacities that are not 2-monotone, one could wish to work either with outer or inner approximations. We propose two such approximations, which are easy to compute and respectively correspond to necessity (possibility) measures and belief (plausibility) measures. Proposition 7. If Pδ,π is the probability family described by the cloud (δ, π) on a referential X, then, the following bounds provide an outer approximation of the range of P (A) : max(Nπ (A), N1−δ (A)) ≤ P (A) ≤ min(Ππ (A), Π1−δ (A)) ∀A ⊂ X



(6)
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Figure 2: Non-Comonotonic cloud if and only if π and δ are comonotonic. We will thus call such clouds comonotonic clouds. If a cloud is comonotonic, we can thus directly adapt the various results obtained for generalized p-boxes. In particular, because comonotonic clouds are generalized pboxes, algorithm 1 can be used to get the corresponding random set. Notions of comonotonic and noncomonotonic clouds are respectively illustrated by figures 1 and 2 4.3



Characterizing and approximating non-comonotonic clouds



The following proposition characterizes probability families represented by most non-comonotonic clouds, showing that the distinction between comonotonic and non-comonotonic clouds makes sense (since the latter cannot be represented by random sets). Proposition 6. If (δ, π) is a non-comonotonic cloud for which there are two overlapping sets Ai , Bj that are not nested (i.e. Ai ∩ Bj 6= {Ai , Bj , ∅}), then the lower probability of the induced family Pδ,π is not even 2-monotone. The proof can be found in the appendix. Remark 1. The case for which we have Bj ∩ Ai ∈ {Ai , Bj } for all pairs Ai , Bj is the case of comonotonic clouds. Now, if a cloud is such that for all pairs Ai , Bj : Bj ∩ Ai ∈ {Ai , Bj , ∅} with at least one empty intersection, then it is still a random set, but no longer a generalized p-box. Let us note that this special case can only occur for discrete clouds. Since it can be computationally difficult to work with



Proof of proposition 7. Since we have that Pδ,π = P1−δ ∩ Pπ , and given the bounds defined by each possibility distributions, it is clear that equation 6 give bounds of P (A). We can check that the bounds given by equation (6) are the one considered by Neumaier in [21]. Since these bounds are, in general, not the infinimum and supremum of P (A) on Pδ,π , Neumaier’s claim that clouds are only vaguely related to Walley’s previsions or random sets is not surprising. Nevertheless, if we consider the relationship between clouds and possibility distributions, taking this outer approximation, that is very easy to compute, seems very natural. Nevertheless, these bounds are not, in general, the infinimum and the supremum of P (A) over Pδ,π . To see this, consider a discrete cloud made of four nonempty elements A1 , A2 , B1 , B2 . It can be checked that π(x)



δ(x)



= 1 if x ∈ A1 ; = α1 if x ∈ A2 \ A1 ; = α2 if x 6∈ A2 . = α1 if x ∈ B1 ; = α2 if x ∈ B2 \ B1 ; = 0 if x 6∈ B2 .



Since P (A2 ) ≥ 1 − α2 and P (B1 ) ≤ 1 − α1 , from (5), we can easily check that P (A2 \ B1 ) = P (A2 ∩ B1c ) = α1 − α2 . Now, Nπ (A2 ∩ B1c ) = min(Nπ (A2 ), Nπ (B1c )) = 0 since Ππ (B1 ) = 1 and B1 ⊆ A1 . Considering distribution δ, we can have N1−δ (A2 ∩B1c ) = min(N1−δ (A2 ), N1−δ (B1c )) = 0 since N1−δ (A2 ) = ∆δ (Ac2 ) = 0 since B2 ⊆ A2 . Equation (6) can thus result in a trivial lower bound, different from P (A2 \ B1 ). The next proposition provides an inner approximation of Pδ,π Proposition 8. Given the sets {Bi , Ai , i = 1, . . . , n} inducing the distributions (δ, π) of a cloud and the



corresponding αi , the belief and plausibility measures of the random set s.t. m(Ai \ Bi−1 ) = αi−1 − αi are inner approximations of Pδ,π . It is easy to see that this random set can always be defined. We can see that it is always an inner approximation by using the contingency matrix advocated in the proof of proposition 6 (see appendix). In this matrix, the random set defined above comes down to concentrating weights on diagonal elements. This inner approximation is exact in case of comonotonicity or when we have Ai ∩ Bj ∈ {Ai , Bj , ∅} for any pair of sets Ai , Bj defining the clouds. 4.4



A note on thin and continuous clouds



Thin clouds (δ = π) constitute an interesting special case of clouds. In this latter case, conditions defining clouds are reduced to P (π(x) ≥ α) = P (π(x) > α) = 1 − α, ∀α ∈ (0, 1). On finite sets these constraints are generally contradictory, because P (π(x) ≥ α) > P (π(x) > α) for some α, hence the following theorem: Proposition 9. If X is finite, then P(π) ∩ P(1 − π) is empty. which is proved in [14], where it is also shown that this emptiness is due to finiteness. A simple shift of indices solves the difficulty. Let π(ui ) = αi such that α1 = 1 > . . . > αn > αn+1 = 0. Consider δ(ui ) = αi+1 < π1 (ui ). Then P(π) ∩ P(1 − δ) contains the unique probability measure P such that the probability weight attached to ui is pi = αi −αi+1 , ∀i = 1 . . . n. To see it, refer to equation (5), and note that in this case Ai = Bi . In the continuous case, a thin cloud is non-trivial. The inclusions [δ(x) ≥ α] ⊆ [π(x) > α] (corresponding to Bi ⊆ Ai ) again do not work but we may have P (π(x) ≥ α) = P (π(x) > α) = 1 − α, ∀α ∈ (0, 1). For instance, a cumulative distribution function, viewed as a tight p-box, defines a thin cloud containing the only random variable having this cumulative distribution (the “right” side of the cloud is rejected to ∞). In fact, it was suggested in [14] that a thin cloud contains in general an infinity of probability distributions. Insofar as Proposition 5 can be extended to the reals (this could be shown, for instance, by proving the convergence of some finite outer and inner approximations of the continuous model, or by using the notion of directed set [5] to prove the complete monotonicity of the model), then a thin cloud can be viewed as a generalized p-box and is thus a (continuous ) belief function with uniform mass density, whose focal



sets are doubletons of the form {x(α), y(α)} where {x : π(x) ≥ α} = [x(α), y(α)]. It is defined by the Lebesgue measure on the unit interval and the multimapping α −→ {x(α), y(α)}. This result gives us a nice way to characterize the infinite set of random variables contained in a thin cloud. In particular, concentrating the mass density on elements x(α) or on elements y(α) would respectively give the upper and lower cumulative distributions that would have been associated to the possibility distribution π alone (let us note that every convex mixture of those two cumulative distributions would also be in the thin cloud). It is also clear that Bel(π(x) ≥ α) = 1 − α. More generally, if Proposition 5 holds in the continuous case, a comonotonic cloud can be characterized by a continuous belief function [26] with uniform mass density, whose focal sets would be unions of disjoint intervals of the form [x(α), u(α)] ∪ [v(α), y(α)] where {x : π(x) ≥ α} = [x(α), y(α)] and {x : δ(x) ≥ α} = [u(α), v(α)]. 4.5



Clouds and probability intervals



Since probability intervals are 2-monotone capacities, while clouds are either ∞-monotone capacities or not even 2-monotone capacities, there is no direct correspondence between probability intervals and clouds. Nevertheless, given previous results, we can easily build a cloud approximating a family PL defined by a set L of probability intervals (but perhaps not the most "specific" one): indeed, any generalized p-box built from the probability intervals is a comonotonic cloud encompassing the family PL . Finding the "best" (i.e. keeping as much information as possible, given some information measure) method to transform probability intervals into cloud is an open problem. Any such transformation in the finite case should follow some basic requirements such as: 1. Since clouds can model precise probability assignments, the method should insure that a precise probability assignment will be transformed into the corresponding (almost thin) cloud. 2. Given a set L of probability intervals, the transformed cloud [δ, π] should contain PL (i.e. Pδ,π ⊂ PL ) while being as close to it as possible. Let us note that using the transformation proposed in section 3.5 for generalized p-boxes satisfies these two requirements. Another solution is to extend Masson and Denoeux’s [19] method that builds a possibility distribution covering a set of probability intervals, completing it by a lower distribution δ (due to lack of space, we do not explore this alternative here).



Imprecise probabilities



Lower/upper prob.



2-monotone capacities Non-comonot. clouds Random sets (∞-monot)



comes of random sets, possibility distributions, generalized p-boxes and clouds after fusion, marginalization, conditioning or propagation? Do they preserve the representation? and under which assumptions ? To what extent are these representations informative ? Can they easily be elicited or integrated ? If many results already exist for random sets and possibility distributions, there are fewer results for generalized p-boxes or clouds, due to their novelty.
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Appendix Proof of proposition 6 (sketch). Our proof uses the following result by Chateauneuf [3]: Let m1 ,m2 be two random sets with focal sets F1 , F2 , each of them respectively defining a probability family PBel1 , PBel2 . Here, we assume that those families are "compatible" (i.e. PBel1 ∩ PBel2 6= ∅). Then, the result from Chateauneuf states the following : the lower probability P (E) of the event E on PBel1 ∩ PBel2 is equal to the least belief measure Bel(E) that can be computed on the set of joint normalized random sets with marginals m1 ,m2 . More formally, let us consider a set Q s.t. Q ∈ Q iff • Q(A, B) > 0 ⇒ A × B ∈ F1 × F2 (masses over the cartesian product of focal sets) • A ∩ B = ∅ ⇒ Q(A, B) = 0 (normalization constraints) P • P m1 (A) = = B∈F2 Q(A, B) and m2 (B) Q(A, B) (marginal constraints) A∈F1 and the lower probability P (E) is given by the following equation X P (E) = min Q(A, B) (7) Q∈Q



(A∩B)⊆E



where Q is the set of joint normalized random sets. This result can be applied to clouds, since the family described by a cloud is the intersection of two families modeled by possibility distributions.



To illustrate the general proof, we will restrict ourselves to a 4-set cloud (the most simple non-trivial cloud that can be found). We thus consider four sets A1 , A2 , B1 , B2 s.t. A1 ⊂ A2 ,B1 ⊂ B2 ,Bi ⊂ Ai together with two values α1 , α2 s.t. 1(= α0 ) > α1 > α2 > 0(= α3 ) and the cloud is defined by enforcing the inequalities P (Bi ) ≤ 1 − αi ≤ P (Ai ) i = 1, 2. The random sets equivalent to the possibility distributions π, 1 − δ are summarized in the following table: π m(A1 ) = 1 − α1 m(A2 ) = α1 − α2 m(A3 = X) = α2



1−δ m(B0c = X) = 1 − α1 m(B1c ) = α1 − α2 m(B2c ) = α2



Furthermore, we add the constraint A1 ∩ B2 6= {A1 , B2 , ∅}, related to the non-monotonicity of the cloud. We then have the following contingency matrix, where the mass mij is assigned to the intersection of the corresponding sets at the beginning of line i and the top of column j:



A1 A2 A3 P =X



B0c = X m11 m21 m31 1 − α1



B1c m12 m22 m32 α1 − α 2



B2c m13 m23 m33 α2



P



1 − α1 α1 − α 2 α2 1



We now consider the four events A1 , B2c , A1 ∩ B2c , A1 ∪ B2c . Given the above contingency matrix, we immediately have P (A1 ) = 1 − α1 and P (B2c ) = α2 , since A1 only includes the (joint) focal sets in the first line and B2c in the third column. It is also easy to see that P (A1 ∩ B2c ) = 0, by considering the mass assignment mii = αi−1 − αi (we then have m13 = 0, which is the mass of the only joint focal set included in A1 ∩ B2c ). Now, concerning P (A1 ∪ B2c ), let us consider the following mass assignment: A2 ∩ B1c :



m22 = α1 − α2



A3 ∩ B0c : A1 ∩ B0c :



m31 = min(1 − α1 , α2 ) m11 = 1 − α1 − m31



A3 ∩ B2c : A1 ∩ B2c :



m33 = α2 − m31 m13 = m31



P (A1 ∪ B2c ) + P (A1 ∩ B2c )
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