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ficient on their own to solve the system design bottlenecks. Therefore, the .... In this subsection, a brief overview of the different steps involved in the operation. 
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1



INTRODUCTION



Storage technology ‘‘takes the center stage’’ [1] in more and more systems because of the eternal push for more complex applications with especially larger and more complicated data types. In addition, the access speed, size, and power consumption associated with this storage form a severe bottleneck in these systems (especially in an embedded context). In this chapter, several building blocks for memory storage will be investigated, with the emphasis on internal architectural organization. After a general classiﬁcation of the memory hierarchy components in Section 2, cache architecture issues will be treated in Section 3, followed by main memory organization aspects in Section 4. The main emphasis will lie on modern multimedia and telecom oriented processors, both of the microprocessor and DSP type. Apart from the storage architecture itself, the way data are mapped to these architecture components are as important for a good overall memory management solution. Actually, these issues are gaining in importance in the current age of deep submicron technologies where technology and circuit solutions are not sufﬁcient on their own to solve the system design bottlenecks. Therefore, the last three sections are devoted to different aspects of data transfer and storage exploration: source code transformations (Sec. 5), task versus data parallelism exploitation (Sec. 6), and memory data layout organization (Sec. 7). Realistic multimedia
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and telecom applications will be used to demonstrate the impressive effects of such techniques.



2



HIERARCHICAL MEMORY ORGANIZATION IN PROCESSORS



The goal of a storage device is, in general, to store a number of n-bit data words for a short or long term. These data words are sent to processing units (processors) at the appropriate point in time (cycle) and the results of the operations are then written back in the storage device for future use. Due to the different characteristics of the storage and access, different styles of devices have been developed. 2.1



General Principles and Storage Classiﬁcation



A very important difference can be made between memories (for frequent and repetitive use) for short-term and long-term storage. The former are, in general, located very close to the operators and require a very small access time. Consequently, they should be limited to a relatively small capacity (⬍32 words typically) and are usually taken up in feedback loops over the operators (e.g., RA– EXU–TRIA–BusA–RA in Fig. 1). The devices for longer-term storage are, in general, meant for (much) larger capacities (from 64 to 16M words) and take a separate cycle for read or write access (Fig. 2). Both categories will be described in more detail in the following subsections. A full memory hierarchy chain is illustrated in Figure 3 (for details, see Sec. 4.3). Six other important distinctions can be made using the treelike ‘‘genealogy’’ of storage devices presented in Figure 4:



Figure 1 Two register ﬁles RA and RB in feedback loop of a data path.
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Figure 2 Large-capacity memory communicating with processing unit.



1. Read-only or read/write (R/W) access: Some memories are used only to store constant data (such as ROMs). Good alternatives for this are, for example, programmable logic arrays (PLA) or multilevel logic circuits, especially when the amount of data is relatively small. In most cases, data need to be overwritable at high speeds, which means that read and write are treated with the same priority (R/W access) such as in random-access memories or RAMs. In some cases, the ROMs can be made ‘‘electrically alterable’’ (⫽Write-few) with high energies (EAROM) or ‘‘programmable’’ by means of, for example, fuses (PROM). Only the R/W memories will be discussed later. 2. Volatile or not: For R/W memories, usually, the data are removed once the power goes down. In some cases, this can be avoided but these nonvolatile options are expensive and slow. Examples are mag-



Figure 3 Typical memory hierarchy in processors.
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Figure 4 Storage classiﬁcation.



netic media and tapes which are intended for slow access of mass data. We will restrict ourselves to the most common case on the chip, namely volatile. 3. Address mechanism: Some devices require only sequential addressing, such as the ﬁrst-in ﬁrst-out (FIFO) queue, ﬁrst-in last-out (FILO), or stack structures discussed in Section 2.3, which put a severe restriction on the order in which the data are read out. Still, this restriction is acceptable for many applications. A more general but still sequential access order is available in a pointer-addressed memory (PAM). In the PAM, the main limitation is that each data value is both written and read once in any statically predeﬁned order. However, in most cases the address sequence should be random (including repetition). Usually, this is implemented with a direct addressing scheme (typically called a random-access memory or RAM). Then, an important requirement is that in this case, the access time should be independent of the address selected. In many programmable processors, a special case of random-access-based buffering is realized, exploiting comparisons of tags and usually also including (full or partial) associativity (in a so-called cache buffer). 4. Number of independent addresses and corresponding gateways (buses) for access: This parameter can be one (single port), two (dual port), or even more (multiport). Any of these ports can be for reading



TM



Copyright n 2002 by Marcel Dekker, Inc. All Rights Reserved.



Architecture



only, writing only, or R/W. Of course, the area occupied will increase considerably with the number of ports. 5. Internal organization of the memories: The memory can be meant of capacities which remain small or which can become large. Here, a trade-off is usually involved between speed and area efﬁciency. The register ﬁles in Section 2.2 constitute an example of the fast smallcapacity organizations which are usually also dual ported or even multiported. The queues and stacks in Section 2.3 are meant for medium-sized capacities. The RAMs in Section 4 can become extremely large (up to 256 Mbit for the state of the art) but are also much slower in random access. 6. Static or dynamic: For R/W memories, the data can remain valid as long as VDD is on (static cell) or the data should be refreshed about every millisecond (dynamic cell). Circuit-level issues are discussed in overview articles like Ref. 2 for SRAMs and Refs. 3 and 4 for DRAMs. In the following subsections, the most important read/write-type memories and their characteristics will be investigated in more detail. 2.2



Register File and Local Memory Organization



In this subsection, we discuss the register ﬁle and local memory organization. An illustrative organization for a dual-port register ﬁle with two addresses where the separate read and write addresses are generated from an instruction ROM is shown in Figure 5. In this case, two buses (A and B) are used but only in one direction so the write and read addresses directly control the port access. In general, the number of addresses can be less than the number of port(s) and the buses



Figure 5 Regﬁle with both R and W address.
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can be bidirectional. Additional control signals decide whether to write or read and for which port the address applies. The register ﬁle of Figure 5 can be used very efﬁciently in the feedback loop of a data path, as already illustrated in Figure 1. In general, it is used only for the storage of temporary variables in the application running on the data path (sometimes also referred to as execution unit). This is true both for most modern general-purpose reduced instruction-set computers (RISCs) and especially for modern multimedia-oriented signal processors which have regﬁles up to 128 locations. For multimedia-oriented very long instruction word (VLIW) processors or modern superscalar processors, regﬁles with a very large access bandwidth are provided, up to 17 ports (see, e.g., Ref. 5). Application-speciﬁc instruction set processors (ASIPs) and custom instruction set processors make heavy use of regﬁles for the same purpose. It should be noted that although it has the clear advantage of very fast access, the number of data words to be stored should be minimized as much as possible due to the relatively areaintensive structure of such register ﬁles (both due to the decoder and the cell area overhead). Detailed circuit issues will not be discussed here (see, e.g., Ref. 6). After this brief discussion of the local foreground memories, we will now proceed with background memories of the sequential addressing type. 2.3



Sequentially Addressable Memories



Only two of the variety of possible types will be discussed. The memory matrix itself is the same for both and is also identical to the ones used for (multiport) RAMs. 2.3.1



First-In First-Out Structures



Such a FIFO is sometimes also referred to as a queue. In general (Fig. 6), it can be used to handle the communication between processing units P1 (source) and P2 (destination) which do the following: 1. Exhibit the same average data throughput



Figure 6 Communication between FIFO and two processors.
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2. Require different production (P1) and consumption (P2) cycles 3. Treat the data in the same sequence The required capacity K depends on the maximal skew between the consumption and production of the data. Optimization of K is possible if the ‘‘schedules’’ of P1 and P2 can be delayed relative to one another. The main principles of the organization of a dual-port FIFO, with one read RPTR and one write bus, are shown in Figure 7. Note the circular shift registers (pointers) for both read and write address WPTR selection which contain a single 1 which is shifted to consecutive register locations, controlled by a SHR or SHW signal. The latter are based on external R or W commands. A small FSM is, in general, provided to supervise the FIFO operation. The result of a check whether the position of the two pointers is identical is usually also sent as a ﬂag to this FSM. In this way, also the fact whether the FIFO is ‘‘full’’ or ‘‘empty’’ can be monitored and broadcasted to the ‘‘periphery.’’ 2.3.2



First-In Last-Out Structures



Such a FILO is sometimes also referred to as a stack. In general, it can be used to handle the storage of data which has to be temporarily stored (‘‘pushed’’ on the stack) and read out (‘‘popped’’ off the stack) in the reverse order. It is regularly used in the design of recursive algorithms and especially in subroutine stacks.



Figure 7 Internal FIFO organization.
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Figure 8 Dynamic FILO.



In principle, the stack can be made ‘‘dynamic’’ (Fig. 8) where the data are pushed and popped in such a way that all data move (as if a spring were present). This leads to a tremendous waste of power in a complementary metal-oxide semiconductor (CMOS) and should be used only in other technologies. A better solution in CMOS is to make the stack ‘‘static’’ as in Figure 9. Here, the only moves are made in a shift register (pointer) which can now move in two directions, as opposed to the unidirectional shift in the FIFO case.



3



CACHE MEMORY ORGANIZATION



The objectives of this section are as follows: (1) to discuss the fundamental issues about how cache memories operate; (2) to discuss the characteristic parameters



Figure 9 Static FILO.
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of a cache memory and their impact on performance as well as power; (3) to brieﬂy introduce the three types of cache miss; and (4) to discuss the differences between hardware- and software-controlled cache for the current state-of-the-art media and digital signal processors (DSPs). 3.1



Basic Cache Architecture



In this subsection, a brief overview of the different steps involved in the operation of a cache are presented. We will use a direct-mapped cache as shown in Figure 10 for explaining the operation of a cache, but the basic principles remain the same for other types of cache memory [7]. The following steps happen whenever there is a read/write from/to the cache: (1) address decoding; (2) selection based on index and/or block offset; (3) tag comparison; (4) data transfer. These steps are highlighted using an ellipse in Figures 10 and 11. The ﬁrst step (address decoding) performs the task of decoding the address, supplied by the CPU, into the block address and the block offset. The block address is further divided into tag and index address of the cache. Once the address decoding is complete, the index part of the block address is used to obtain the particular cache line demanded by the CPU. This line is chosen only if the valid bit is set and the tag portion of data cache and the block address match with each other. This involves the comparison of all the individual bits. Note



Figure 10 An 8-KB direct mapped cache with 32-byte blocks.
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Figure 11 An 8-KB two-way associative cache with 32-byte blocks.



that for a direct-mapped cache, we have only one tag comparison. Once this process is done, the block offset is used to obtain the particular data element in the chosen cache line. This data element is now transferred to/from the CPU. In Figure 10, we have used a direct-mapped cache, whereas if we had used an n-way set-associative cache, the following differences will be observed: (1) n tag comparisons instead of one and (2) less index bits and more tag bits. This is shown in Figure 11, which shows a two-way set associative cache. We will brieﬂy discuss some of the issues that need to be considered during the design of cache memories in the next subsection. 3.2



Design Choices



In this subsection, we explain in brief some of the important decisions involved in the design of a cache. We shall discuss the choice of line size, degree of associativity, updating policy, and replacement policy. 1. Line size: The line size is the unit of data transfer between the cache and the main memory. The line size is also referred to as block size in the literature. As the line size increases from very small to very large, the miss ratio will initially decrease, because a miss will fetch more data at a time. Further increases will then cause the miss ratio
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to increase, as the probability of using the newly fetched (additional) information becomes less than the probability of reusing the data that are replaced [8]. The optimal line size in the above cases is completely algorithm dependent. In general, very large line sizes are not preferred because this contributes to larger load latencies and increased cache pollution. This is true for both the general-purpose and embedded applications. 2. Mapping and associativity: The process of transferring data elements from main memory to the cache is termed ‘‘mapping.’’ Associativity refers to the process of retrieving a number of cache lines and then determining if any of them is the target. The degree of associativity and the type of mapping having signiﬁcant impact on the cache performance. Most caches are set associative [7], which means that an address is mapped into a set and then an associative search is made of that set (see Figs. 10 and 11). Empirically, and as one would expect, increasing the degree of associativity decreases the miss ratio. The highest miss ratios are observed for direct-mapped cache, two-way associativity is signiﬁcantly better and four-way is slightly better still. Further increase in associativity only slowly decreases the misses. Nevertheless, cache with a larger associativity requires more tag comparisons and these comparators constitute a signiﬁcant amount of total power consumption in the memories. Thus, for embedded applications where power consumption is an important consideration, associativities larger than four or eight are not commonly observed. Some architectural techniques for low-power cache are presented in Refs. 9 and 10. 3. Updating policy: The process of maintaining coherency between two consecutive memory levels is termed as updating policy. There are two basic approaches to updating the main memory: write through and write back. With write through, all the writes are immediately transmitted to the main memory (apart from writing to the cache); when using write back, (most) writes are written to the cache and are then copied back to the main memory as those lines are replaced. Initially, write through was the preferred updating policy because it is very easy to implement and solves the problems of coherence of data. However, it also generates a lot of trafﬁc between various levels of memories. Hence, most current state-of-the-art media and DSP processors use a write-back policy. A trend toward giving control of the updating policy to the user (or compiler) is observed currently [11], which can be effectively exploited to reduce power, due to reduced write backs, by compile-time analysis. 4. Replacement policy: The replacement policy of a cache refers to the type of protocol used to replace a (partial or complete) line in the cache
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on a cache miss. Typically a LRU (least recently used) type of policy is preferred, as it has acceptable results. Current state-of-the-art generalpurpose as well as DSP processors have hardware-controlled replacement policies; that is, they have hardware counters to monitor the least recently used data in the cache. In general, we have observed that a policy based on compile-time analysis will always have signiﬁcantly better results than ﬁxed statistical decisions. 3.3



Classiﬁcation of Cache Misses



A cache miss is said to have occurred whenever data requested by the CPU are not found in the cache. There are essentially three types of cache miss, namely compulsory, capacity, and conﬂict misses: 1. Compulsory misses: The ﬁrst access to a block of data is not in the cache, so the block must be brought into the cache. These cache misses are termed compulsory cache misses. 2. Capacity misses: If the cache cannot contain all the blocks needed during the execution of a program, then some blocks need to be discarded and retrieved later. The cache misses due to discarding of these blocks are termed capacity misses. Alternatively, the total number of misses in a fully associative cache are termed capacity misses. 3. Conﬂict misses: For a set-associative cache, if too many blocks are mapped to the same set, then some of the blocks in the cache need to be discarded. These cache misses are termed conﬂict misses. The difference between the total number of cache misses in a direct-mapped or a set-associative cache and that of a fully associative cache are termed conﬂict misses. For most real-life applications, the capacity and conﬂict misses are dominant. Hence, reducing these misses is vital to achieving better performance and reducing the power consumption. Figure 12 illustrates the detailed cache states for a fully associative cache. Note that a diagonal bar on an element indicates that the particular element was replaced by the next element, which is in the next column of the same row without a bar, due to the (hardware) cache-mapping policy. Hence, every diagonal bar represents a cache miss. The main memory layout is assumed to be single contiguous; namely array a[ ] is residing in locations 0 to 10 and array b[ ] in locations 11 to 21. We observe from Figures 12 and 13 that the algorithm needs 32 data accesses. To complete these 32 data accesses, the fully associative cache requires 14 cache misses. Of these 14 cache misses, 12 are compulsory misses and the remaining 2 are capacity misses. In contrast, the direct-mapped cache requires 24 cache misses, as seen in Figure 13. This means that of 32 data accesses, 24 accesses are made to the off-chip memory and the remaining 8 are due to data
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Figure 12 Initial algorithm and the corresponding cache states for a fully associative cache. For (i ⫽ 3; i ⬍ 11; i⫹⫹), b[i ⫺ 1] ⫽ b[i ⫺ 3] ⫹ a[i] ⫹ a[i ⫺ 3].



reuse in the cache (on-chip). Thus, for the algorithm in our example, we have 10 conﬂict misses, 2 capacity misses, and 12 compulsory misses. 3.4



Hardware Versus Software Caches



Table 1 lists the major differences between hardware and software controlled caches for the current state-of-the-art multimedia and DSP processors. We will brieﬂy discuss these differences:
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Figure 13 Initial algorithm and the corresponding cache states for a direct-mapped cache. For (i ⫽ 3; i ⬍ 11; i⫹⫹), b[i ⫺ 1] ⫽ b[i ⫺ 3] ⫹ a[i] ⫹ a[i ⫺ 3].



1. The hardware-controlled caches rely on the hardware to do the data cache management. Hence, to perform this task, the hardware uses basic concepts of ‘‘cache lines’’ and ‘‘sets.’’ For the software-controlled cache, the cache management is done by the compiler (or the user). The complexity of designing a software cache is much less and it requires only a basic concept of unit data transfer, which is ‘‘cache lines.’’
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Architecture Table 1 Differences Between Hardware and Software Caches for Current State-ofthe-Art Multimedia and DSP Processors



Basic concepts Data transfer Updating policy Replacement policy



Hardware-controlled cache



Software-controlled cache



Lines and sets Hardware Hardware Hardware



Lines Partly software Software NA



2. The hardware performs the data transfer based on the execution order of the algorithm at run time using ﬁxed statistical measures, whereas for the software controlled cache, this task is performed either by the compiler or the user. This is currently possible using high-level compile-time directives like ‘‘ALLOCATE( )’’ and link time options like ‘‘LOCK’’—to lock certain data in part of the cache, through the compiler/linker [11]. 3. The most important difference between hardware- and software-controlled cache is in the way the next higher level of memory is updated, namely the way coherence of data is maintained. For the hardwarecontrolled cache, the hardware writes data to the next higher level of memory either every time a write occurs or when the particular cache line is evicted, whereas for the software-controlled cache, the compiler decides when and whether or not to write back a particular data element [11]. This results in a large reduction in the number of data transfers between different levels of memory hierarchy, which also contributes to lower power and reduced bandwidth usage by the algorithm. 4. The hardware-controlled cache needs an extra bit for every cache line for determining the least recently used data, which will be replaced on a cache miss. For the software-controlled cache, because the compiler manages the data transfer, there is no need for additional bits or a particular replacement policy.



4



MAIN MEMORY ORGANIZATION



A large variety of possible types of RAM for use as main memories has been proposed in the literature and research on RAM technology is still very active, as demonstrated by the results in for example, the proceedings of the latest International Solid-State Circuits (ISSCC) and Custom Integrated Circuit (CICC) conferences. Summary articles are available in Refs. 4, 12, and 13. The general orga-
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Figure 14 Basic ﬂoor plan for B-bit RAM with 2k words.



nization will depend on the number of ports, but, usually, single-port structures are encountered in the large-density memories. This will also be the restriction here. Most other distinguishing characteristics are related to the circuit design (and the technological issues) of the RAM cell, the decoder, and the auxiliary R/W devices. In this section, only the general principles will be discussed. Detailed circuit issues fall outside the scope of this chapter, as mentioned earlier. 4.1



Floor-Plan Issues



For a B-bit organized RAM with a capacity of 2 k words, the ﬂoor plan in Figure 14 is the basis for everything. Note the presence of read and write ampliﬁers which are necessary to drive or sense the (very) long bit lines in the vertical direction. Note also the presence of write-enable (WE) (for controlling the R/W option) and a chip-select (CS) control signal, which is mainly used to save power. The different options and their effects are summarized in Table 2.



Table 2 Summary of Control Options for Figure 14 CS 0 1 1
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Figure 15 Example of memory bank organization.



The CS signal is also necessary to allow the use of memory banks (on separate chips) as needed for personal computers or workstations (Fig. 15). Note the fact that the CS1 and CS2 control signals can be considered as the most signiﬁcant part of the 18-bit address. Indeed, in a way, the address space is split up vertically over two separate memory planes. Moreover, every RAM in a horizontal slice contributes only a single data bit. For large-capacity RAMs, the basic ﬂoor plan of Figure 14 leads to a very slow realization because of the too long bit lines. For this purpose, the same principle as in large ROMs, namely postdecoding, is applied. This leads to the use of an X decoder and a Y decoder (Fig. 16) where the ﬂexibility of the ﬂoorplan shape is now used to end up with a near square (dimensions x ⫻ y), which



Figure 16 Example of postdecoding.
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makes use of the chip area in the most optimal way and which reduces the access time and power (wire th related). In order to achieve this, the following equations can be applied: x ⫹ y ⫽ k and



x ⫹ y ⫹ log 2B



leading to x ⫽ (log 2B ⫹ k)/2 and y ⫽ k ⫺ x for maximal ‘‘squareness.’’ This breakup of a large memory plane into several subplanes is very important also for low-power memories. In that case however, care should be taken to enable only the memory plane which contains data needed in a particular address cycle. If possible, the data used in successive cycles should also come from the same plane because activating a new plane takes up a signiﬁcant amount of extra precharge power. An example ﬂoor plan in Figure 16 is drawn for k ⫽ 8 and B⫽ 4. The memory matrix can be split up in two or more parts too, to reduce the th of the word lines also by a factor 2 or more. This results in a typically heavily partitioned ﬂoor plan [3] as shown in a simpliﬁed form in Figure 17. It should be noted also that the word th of data stored in the RAM is usually matched to the requirement of the application in the case of an on-chip RAM embedded in an ASIC. For RAM chips, this word organization normally has been standardized to a few choices only. Most large RAMs are 1-bit RAMs. However, with the push for more application-speciﬁc hardware, also 4-bit (nibble) and 8-



Figure 17 Partitioning of memory matrix combined with postdecoding.
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bit (byte) RAMs are now commonly produced. In the near future, one can expect other formats to appear. 4.2



Synchronization and Access Times



An important aspect of RAMs are the access times, both for read and write. In principle, these should be balanced as much as possible, as the worst case determines the maximal clock rate from the point of view of the periphery. It should be noted that the RAM access itself can be either ‘‘asynchronous’’ or ‘‘clocked.’’ Most individual RAM chips are of the asynchronous type. The evolution of putting more and more RAM on-chip has lead to a state where stand-alone memories are nearly only DRAMs (dynamic RAMs). Within that category, an important subclass is formed by the so-called synchronous DRAMs or SDRAMs (see, e.g., Refs. 14 and 15). In that case, the bus protocol is fully synchronous, but the internal operation of the DRAM is still partly asynchronous. For the more conventional DRAMs which also have an asynchronous interface, the internal organisation involves special ﬂags, which signal the completion of a read or write and thus the ‘‘readiness’’ for a new data and/or address word. In this case, a distinction has to be made between the address access delay t AA and the chip (RAM) access delay t ACS , as illustrated in Figure 18. Ideally, t ACS ⫽ t AA , but, in practice, t ACS is the largest. Thus, special tricks have to be applied to approach this ideal. For on-chip (embedded) RAMs as used in ASICs, typically a clocked RAM is preferred, as it is embedded in the rest of the (usually synchronous) architecture. These are nearly always SRAMs. A possible timing (clock) diagram for



Figure 18 Distinction between t AA and t ACS for asynchronous RAM.
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Figure 19 Timing diagram for clocked RAM.



such a RAM is illustrated in Figure 19, in which φ1 and φ2 are clock phases. The different pipeline stages in the reading/writing of a value from/to the synchronous RAM are indicated.



4.3



The External Data Access Bottleneck



In most cases, a processor requires one or more large external memories to store the long-term data (mostly of the DRAM type). For data-dominated applications, the total system power cost in the past was large due to the presence of these external memories on the board. Because of the heavy push toward lower-power solutions in order to keep the package costs low, and recently also for mobile applications or due to reliability issues, the power consumption of such external DRAMs has been reduced signiﬁcantly. Apart from circuit and internal organization techniques [16,17], also technology modiﬁcations such as the switch to SOI (silicon-on-insulator) [18] are considered. Because of all these principles to distribute the power consumption from a few ‘‘hot spots’’ to all parts of the architecture, the end result is indeed a very optimized design for power, where every part of the memory organization consumes a similar amount [17,19]. It is expected, however, that not much more can be gained because the ‘‘bag of tricks’’ now contains only the more complex solutions with a smaller returnon-investment. Note, however, that the combination of all of these approaches indicates a very advanced circuit technology, which still outperforms the current state of the art in data-path and logic circuits for low-power design (at least in industry). Hence, it can be expected that the relative power in the nonstorage parts
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can be more drastically reduced still in the future (on condition that similar investments are done). Combined with the advance in process technology, all of this has lead to a remarkable reduction of the DRAM related power: from several watts for the 16–32-MB generation to about 100 mW for 100-MHz operation in a 256-MB DRAM. Hence, modern stand-alone DRAM chips, which are of the so-called synchronous (SDRAM) type, already offer low-power solutions, but this comes at a price. Internally, they contain banks and a small cache with a (very) wide width connected to the external high-speed bus (see Fig. 20) [15,20]. Thus, the lowpower operation per bit is only feasible when they operate in burst mode with large data widths. This is not directly compatible with the actual use of the data in the processor data paths; therefore, without a buffer to the processors, most of the bits that are exchanged would be useless (and discarded). Obviously, the effective energy consumption per useful bit becomes very high in that case and also the effective bandwidth is quite low. Therefore, a hierarchical and typically much more power-hungry intermediate memory organization is needed to match the central DRAM to the dataordering and bandwidth requirements of the processor data paths. This is also illustrated in Figure 21. The decrease of the power consumption in fast randomaccess memories is not yet as advanced as in DRAMs but that one is saturating, because many circuit and technology level tricks have been applied also in SRAMs. As a result, fast SRAMs keep on consuming on the order of watts for



Figure 20 External data access bottleneck illustration with SDRAM.
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Figure 21 Initial cavity-detection algorithm.



high-speed operation around 500 MHz. Thus, the memory-related-system power bottleneck remains a very critical issue for data-dominated applications. From the process technology point of view, this is not so surprising, especially for submicron technologies. The relative power cost of interconnections is increasing rapidly compared to the transistor-related (active circuit) components. Clearly, local data paths and controllers themselves contribute little to this overall interconnect compared to the major data/instruction buses and the internal connections in the large memories. Hence, if all other parameters remain constant, the energy consumption (and also the delay or area) in the storage and transfer organization will become even more dominant in the future, especially for deep submicron technologies. The remaining basic limitation lies in transporting the data and the control (like addresses and internal signals) over large on-chip distances and in storing them. One last technological recourse to try to alleviate the energy-delay bottleneck is to embed the memories as much as possible on-chip. This has been the focus of several recent activities e.g., in the Mitsubishi announcement of an SIMD processor with a large distributed DRAM in 1996 [21] (followed by the offering of the ‘‘embedded DRAM’’ technology by several other vendors) and the IRAM initiative of Dave Patterson’s group at the University of California, Berkeley [22]. The results show that the option of embedding logic on a DRAM process leads to a reduced power cost and an increased bandwidth between the central DRAM and the rest of the system. This is indeed true for applications where the increased processing cost is allowed [23]. However, it is a one-time drop, after which the widening energy–delay gap between the storage and the logic will keep on progressing, due to the unavoidable evolution of the relative interconnect contributions (see above). Thus, in the longer term, the bottleneck should be broken also by other means. In Section 5–7, it will be shown that this is feasible, with quite spectacular effects at the level of the system design methodology. The price paid there will be increased design complexity, which can, however, be offset with appropriate design methodology support tools. In addition to the mainstream evolution of these SRAMs, DRAMs, and SDRAMs, also more customized large-capacity high-bandwidth memories are proposed, intended for more specialized purposes. Examples are video RAMs,
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very wide DRAMs, and SRAMs with more than two ports (see, e.g., the eightport SRAM in Ref. 24) [4].



5



CODE REWRITING TECHNIQUES FOR ACCESS LOCALITY



Code rewriting techniques, consisting of loop and data ﬂow transformations, are an essential part of modern optimizing and parallelizing compilers. They are mainly used to enhance the temporal and spatial locality for cache performance and to expose the inherent parallelism of the algorithm to the outer (for asynchronous parallelism) or inner (for synchronous parallelism) loop nests [25–27]. Other application areas are communication-free data allocation techniques [28] and optimizing communications in general [29]. It is thus no surprise that these code rewriting techniques are also at the heart of our DTSE methodology. As the ﬁrst step (after the preprocessing and pruning) in the script, they are able to signiﬁcantly reduce the required amount of storage and transfers. As such however, they only increase the locality and regularity of the code. This enables later steps in the script [notably the data reuse, memory (hierarchy) assignment and in-place mapping steps] to arrive at the desired reduction of storage and transfers. Crucial in our methodology is that these transformations have to be applied globally (i.e. with the entire algorithm as scope). This is in contrast with most existing loop transformation research, where the scope is limited to one procedure or even one loop nest. This can enhance the locality (and parallelization possibilities) within that loop nest, but it does not change the global data ﬂow and associated buffer space needed between the loop nests or procedures. In this section, we will also illustrate our preprocessing and pruning step, which is essential to apply global transformations. In Section 5.1, we will ﬁrst give a very simple example to show how loop transformations can signiﬁcantly reduce the data storage and transfer requirements of an algorithm. Next, we will demonstrate our approach by applying it to a cavity-detection application for medical imaging. This application is introduced in Section 5.2 and the code rewriting techniques are applied in Section 5.3. Finally (Sec. 5.4), we will also give a brief overview of how we want to perform global loop transformations automatically in the DTSE context. 5.1



Simple Example



This example consists of two loops: The ﬁrst loop produces an array A[ ] and the second loop reads A[ ] to produce an array B[ ]. Only the B[ ] values have to be kept in memory afterward:
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for (i ⫽ A[i] } for (i ⫽ B[i] }



1; i ⬍⫽ N; ⫹⫹i) { ⫽ . . .; 1; i ⬍ ⫽ N; ⫹⫹i) { ⫽ f(A[i]);



Should this algorithm be implemented directly, it would result in high storage and bandwidth requirements (assuming that N is large), as all A[ ] signals have to be written to an off-chip background memory in the ﬁrst loop and read back in the second loop. Rewriting the code using a loop merging transformation gives the following: for (i ⫽ 1; i ⬍ ⫽ N; ⫹⫹i) { A[i] ⫽ . . .; B[i] ⫽ f(A[i]); }



In this transformed version, the A[ ] signals can be stored in registers because they are immediately consumed after they have been produced and because they are not needed afterward. In the overall algorithm, this signiﬁcantly reduces storage and bandwidth requirements. 5.2



The Cavity-Detection Demonstrator



The cavity-detection algorithm is a medical image processing application which extracts contours from images to help physicians detect brain tumors. The initial algorithm consists of a number of functions, each of which has an image frame as input and one as output, as shown in Figure 21. In the ﬁrst function, a horizontal and vertical gauss-blurring step is performed, in which each pixel is replaced by a weighted average of itself and its neighbours. In the second function [ComputerEdges], the difference with all eight neighbors is computed for each pixel, and this pixel is replaced by the maximum of those differences. In the last function [DetectRoots()], the image is ﬁrst reversed. To this end, the maximum value of the image is computed, and each pixel is replaced by the difference between this maximum value and itself. Next, we look, for each pixel, whether a neighbor pixel is larger than itself. If this is the case, the output pixel is false, otherwise it is true. The complete cavity-detection algorithm contains some more functions, but these have been left out for simplicity. The initial code looks as follows: void GaussBlur (unsigned char image in[M][N], unsigned char gxy[M][N]) { unsigned char gx[M][N];



TM



Copyright n 2002 by Marcel Dekker, Inc. All Rights Reserved.



Architecture for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) gx[y][x] ⫽ . . . / /Apply horizontal gaussblurring for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍N; ⫹⫹ x) gxy[y][x] ⫽ . . . / / Apply vertical gaussblurring } void ComputeEdges (unsigned char gxy[M][N], unsigned char ce[M][N]) { for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) ce[y][x] ⫽ . . . / / Replace pixel with the maximum difference with its neighbors } void Reverse (unsigned char ce[M][N], unsigned ce rev[M][N]) { for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) maxval ⫽ . . . / / Compute maximum value of the image / /Subtract every pixelvalue from this maximum value for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) ce rev[y][x] ⫽ maxval ⫺ ce[y][x]; } void DetectRoots (unsigned char ce[M][N], unsigned char image out[M][N]) { unsigned char ce rev[M][N]; Reverse (ce, ce rev); / / Reverse image for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) image out[y][x] ⫽ . . . / / Is true if no neighbors are bigger than current pixel } void main () { unsigned char image in[M][N], gxy[M][N], ce[M][N], image out[M][N]; / /...(read image) GaussBlur(image In, gxy); ComputeEdges(gxy, ce); DetectRoots (ce, image out);



5.3



Code Rewriting for the Cavity-Detection Demonstrator



For the initial cavity-detection algorithm, as given in Figure 21, the data transfer and storage requirements are very high. The main reason is that each of the functions reads an image from off-chip memory and writes the result back to this memory. After applying our DTSE methodology, these off-chip memories and transfers will be heavily reduced, resulting in much less off-chip data storage and transfers. Note that all steps will be performed in an application-independent systematic way.
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5.3.1



Preprocessing and Pruning



First of all, the code is rewritten in a three-level hierarchy. The top level (level 1) contains system-level functions between which no optimizations are possible. In level 2, all relevant data-dominated computations are combined into one single procedure, which is more easily analyzable than a set of procedures/functions. Level 3 contains all low-level (e.g., mathematical) functions, which are not relevant for the data ﬂow. Thus, all further optimizations are applied to the level 2 function. This is a key feature of our approach because it allows the exposure of the available freedom for the actual exploration steps. The code shown further on is always extracted from this level 2 description. Next, the data ﬂow is analyzed and all pointers are substituted by indexed arrays, and the code is transformed into single-assignment code such that the ﬂow dependencies become fully explicit. This will allow for more aggressive data ﬂow and loop transformations. Furthermore, it will also lead to more freedom for our data-reuse and in-place mapping stages later. This will allow the further compaction of the data in memory, in a more global and more efﬁcient way than in the initial algorithm code. 5.3.2



Global Data Flow Transformations



In the initial algorithm, there is a function Reverse which computes the maximum value of the whole image. This computation is a real bottleneck for DTSE. From the point of view of computations, it is almost negligible, but from the point of view of transfers, it is crucial, as the whole image has to be written to off-chip memory before this computation and then read back afterward. However, in this case, this computation can be removed by a data ﬂow transformation. Indeed, the function Reverse( ) is a direct translation from an original system-level description of the algorithm, where speciﬁc functions have been reused. It can be avoided by adapting the next step of the algorithm [DetectRoots( )] by means of a data ﬂow transformation. Instead of image out[y][x] ⫽ if (p ⬎ {q}) . . ., where p and q are pixel elements produced by Reverse( ), we can write image out[y][x] ⫽ if (-p ⬍ {-q}) . . . or image out[y][x] ⫽ if (c ⫺ p ⬍ {c ⫺ q}) . . ., where c ⫽ maxval is a constant. Thus, instead of performing the Reverse( ) function and implementing the original DetectRoots( ), we will omit the Reverse( ) function and implement the following: void cav detect (unsigned char image in[M][N], unsigned char image out [M][N]) { for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) gx[y][x] ⫽ . . . / / Apply horizontal gaussblurring
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Architecture for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) gxy[y][x] ⫽ . . . / / Apply vertical gaussblurring for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) ce[y][x] ⫽ . . . / / Replace pixel with the maximum difference with its neighbors for (y ⫽ 0; y ⬍ M; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) image out[y][x] ⫽ . . . / / Is true if no neighbors are smaller than current pixel }



Next, another data ﬂow transformation can be performed to reduce the initializations. In the initial version, these are always done for the entire image frame. This is not needed; only the borders have to be initialized, which saves a lot of costly memory accesses. In principle, designers are aware of this, but we have found that, in practice, the original code usually still contains a large amount of redundant accesses. By systematically analyzing the code for this (which is heavily enabled by the preprocessing phase), we can identify all redundancy in a controlled way. 5.3.3



Global Loop Transformations



The loop transformations which we apply in our methodology are relatively conventional as such, but we apply them much more globally (over all relevant loop nests together) than conventionally done, which is crucial to optimize the global data transfers. Thus, the steering guidelines for this clearly differ from the traditional compiler approach. In our example, a global y-loop folding and merging transformation is ﬁrst applied. The resulting computational ﬂow is depicted in Figure 22; it is a linebased pipelining scheme. This is possible because, after the data ﬂow transformations, all computations in the algorithm are neighborhood computations. The code



Figure 22 Cavity-detection algorithm after y-loop transformation.
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now looks as follows (after leaving out some conditions on y to reduce the complexity): void cav detect (unsigned char in image[M][N], unsigned char out image[M][N]) { for (y ⫽ 0; y ⬍ M ⫹ 3; ⫹⫹y) for (x ⫽ 0; x ⬍ N; ⫹⫹x) gx[y][x] ⫽.../ / Apply horizontal gaussblurring for (x ⫽ 0; x ⬍ N; ⫹⫹x) gxy[y ⫺ 1][x] ⫽ . . . / / Apply vertical gaussblurring for (x ⫽ 0; x ⬍ N; ⫹⫹x) ce[y ⫺ 2][x] ⫽ . . . / / Replace pixel with max. difference with its neighbors for (x ⫽ 0; x ⬍ N; ⫹⫹x) image out[y ⫺ 3]⫽ . . . //Is true if no neighbors are smaller than this pixel }



A global x-loop folding and merging transformation is applied too. This further increases the locality of the code and thus the possibilities for data reuse. As a result, the computations are now performed according to a ﬁne-grain (pixelbased) pipelining scheme (see Fig. 23). The code now looks as follows (also here, conditions on x and y have been left out of the code): void cav detect (unsigned char in image[M][N], unsigned char out image[M][N]) { for (y ⫽ 0; y ⬍ M ⫹ 3; ⫹⫹y) for (x ⫽ 0; x ⬍ N ⫹ 2; ⫹⫹x){ gx[y][x] ⫽ . . . / / Apply horizontal gaussblurring gxy[y ⫺ 1][x] ⫽ . . . / / Apply vertical gaussblurring ce[y ⫺ 2][x ⫺ 1] ⫽ . . . / / Replace pixel with max. difference with its neighbors image out[y ⫺ 3][x ⫺ 2] ⫽ . . . / / Is true if no neighbors are smaller than this pixel } }



Figure 23 Cavity-detection algorithm after x-loop transformation.
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Figure 24 Results for cavity-detection application.



The result of applying these transformations is a greatly improved locality, which will be exploited by the data reuse and in-place mapping steps to reduce the storage and bandwidth requirements of the application. It is clear that only three line buffers per function are needed for the intermediate memory between the different steps of the algorithm (as opposed to the initial version, which needed frame memories between the functions). In-place mapping can further reduce this to two line buffers per function. The ﬁnal results for the cavity-detection application are given in Figure 24. The ﬁgure shows that the required main memory size has been reduced by a factor of 8. This is especially important for embedded applications, where the chip area is an important cost factor. Moreover, the accesses to both main memory and local memory have been heavily reduced, which will result in a signiﬁcantly lower power consumption. Because of the increased locality, also the number of cache misses (e.g., on a Pentium II processor) is much lower, resulting in a performance speedup by a factor of 4. 5.4



A Methodology for Automating the Loop Transformations



To automate the loop transformations, we make use of a methodology based on the polytope model [30,31]. In this model, each n-level loop nest is represented
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Figure 25 Example of automatable loop transformation methodology.



geometrically by an n-dimensional polytope. An example is given at the top of Figure 25, where, for example, the loop nest with label A is two dimensional and has a triangular polytope representation, because the inner loop bound is dependent on the value of the outer-loop index. The arrows in Figure 25 represent the data dependencies; they are drawn in the direction of the data ﬂow. The order in which the iterations are executed can be represented by an ordering vector which traverses the polytope. To perform global loop transformations, we have developed a two-phase approach. In the ﬁrst phase, all polytopes are placed in one common iteration space. During this phase, the polytopes are merely considered as geometrical objects, without execution semantics. In the second phase, a global ordering vector is deﬁned in this global iteration space. In Figure 25, an example of this
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methodology is given. At the top, the initial speciﬁcation of a simple algorithm is shown; at the bottom left, the polytopes of this algorithm are placed in the common iteration space in an optimal way, and at the bottom right, an optimal ordering vector is deﬁned and the corresponding code is derived. Most existing loop transformation strategies work directly on the code. Moreover, they typically work on single-loop nests, thereby omitting the global transformations which are crucial for storage and transfers. Many of these techniques also consider the body of each loop nest as one union [32], whereas we have a polytope for each statement, which allows more aggressive transformations. An exception are ‘‘afﬁne-by-statement’’ techniques [33] which transform each statement separately, but our two-phase approach still allows a more global view of the data transfer and storage issues.



6



TASK VERSUS DATA-PARALLELISM EXPLOITATION



Parallelization is a standard way to improve the performance of a system when a single processor cannot do the job. However, it is well known that this is not obvious, because many possibilities exist to parallelize a system, which can severely differ in performance. That is also true for the impact on data storage and transfers. Most of the research effort in this area addresses the problem of parallelization and processor partitioning [25,34,35]. These approaches do not take into account the background-storage-related cost when applied on data-dominated applications. Only speed is optimized and not the power or memory size. The data communication between processors is usually taken into account in most recent methods [36], but they use an abstract model (i.e., a virtual processor grid, which has no relation with the ﬁnal number of processors and memories). A ﬁrst approach for more global memory optimization in a parallel processor context was described in Ref. 37, in which we showed that an extensive loop reorganization has to be applied before the parallelization steps. A methodology to combine parallelization with code rewriting for DTSE was presented in Ref. 38. In this section, we will focus on the parallelization itself. Two main alternatives are usually task and data parallelism. In task parallelism, the different subsystems of an application are assigned to different processors. In data parallelism, each processor executes the whole algorithm, but only to a part of the data. Also, hybrid task-data parallel alternatives are possible though. When data transfer and storage optimization is an issue, even more attention has to be paid to the way in which the algorithm is parallelized. In this section, we will illustrate this on two examples, namely the cavity-detection algorithm and an algorithm for video compression (QSDPCM).
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6.1



Illustration on Cavity-Detection Application



We will look at some ways to parallelize the cavity-detection algorithm, assuming that a speedup of about 3 is required. In practice, most image processing algorithms do not require large speedups, so this is more realistic than massive speedup. In the following subsections, two versions (initial and globally optimized) of the algorithm are parallelized in two ways:task and data parallelism. 6.1.1



Initial Algorithm



Applying task parallelization to the initial algorithm leads to a coarse-grain pipelining solution (at the level of the image frames). This can work well for load balancing on a three-processor system, but it is clearly an unacceptable method if we have efﬁcient memory management in mind. Data parallelism is a better choice. Neglecting some border effects, the cavity-detection algorithm lends itself very well to this kind of parallelism, as there are only neighbor-to-neighbor dependencies. Thus, each processor can work more or less independently of the others, except at the boundaries, where some idle synchronization and transfer cycles will occur. Each processor will still need two frame buffers, but now these buffers are only a third of a frame. Thus, the data-parallel solution will, in fact, require the same amount of buffers as the monoprocessor case. 6.1.2



Globally Optimized Algorithm



Applying task parallelization consists of assigning each of the steps of the algorithm to a different processor, but now we arrive at a ﬁne-grain pipelining solution. Processor 1 has a buffer of two lines ( y ⫺ 1 and y). Line y ⫹ 1 enters the processor as a scalar stream; synchronously, the GaussBlur step can be performed on line y, the result of which can be sent to the second processor as a scalar stream. This one can concurrently (and synchronously) apply the ComputeEdges step to line y ⫺ 1 and so on. In this way, we only need a buffer of two lines per processor, or six in total! This is the same amount as we needed for the monoprocessor case. Therefore, we have achieved what we were looking for: improved performance without sacriﬁcing storage and transfer overhead (which would translate in area and power overhead). Because the line buffer accesses are in FIFO order, cheap FIFO buffers can be selected to implement them. When we use data parallelism with the globally optimized version, we will need 6 line buffers per processor, or 18 in total. The th of the buffers will depend on the way in which we partition the image. If we use a rowwise partitioning (e.g., the ﬁrst processor processes the upper third of the image, etc.), the 18 buffers are of the same size as in the monoprocessor case. A columnwise partitioning yields better results: We still need 18 buffers, but their th is only a third
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Architecture Table 3 Results for Cavity-Detection Application Version ⫹ parallelism Initial, data Initial, task Transformed, data Transformed, task



Frame mem.



Frame transfers



Line buffers



2 6 0 0



30 30 0 0



0 0 6 SRAM 6 FIFO



of a line (thus equivalent to 6 line buffers of full th). Because the accesses are not FIFO compatible in this case, the buffers will have to be organized as SRAMs, which are more expensive than FIFOs. The results are summarized in Table 3. It is clear that the task-parallel version is the optimal solution here. Note that the load balancing is less ideal than for the data-parallel version, but it is important to trade off performance and DTSE; for example, if we can avoid a buffer of 32 Kbits by using an extra processor, this can be advantageous even if this processor is idle 90% of the time (which also means that we have a very bad load balance), because the cost of this extra processor in terms of area and power is less than the cost of a 32-Kbit on-chip memory. 6.2



QSDPCM Video Processing Application



The QSDPCM (Quadtree Structured Difference Pulse Code Modulation) technique is an interframe compression technique for video images. It involves a motion estimation step and a quadtree-based encoding of the motion-compensated frame-to-frame difference signal. A global view of the algorithm is given in Figure 26. We will not explain the functionality of the different subsystems in detail here. The partitioning of the QSDPCM application is based on the computational load (i.e., on the number of operations to be executed on each processor). To keep the load balanced, approximately the same amount of computation must be assigned to each of the processors. The total number of operations for the coding of one frame is 12,988K. We will assign about 1000K operations to each processor; therefore, we need 13 processors. The total size of the array signals in the application is 1011K words. The number of accesses to these signals is 9800K per frame. The array signals can be divided in two categories: • Category A (532K): those which are either inputs or outputs of the algorithm on a per frame basis (coding of one frame) • Category B (479K): those which are intermediate results during the processing of one frame
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Figure 26 QSDPCM application.



The category A signals can be reduced to 206K by aggressive in-place mapping, but they are always needed, independent of the paritioning. Therefore, our comparisons further on will consider the category B signals. We will compare (wrt DTSE) different parallelization alternatives for this application: a pure data-level partitioning, a modiﬁed task-level partitioning, a pure task-level partitioning, and two hybrid versions (all of these have been obtained by hand). Except for the ﬁrst partitioning, all alternatives have been evaluated for an initial and a globally transformed version of the code. 6.2.1



Pure Data-Level Partitioning



In data-level partitioning, each of the 13 processors will perform the whole algorithm on its own part of the current frame (so each processor will work on approximately 46 blocks of 8 ⫻ 8 pixels). The basic advantage of this approach is that it is simple to program. It also requires reduced communication between the processors. On the other hand, each processor has to run the full code for all the tasks. The memory space required for this partitioning is 541K words (42K per processor), whereas the number of accesses for the processing of 1 frame is 12,860K. The main reason for these huge memory space requirements is that each processor operates on a signiﬁcant part of the incoming frame and buffers are required to store the intermediate results between two submodules of the QSDPCM algorithm. Because of their large size (541K), these buffers cannot be



TM



Copyright n 2002 by Marcel Dekker, Inc. All Rights Reserved.



Architecture



stored on-chip. The increase of the number of accesses (from 9900K in the nonparallel solution to 12860K) is due to the overlapping motion-estimation regions of the blocks in the boundaries of neighboring frame areas. 6.2.2



Modiﬁed Task-Level Partitioning



In task-level partitioning, the different functions (or parts of them) of the QSDPCM algorithm are assigned in parts of about 1 million operations over the 13 processors. This partitioning is more complex than data-level partitioning, and for this reason, it requires more design time. It also requires increased communication (through double buffers) between processors. However, each processor runs only a small part of the code of the QSDPCM application. Here, a modiﬁed task-level solution is discussed (i.e., one which is, in fact, not a pure task-level partitioning, as it already includes some data parallelism). A pure task-level partitioning will be discussed in the next subsection. Figure 27 shows the modiﬁed task-level partitioning. The required memory space for the category B signals is 287K words, which is signiﬁcantly smaller than for the data-level partitioning (541K). The main reason for this is that all of the buffers storing the intermediate signals are only present between two processors. In data-level partitioning, these buffers are present in each processor. The number of memory accesses required for the processing of one frame in the task-level case (13,640K) is increased in comparison to the data-level case



Figure 27 Modiﬁed task-level partitioning.
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(12,860K). This is a result of the increased communication between processors (through double buffers). 6.2.3



Pure Task-Level Partitioning



There are two points in the previous partitioning in which data-level partitioning is performed for speciﬁc groups of processors (see Fig. 27). Using task-level partitioning at these points also requires 210K words for the storage of the difference blocks, as well as 2737K accesses to these words. This is an overhead in comparison to the previous solution. Similar conclusions hold for processors 10, 11, 12, and 13. Thus, it is clear that a pure task-level partitioning of the QSDPCM algorithm is very inefﬁcient in terms of area and power. 6.2.4



Modiﬁed Task-Level Partitioning Based on a Reorganized Description



Now, the modiﬁed task-level partitioning is performed again, but after applying extensive loop transformations in the initial description (as described in Sec. 6). The aim of the loop reorganization is to reduce the memory required to store the intermediate arrays (signals of category B) and the number of off-chip memory accesses, because on-chip storage of these signals will become possible after the size reduction. As a result of the loop transformations, the intermediate array signals require only 1190 words to be stored. This means that on-chip storage is indeed possible. 6.2.5



Pure Task-Level Partitioning Based on the Reorganized Description



The pure task-level partitioning has been analyzed for the loop reorganized description too. The result is that it imposes an overhead of 1024 words and 2737K accesses to these words. Thus, it is clear that the overhead is signiﬁcant. 6.2.6



Hybrid Partitioning 1, Based on the Initial Description



This hybrid task–data-level partitioning is based on a combination of the pure task and data-level partitionings. The functions of the QSDPCM application are divided into groups which are executed by different groups of processors. However, within each group of processors, each processor performs all of the functions of the group to a different part of the data. The proposed hybrid partitioning is described in Figure 28. As far as the intermediate array signals are concerned, the memory size required for their storage (245K) is smaller than the size required by the modiﬁed task-level partitioning (287K). In the same way, the number of accesses to these signals is reduced.
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Figure 28 Hybrid partitioning 1.



6.2.7



Hybrid Partitioning 1, Based on the Loop Reorganized Description



For this version, the memory size required for the storage of the intermediate array signals is 1872 words. This memory size is higher in comparison to the corresponding size required by the task-level partitioning (1190 words). Although some buffers between procedures SubSamp4 and V4 as well as between SubSamp2 and V2 were eliminated, the gain was offset by replicates of array signals, with the same functionality in all the processors performing the same task on different data. 6.2.8



Hybrid Partitioning 2, Based on the Initial Description



The second hybrid partitioning alternative is oriented more toward the modiﬁed task-level partitioning. The only difference is in the assignment of tasks to processors 1 and 2. The memory size required by the intermediate array signals is now 282K words and is slightly reduced in comparison to the task-level partitioning. The number of accesses to these signals is also reduced by 10K in comparison to the task-level partitioning as a result of the reduced communication between processors 1 and 2. This second hybrid partitioning requires more words for the storage of the intermediate array signals and more accesses to these signals in comparison to the ﬁrst hybrid partitioning.
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6.2.9



Hybrid Partitioning 2, Based on the Loop Reorganized Description



In this case, the number of words required to store the intermediate signals (1334 words) is slightly larger than for the corresponding task-level partitioning (1190 words). However, this memory size is now smaller than in the ﬁrst hybrid partitioning. The number of memory accesses to these signals is smaller than in tasklevel partitioning but larger than in the ﬁrst hybrid partitioning. 6.3



Conclusions



As far as the memory size required for the storage of the intermediate array signals is concerned, the results of the partitionings based on the initial description prove that this size is reduced when the partitioning becomes more data oriented. This size is smaller for the ﬁrst hybrid partitioning (245K), which is more data oriented than the second hybrid partitioning (282K) and the task-level partitioning (287 K). For the reorganized description; the results indicate the opposite. In terms of the number of memory accesses to the intermediate signals, the situation is simpler: This number always decreases as the partitioning becomes more data oriented. Table 4 shows an overview of the achieved results. The estimated area and power ﬁgures were obtained using a model of Motorola (this model is proprietary so we can only give relative values). From Table 4, it is clear that the rankings for the different alternatives (initial and reorganized) are clearly distinct. For the reorganized description, the task-level-oriented hybrids are better. This is true because this kind of partitioning keeps the balance between double buffers (present in task-level partitioning) and replicates of array signals with the same func-



Table 4 Results for QSDPCM Version Initial



Reorganized



TM



Partitioning



Area



Power



Pure data Pure task Modiﬁed task Hybrid 1 Hybrid 2 Pure task Modiﬁed task Hybrid 1 Hybrid 2



1 0.92 0.53 0.45 0.52 0.0041 0.0022 0.0030 0.0024



1 1.33 0.64 0.51 0.63 0.0080 0.0040 0.0050 0.0045
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tionality in different processors (present in data-level partitioning). However, we believe that the optimal partitioning depends highly on the number of submodules of the application and on the number of processors.



7



DATA LAYOUT REORGANIZATION FOR REDUCED CACHE MISSES



In section 3, we introduced the three types of cache miss and identiﬁed that conﬂict misses are one of the major hurdles to achieving better cache utilization. In the past, source-level program transformations to modify execution order to enhance cache utilization by improving the data locality have been proposed [39– 41]. Storage-order optimizations are also helpful in reducing cache misses [42,43]. However, existing approaches do not eliminate the majority of conﬂict misses. In addition [39,42], very little has been done to measure the impact of data layout optimization on the cache performance. Thus, advanced data layout techniques need to be identiﬁed to eliminate conﬂict misses and improve the cache performance. In this section, we discuss the memory data layout organization (MDO) technique. This technique allows an application designer to remove most of the conﬂict cache misses. Apart from this, MDO also helps in reducing the required bandwidth between different levels of memory hierarchy due to increased spatial locality. First, we will brieﬂy introduce the basic principle behind memory data layout organization with an example. This is followed by the problem formulation and a brief discussion of the solution to this problem. Experimental results using a source-to-source compiler for performing data layout optimization and related discussions are presented to conclude this section. 7.1



Example Illustration



Figure 29 illustrates the basic principle behind MDO. The initial algorithm needs three arrays to execute the complete program. Note that the initial memory data layout is single contiguous irrespective of the array and cache sizes. The initial algorithm can have 3N (cross-) conﬂict cache misses for a direct-mapped cache, in the worst case [i.e., when each of the arrays are placed at an (base) address, which is a multiple of the cache size]. Thus, to eliminate all of the conﬂict cache misses, it is necessary that none of the three arrays get mapped to the same cache locations, in this example. The MDO optimized algorithm will have no conﬂict cache misses. This is because in the MDO optimized algorithm, the arrays always get mapped to ﬁxed nonoverlapping locations in the cache. This happens because of the way the data
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Figure 29 Example illustration of MDO optimization on a simple case. Note the source code generated and the modiﬁed data layout.



are stored in the main memory, as shown in Figure 29. To obtain this modiﬁed data layout, the following steps are carried out: (1) The initial arrays are split into subarrays of equal size. The size of each subarray is called tile-size. (2) Merge different arrays so that the sum of their tile-size’s equals cache size. Now, store the merged array(s) recursively until all of the arrays concerned are mapped completely in the main memory. Thus, we now have a new array which comprises all the arrays, but the constituent arrays are stored in such a way that they get mapped into cache so as to remove conﬂict misses and increase spatial locality. This new array is represented by x[ ] in Figure 29. In Figure 29, two important observations need to be made: (1) There is a recursive allocation of different array data, with each recursion equal to the cache size and (2) the generated addressing, which is used to impose the modiﬁed data layout on the linker. 7.2



The General Problem



In this section, we will ﬁrst present a complete problem deﬁnition and then discuss the potential solutions. The general memory data layout organization problem for efﬁcient cache utilization (DOECU) can be stated as, ‘‘For a given program with m loop nests and n variables (arrays), obtain a data layout which has the least possible conﬂict cache misses.’’ This problem has two subproblems.
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First, the tile size evaluation problem and, second, the array merging/clustering problem. 7.2.1



Tile-Size Evaluation Problem



Let X i be the tile size of the array i and C be the cache size. For a given program, we need to solve the m equations in Eq. (1) to obtain the needed (optimal) tile sizes. This is required for two reasons. First, an array can have different effective size in different loop nests. We deﬁne effective size as ‘‘the number of elements of an array accessed in a loop nest.’’ This number can thus represent either the complete array size or a partial size and is represented as effsize. The second reason is that different loop nests have a different number of arrays which are simultaneously alive. L1 ⫽ x1 ⫹ x2 ⫹ x3 ⫹ ⋅ ⋅ ⋅ ⫹ xn ⱕ C L 2 ⫽ x 11 ⫹ x 12 ⫹ x 13 ⫹ ⋅ ⋅ ⋅ ⫹ x 1n ⱕ C ⋅⋅ ⋅ L m ⫽ x (m⫺1) ⫹ x (m⫺1) ⫹ x (m⫺1) ⫹ ⋅ ⋅ ⋅ ⫹ x (m⫺1) ⱕC n 1 2 3



(1)



These equations need to be solved so as to minimize the number of conﬂict misses. The conﬂict misses can be estimated using techniques such as cache miss equations [43]. In this chapter, we assume that all of the arrays which are simultaneously alive have an equal probability to conﬂict (in the cache). The optimal solution to this problem comprises solving the ILP problem [44,45], which requires large CPU time. Hence, we have developed heuristics which provide good results in a reasonable CPU time. A more detailed discussion of this topic can be found in Refs. 46 and 47. 7.2.2



Array Merging/Clustering Problem



We now further formulate the general problem using the loop weights. The weight in this context is the probability of conﬂict misses calculated based on the simultaneous existence of arrays for a particular loop nest (i.e., sum of effective sizes of all the arrays) as given by n



L wk ⫽



冱 effsize



i



(2)



i⫽1



Hence, now the problem to be solved is which variables are to be clustered or merged and in what order (i.e., from which loop nest onward) so as minimize the cost function. Note that we have to formulate the array merging problem this
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way, because we have many tile sizes for each array* and there are a different number of arrays alive in different loop nests. Thus, using the above loop weights, we can identify loop nests which can potentially have more conﬂict misses and focus on clustering arrays in these loop nests. 7.3



The Pragmatic Solution



We now discuss some pragmatic solutions for the above problem. These solutions comprise heuristics, which are less complex and faster from the point of view of automation. First, we brieﬂy discuss how the two stages of the problem are solved: 1. The ﬁrst step involves evaluation of the effective sizes for each array instances in the program. Next, we perform a proportionate allocation based on the effective size of every array in every loop nest. This means that arrays with larger effective sizes get larger tile sizes and vice versa. Thus, the remaining problem is the merging of different arrays. 2. The second step involves the merging/clustering of different arrays with their tile sizes. To achieve this, we ﬁrst arrange all the loop nests (in our internal model) in ascending order of their loop weights, as calculated earlier. Next, we start merging arrays from the loop nest with highest loop weight and go on until the last remaining array has been merged. Note that once the total tile size is equal to the cache size, we start a second cluster and so on. This is done in a relatively greedy way, because we do not explore for the best possible solution extensively. We have automated two heuristics in a prototype tool, which is a source-to-source (C-to-C ) precompiler step. The basic principle of these two heuristics are as follows: 1. DOECU I: In the ﬁrst heuristic, the tile size is evaluated individually for each loop nest which means that the proportionate allocation is performed based on the effective sizes of each array in the particular loop nest itself. Thus, we have many alternatives† for choosing the tile size for an array. In the next step, we start merging the arrays from the loop nest with the highest weight, as calculated earlier, and move to the loop nest with the next highest weight and so on until all of the arrays are merged. In summary, we evaluate the tile sizes locally but perform the merging globally based on loop weights. * In the worst case, one tile size for every loop nest in which the array is alive. † In the worst case, we could have a different tile size for every array in every loop nest for the given program.
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2. DOECU II: In the second heuristic, the tile sizes are evaluated by a more global method. Here, we ﬁrst accumulate the effective sizes for every array over all of the loop nests. Next, we perform the proportionate allocation for every loop nest based on the accumulated effective sizes. This results in smaller difference between tile size evaluated for an array in one loop nest compared to the one in another loop nest. This is necessary because suboptimal tile sizes can result in larger selfconﬂict misses. The merging of different arrays is done in a similar way to that in the ﬁrst heuristic. 7.4



Experimental Results



This subsection presents the experimental results of applying MDO, using the prototype DOECU tool, on three different real-life test vehicles, namely a cavitydetection algorithm used in medical imaging, a voice-coder algorithm which is widely used in speech processing, and a motion-estimation algorithm used commonly in video processing applications. Cavity-detection algorithm is explained in Section 5.2. We will not explain the other algorithms here, but it is important to note that they are data dominated and comprise 2–10 pages of C code. The initial C source code is transformed using the prototype DOECU tool, which also generates back the transformed C code. These two C codes, initial and MDO optimized, are then compiled and executed on the Origin 2000 machine and the performance monitoring tool ‘‘perfex’’ is used to read the hardware counters on the MIPS R10000 processor. Tables 5–7 give the obtained results for the different measures for all the three applications. Note that Table 7 has same result for both the heuristics be-



Table 5 Experimental Results on Cavity-Detection Algorithm Using MIPS R10000 Processor



Avg. mem. acc. time L1 cache line reuse L2 cache line reuse L1 cache hit rate L2 cache hit rate L1–L2 BW (Mb/sec) L2–mem. BW (Mb/sec) L1–L2 data transfer (Mb) L2–mem. data transfer (Mb)
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Initial



DOECU-I



DOECU-II



0.48218 423.2192 4.960771 0.997643 0.832236 13.58003 8.781437 6.94 4.48



0.2031 481.1721 16.65545 0.997926 0.94336 4.828789 1.017692 4.02 0.84



0.187943 471.0985 23.19886 0.997882 0.958676 4.697513 0.776886 3.7 0.61



Table 6 Experimental Results on Voice Coder Algorithm Using MIPS R10000 Processor Initial Avg. mem. acc. time L1 cache line reuse L2 cache line reuse L1 cache hit rate L2 cache hit rate L1–L2 BW (Mb/sec) L2–mem. BW (Mb/sec) L1–L2 data transfer (Mb) L2-mem. data transfer (Mb)



0.458275 37.30549 48.51464 0.973894 0.979804 115.4314 10.13004 17.03 1.52



DOECU-I



DOECU-II



0.293109 72.85424 253.4508 0.98646 0.99607 43.47385 0.707163 10.18 0.16



0.244632 50.88378 564.5843 0.980726 0.998232 49.82194 0.31599 9.77 0.06



cause the motion-estimation algorithm has only one (large) loop nest with a depth of six, namely six nested loops with one body. The main observations from all the three tables are as follows. MDO optimized code has a larger spatial reuse of data both in the L1 and L2 cache. This increase in spatial reuse is due to the recursive allocation of simultaneously alive data for a particular cache size. This is observed from the L1 and L2 cache line reuse values. The L1 and L2 cache hit rates are consistently greater too, which indicates that the tile size evaluated by the tool were nearly optimal because for suboptimal tile sizes, there will more self-conﬂict cache misses. Because the spatial reuse of data is increased, the memory access time is reduced by an average factor 2 all of the time. Similarly, the bandwidth used between the L1 and L2 caches is reduced by 40% to a factor of 2.5 and the



Table 7 Experimental Results on Motion-Estimation Algorithm Using MIPS R10000 Processor



Avg. mem. acc. time L1 cache line reuse L2 cache line reuse L1 cache hit rate L2 cache hit rate L1–L2 BW (Mb/sec) L2–mem. BW (Mb/sec) L1–L2 data transfer (Mb) L2–mem. data transfer (Mb)



TM



Copyright n 2002 by Marcel Dekker, Inc. All Rights Reserved.



Initial



DOECU-I/II



0.782636 9,132.917 13.5 0.999891 0.931034 0.991855 0.31127 0.62 0.2



0.28985 13,106.61 24.22857 0.999924 0.960362 0.299435 0.113689 0.22 0.08



Architecture



bandwidth between the L2 cache and the main memory is reduced by a factor of 2–20. This indicates that although the initial algorithm had larger hit rates, the hardware was still performing many redundant data transfers between different levels of the memory hierarchy. These redundant transfers are removed by the modiﬁed data layout and heavily decreased the system bus loading. This has a large impact on the global system performance, because most multimedia applications are required to operate with peripheral devices connected using the off-chip bus. Because we generate complex addressing, we also perform address optimizations [48] to remove the addressing overhead. Our studies have shown that we are able to not only remove the complete overhead in addressing but also gain by up to 20% in the ﬁnal execution time, on MIPS R10000 and HP PA-8000 processors, compared to the initial algorithm, apart from obtaining the large gains in the cache and memory hierarchy.
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