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PhD Topics Lectures: Spatial Econometrics James P. LeSage, University of Toledo Department of Economics, May 2002



Course Outline Lecture 1: Maximum likelihood estimation of spatial regression models (a) Spatial dependence (b) Specifying dependence using weight matrices (c) Maximum likelihood estimation of SAR, SEM, SDM models (d) Computational issues (e) Applied examples Lecture 2: Bayesian variants and estimation of spatial regression models (a) Introduction to Bayesian variants of the spatial models (b) Spatial heterogeneity (c) Bayesian heteroscedastic spatial models (d) Estimation of Bayesian spatial models (e) Applied examples Lecture 3: The matrix exponential spatial specification (MESS) (a) A unifying approach to spatial modeling (b) Maximum likelihood MESS estimation (c) Bayesian estimation (d) Applied examples Lecture 4: Spatial Probit models (a) A spatial probit model with individual effects (b) Applied examples
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Reading List The lecture notes represent a reasonably complete source that should be adequate. Here are some additional source materials that extend beyond the lecture notes and may be of interest to some. Applied illustrations will be based on a public domain set of MATLAB functions for spatial econometrics available at: www.spatial-econometrics.com, along with documentation in the form of an Adobe Acrobat PDF document. (There are also c-language functions available.) Lecture 1: Maximum likelihood estimation of spatial regression models Lecture notes. Background: Luc Anselin (1988) Spatial Econometrics: Methods and Models, (Dorddrecht: Kluwer Academic Publishers). Spatial weights: Bavaud, Francois, “Models for Spatial Weights: A Systematic Look,” Geographical Analysis, Vol. 30, (1998), p. 153-171. Lecture 2: Bayesian variants and estimation of spatial regression models Lecture notes. MCMC estimation: Geweke, John. (1993) “Bayesian Treatment of the Independent Student t Linear Model,” Journal of Applied Econometrics, Vol. 8, pp. 19-40. MCMC probit/tobit estimation: Albert, James H. and Siddhartha Chib (1993), “Bayesian Analysis of Binary and Polychotomous Response Data,” Journal of the American Statistical Association, Volume 88, number 422, pp. 669-679. Lecture 3: The matrix exponential spatial specification (MESS) Lecture notes. Lecture 4: Spatial probit models Lecture notes. Smith, Tony E. and James P. LeSage (2001) “A Bayesian Probit Model with Spatial Dependencies”, available at: www.spatial-econometrics.com
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Lecture 1: Maximum likelihood estimation of spatial regression models This material should provide a reasonably complete introduction to traditional spatial econometric regression models. These models represent relatively straightforward extensions of regression models. After becoming familiar with these models you can start thinking about possible economic problems where these methods might be applied.
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Spatial dependence



Spatial dependence in a collection of sample data implies that observations at location i depend on other observations at locations j 6= i. Formally, we might state: yi = f (yj ), i = 1, . . . , n



j 6= i



(1)



Note that we allow the dependence to be among several observations, as the index i can take on any value from i = 1, . . . , n. Spatial dependence can arise from theoretical as well as statistical considerations. 1. A theoretical motivation for spatial dependence. From a theoretical viewpoint, consumers in a neighborhood may emulate each other leading to spatial dependence. Local governments might engage in competition that leads to local uniformity in taxes and services. Pollution can create systematic patterns over space, and clusters of consumers who travel to a more distant store to avoid a high crime zone would also generate these patterns. A concrete example will be given in Section 2. 2. A statistical motivation for spatial dependence. Spatial dependence can arise from unobservable latent variables that are spatially correlated. Consumer expenditures collected at spatial locations such as Census tracts exhibit spatial dependence, as do other variables such as housing prices. It seems plausible that difficult-to-quantify or unobservable characteristics such as the quality of life may also exhibit spatial dependence. A concrete example will be given in Section 2.



1.1



Estimation consequences of spatial dependence



In some applications, the spatial structure of the dependence may be a subject of interest or provide a key insight. In other cases, it may be a nuisance similar to serial correlation. In either case, inappropriate treatment of sample data with spatial dependence can lead to inefficient and/or biased and inconsistent estimates. For models of the type: yi = f (yj ) + Xi β + εi Least-squares estimates for β are biased and inconsistent, similar to the simultaneity problem. 3



For model of the type: yi = Xi β + ui , ui = f (uj ) + εi , Least-squares estimates for β are inefficient, but consistent, similar to the serial correlation problem.
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Specifying dependence using weight matrices



There are several ways to quantify the structure of spatial dependence between observations, but a common specification relies on an nxn spatial weight matrix D with elements Dij > 0 for observations j = 1 . . . n sufficiently close (as measured by some metric) to observation i. As a theoretical motivation for this type of specification, suppose we observe a vector of utility for 3 individuals. For the sake of concreteness, assume this utility is derived from expenditures on their homes. Let these be located on a regular lattice in space such that individual 1 is a neighbor to 2, and 2 is a neighbor to both 1 and 3, while individual 3 is a neighbor to 2. The spatial weight matrix based on this spatial configuration takes the form: 







0 1 0   D= 1 0 1  0 1 0



(2)



The first row in D represents observation #1, so we place a value of 1 in the second column to reflect that #2 is a neighbor to #1. Similarly, both #1 and #3 are neighbors to observation #2 resulting in 1’s in the first and third columns of the second row. In (2) we set Dii = 0 for reasons that will become apparent shortly. Another convention is to normalize the spatial weight matrix D to have row-sums of unity, which we denote as W , known as a “row-stochastic matrix”. We might express the utility, y as a function of observable characteristics Xβ and unobservable characteristics ε, producing a spatial regression relationship: (In − ρW )y = Xβ + ε y = ρW y + Xβ + ε y = (In − ρW )−1 Xβ + (In − ρW )−1 ε



(3)



Where the implied data generating process for the traditional spatial autoregressive (SAR) model is shown in the last expression in (3). The second expression for the SAR model makes it clear why Wii = 0, as this precludes an observation yi from directly predicting itself. It also motivates the use of row-stochastic W , which makes each observation yi a function of the “spatial lag” W y, an explanatory variable representing an average of spatially neighboring values, e.g., y2 = ρ(1/2y1 + 1/2y3 ). Assigning a spatial correlation parameter value of ρ = 0.5, (I3 − ρW )−1 is as shown in (4). 







S −1 = (I − 0.5W )−1



1.1667 0.6667 0.1667   =  0.3333 1.3333 0.3333  0.1667 0.6667 1.1667 4



(4)



This model reflects a data generating process where S −1 Xβ indicates that individual (or observation) #1 derives utility that reflects a linear combination of the observed characteristics of their own house as well as characteristics of both other homes in the neighborhood. The weight placed on own-house characteristics is slightly less than twice that of the neighbor’s house (observation/individual #2) and around 7 times that of the non-neighbor (observation/individual #3). An identical linear combination exists for individual #3 who also has a single neighbor. For individual #2 with two neighbors we see a slightly different weighting pattern to the linear combination of own and neighboring house characteristics in generation of utility. Here, both neighbors characteristics are weighted equally, accounting for around one-fourth the weight associated with the own-house characteristics. Spatial models take this approach to describing variation in spatial data observations. Note that unobservable characteristics of houses in the neighborhood (which we have represented by ε) would be accorded the same weights as the observable characteristics by the data generating process. Other points to note are that: 1. Increasing the magnitude of the spatial dependence parameter ρ would lead to an increase in the magnitude of the weights as well as a decrease in the decay as we move to neighbors and more distant non-neighbors (see the inverse in expression (6)). 2. The addition of another observation/individual not in the neighborhood, represented by another row and column in the weight matrix with zeros in all positions will have no effect on the linear combinations. 3. All connectivity relationships come into play through the matrix inversion process. By this we mean that house #3 which is a neighbor to #2 influences the utility of #1 because there is a connection between #3 and #2 which is a neighbor of #1. 4. We need not treat all neighboring (contiguity) relationships in an equal fashion. We could weight neighbors by distance, length of adjoining property boundaries, or any number of other schemes that have been advocated in the literature on spatial regression relationships (see Bavaud, 1998). In these cases, we might temper the comment above to reflect the fact that some connectivity relations may have very small weights, effectively eliminating them from having an influence during the data generating process. Regarding points 1) and 4), the matrix inverse for the case of ρ = 0.3 is: 







S −1



1.0495 0.3297 0.0495   =  0.1648 1.0989 0.1648  0.0495 0.3297 1.0495



(5)



while that for ρ = 0.8 is: 







S −1



1.8889 2.2222 0.8889   ==  1.1111 2.7778 1.1111  0.8889 2.2222 1.8889 5



(6)



2.1



Computational considerations



Note that we require knowledge of the location associated with the observational units to determine the closeness of individual observations to other observations. Sample data that contains address labels could be used in conjunction with Geographical Information Systems (GIS) or other dedicated software to measure the spatial proximity of observations. Assuming that address matching or other methods have been used to produce x-y coordinates of location for each observation in Cartesian space, we can rely on a Delaunay triangularization scheme to find neighboring observations. To illustrate this approach, Figure 1 shows a Delaunay triangularization centered on an observation located at point A. The space is partitioned into triangles such that there are no points in the interior of the circumscribed circle of any triangle. Neighbors could be specified using Delaunay contiguity defined as two points being a vertex of the same triangle. The neighboring observations to point A that could be used to construct a spatial weight matrix are B, C, E, F . 5
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Figure 1: Delaunay triangularization One way to specify a spatial weight matrix would be to set column elements associated with neighboring observations B, C, E, F equal to 1 in row A. This would reflect that these observations are neighbors to observation A. Typically, the weight matrix is standardized so that row sums equal unity, producing a row-stochastic weight matrix. Row-stochastic spatial weight matrices, or multidimensional linear filters, have a long history of application in spatial statistics (e.g., Ord, 1975). An alternative approach would be to rely on neighbors ranked by distance from observation A. We can simply compute the distance from A to all other observations and rank these 6



by size. In the case of figure 1 we would have: a nearest neighbor E, the nearest 2 neighbors E, C, nearest 3 neighbors E, C, D, and so on. Again, we could set elements DAj = 1 for observations j in row A to reflect any number of nearest neighbors to observation A, and transform to row-stochastic form. This approach might involve including a determination of the appropriate number of neighbors as part of the model estimation problem. (More will be said about this in Lecture #3.)



2.2



Spatial Durbin and spatial error models



We can extend the model in (3) to a spatial Durbin model (SDM), that allows for explanatory variables from neighboring observations, created by W X as shown in (7).



(In − ρW )y = Xβ + W Xγ + ε y = ρW y + Xβ + W Xγ + ε y = (In − ρW )−1 Xβ + (In − ρW )−1 W Xγ + (In − ρW )−1 ε



(7)



The kx1 parameter vector γ measures the marginal impact of the explanatory variables from neighboring observations on the dependent variable y. Multiplying X by W produces “spatial lags” of the explanatory variables that reflect an average of neighboring observations X−values. Another model that has been used is the spatial error model (SEM):



y = Xβ + u u = ρW + ε y = Xβ + (In − ρW )−1 ε (8)



2.3



A statistical motivation for spatial dependence



Recent advances in address matching of customer information, house addresses, retail locations, and automated data collection using global positioning systems (GPS) have produced very large datasets that exhibit spatial dependence. The source of this dependence may be unobserved variables whose spatial variation over the sample of observations is the source of spatial dependence in y. Here we have a potentially different situation than described previously. There may be no underlying theoretical motivation for spatial dependence in the data generating process. Spatial dependence may arise here from census tract boundaries that do not accurately reflect neighborhoods which give rise to the variables being collected for analysis. Intuitively, one might suppose solutions to this type of dependence would be: 1) to incorporate proxies for the unobserved explanatory variables that would eliminate the spatial dependence; 2) collect sample data based on alternative administrative jurisdictions that give rise to the information being collected; or 3) rely on latitude and longitude coordinates of the observations as explanatory variables, and perhaps interact these location variables 7



with other explanatory variables in the relationship. The goal here would be to eliminate the spatial dependence in y, allowing us to proceed with least-squares estimation. Note this is similar to the time-series case of serial dependence, where the source may be something inherent in the data generating process, or excluded important explanatory variables. However, I argue that it is much more difficult to “filter out” spatial dependence than it is to deal with serial correlation in time series. To demonstrate this point, I will describe an experimental comparison of spatial and nonspatial models based on spatial data from a 1999 consumer expenditure survey along with 1990 US Census information. The consumer expenditure survey collects data on categories such as alcohol, tobacco, food, and entertainment in over 50,000 census tracts. To predict each of the 51 expenditure subcategories as well as overall consumer expenditures by census tract, 25 explanatory variables were used, including typical variables such as age, race, gender, income, age of homes, house prices, and so forth. The predictive performance of a simple least-squares model exhibited a median absolute percentage error of 8.21% across the categories (minimum 7.69% for furnishing expenditures and maximum of 8.91% for personal insurance expenditures) and the median R2 was 0.94 across all categories. For comparison, a model using the variables and their squared values, along with these variables interacted with latitude and longitude, as well as latitude interacted with longitude, latitude squared, longitude squared, and 50 state dichotomous variables was constructed, producing a total of 306 variables. This is a more complex model of the type often employed by researchers confronted with spatial dependence. This complex specification provides a way of incorporating both functional form and spatial information, allowing each parameter to have a quadratic surface over space. In addition, the constant term in this model can follow a quadratic over space, combined with a 50 state step function. As expected the addition of these 281 extra variables improved performance of the model, producing a median absolute percentage error of 6.99% across all categories. Both of these approaches yield reasonable results and one might wonder whether spatial modeling could substantially reduce the errors. To address this, a spatial Durbin model was constructed using the original 25 explanatory variables plus spatial explanatory variables W X. This spatial Durbin model which is relatively parsimonious in comparison to the model containing 306 explanatory variables produced a median absolute percentage error of 6.23% across all categories, which is clearly better than the complicated model with 306 variables. The spatial autoregressive estimate for ρ varied across the categories from a low of 0.72 to a high of 0.74, pointing to strong spatial dependence in the sample data. Note, the model subsumes the usual least-squares model, so testing for the presence of spatial dependence is equivalent to a likelihood ratio test for the autoregressive parameter ρ = 0. For this sample data all likelihood ratio tests overwhelmingly rejected spatial independence. Relative to the non-spatial least-squares model based on 25 variables, the spatial model dramatically reduced prediction errors from 8.21% to 6.23%. These results point to some general empirical truths regarding spatial data samples. 1. A conventional regression augmented with geographic dichotomous variables (e.g., region or state dummy variables), or variables reflecting interaction with locational coordinates that allow variation in the parameters over space can rarely outperform 8



a simpler spatial model. 2. Spatial models provide a parsimonious approach to modeling spatial dependence, or filtering out these influences when they are perceived as a nuisance. 3. Gathering sample data from the appropriate administrative units is seldom a realistic option.
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Maximum likelihood estimation of SAR, SEM, SDM models



Maximum likelihood estimation of the SAR, SDM and SEM models described here and in Anselin (1988) involves maximizing the log likelihood function (concentrated with respect to β and σ 2 , the noise variance associated with ε) with respect to the parameter ρ. For the case of the SAR model we have: lnL = C + ln|In − ρW | − (n/2)ln(e0 e) e = eo − ρed eo = y − Xβo ed = W y − Xβd βo = (X 0 X)−1 X 0 y βd = (X 0 X)−1 X 0 W y



(9)



Where C represents a constant not involving the parameters. The computationally troublesome aspect of this is the need to compute the log-determinant of the nxn matrix (In −ρW ). Operation counts for computing this determinant grow with the cube of n for dense matrices. This same approach can be applied to the SDM model by simply defining X = [X W X] in (9). The SEM model has a concentrated log-likelihood taking the form: lnL = C + ln|In − ρW | − (n/2)ln(e0 e) ˜ = X − ρW X X y˜ = y − ρW y ˜ 0 X) ˜ −1 X ˜ y˜ β ? = (X ˜ ? e = y˜ − Xβ



4



(10)



Efficient computation



While W is a nxn matrix, in typical problems W will be sparse. For a spatial weight matrix constructed using Delaunay triangles among the n points in two-dimensions, the average number of neighbors for each observation will equal 6, so the matrix will have 6n nonzeros out of n2 possible elements, leading to (6/n) as the proportion of non-zeros. Matrix 9



multiplication and the various matrix decompositions require O(n3 ) operations for dense matrices, but for sparse W these operation counts can fall as low as O(n6=0 ), where n6=0 denotes the number of non-zeros.



4.1



Sparse matrix algorithms



One of the earlier computationally efficient approaches to solving for estimates in models involving a large number of observations was proposed by Pace and Barry (1997). They suggested using direct sparse matrix algorithms such as the Cholesky or LU decompositions to compute the log-determinant over a grid of values for the parameter ρ restricted to the interval (−1/λmin , 1/λmax ), where λmin , λmax represent the minimum and maximum eigenvalues of the spatial weight matrix. It is well known that for row-stochastic W , λmin < −1 0, λmax > 0, and that ρ must lie in the interval [λ−1 min , λmax ] (see for example Lemma 2 in Sun et al., 1999). However, since negative spatial autocorrelation is of little interest in many cases, restricting ρ to the interval [0, 1) can accelerate the computations. This along with a vector evaluation of the SAR or SDM log-likelihood functions over this grid of logdeterminant values can be used to find maximum likelihood estimates. Specifically, for a grid of q values of ρ in the interval [0, 1),      



LnL(β, ρ1 ) LnL(β, ρ2 ) .. . LnL(β, ρq )











    ∝    



Ln|In − ρ1 W | Ln|In − ρ2 W | .. . Ln|In − ρq W |











     − (n/2)     



Ln(φ(ρ1 )) Ln(φ(ρ2 )) .. . Ln(φ(ρq ))



     



(11)



where φ(ρi ) = e0o eo − 2ρi e0d eo + ρ2i e0d ed . (For the SDM model, we replace X with [X W X] in (9).) Note that the SEM model cannot be vectorized, and must be solved using more conventional optimization, such as a simplex algorithm. Nonetheless, a grid of values for the log-determinant over the feasible range for ρ can be used to speed evaluation of the log-likelihood function during optimization with respect to ρ. The computationally intense part of this approach is still calculating the log-determinant, which takes around 201 seconds for a sample of 57,647 observations representing all Census tracts in the continental US. This is based on a grid of 100 values from ρ = 0 to 1 using sparse matrix algorithms in MATLAB version 6.0 on a 600 Mhz Pentium III computer. Note, if the optimum ρ occurs on the boundary (i.e., 0), this indicates the need to consider negative values of ρ. In applied settings one may not require the precision of the direct sparse method, so it seems worthwhile to examine other approaches to the problem that simply approximate the log-determinant.



4.2



A Monte Carlo approximation to the log-determinant



An improvement based on a Monte Carlo estimator for the log determinant suggested by Barry and Pace (1999) allows larger problems to be tackled without the memory requirements or sensitivity to orderings associated with the direct sparse matrix approach. The estimator for ln|In − ρW | is based on an asymptotic 95% confidence interval, (V¯ − F, V¯ + F )
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for the log-determinant constructed using the mean V¯ of p generated independent random variables taking the form: Vi = −n



m X x0i W k xi ρk k=1



x0i xi



k



,



i = 1, . . . , p



(12)



where xi ∼ N (0, 1), xi independent of xj if i 6= j. This is just a Taylor series expansion of the log-determinant that relies on the random variates xi to compute the trace without multiplying n by n matrices. Note that tr(W ) = 0 and we can easily compute tr(W 2 ) = PP W W 0 using element-wise multiplication represented by . In the case of symmetric W this reduces to taking the sum of squares of all the elements. This requires a number of operations proportional to the non-zero elements which are small since W is a sparse matrix. By replacing the estimated traces with exact ones, the precision of the method can be improved at low cost. In addition, F =



q nρm+1 + 1.96 s2 (V1 , . . . , Vp )/p (m + 1)(1 − ρ)



(13)



where s2 is the estimated variance of the generated Vi . Values for m and p are chosen by the user to provide the desired accuracy for the approximation. The method provides not only an estimate of the log-determinant term, but an empirical measure of accuracy as well, in the form of upper and lower 95% confidence interval estimates. The log-determinant estimator yields the correct expected value for both symmetric and asymmetric spatial weight matrices, but the confidence intervals above require symmetry. For asymmetric matrices, a Chebyshev interval may prove more appropriate. The computational properties of this estimator are related to the number of non-zero entries in W which we denote as f . Each realization of Vi takes time proportional to f m, and computing the entire estimator takes time proportional to f mp. For cases where the number of non-zero entries in the sparse matrix W increase linearly with n, the required time will be order nmp. In addition to the time advantages of this algorithm, memory requirements are quite frugal because the algorithm only requires storage of the sparse matrix W along with space for two nx1 vectors, and some additional space for storing intermediate scalar values. Additionally, the algorithm does not suffer from “fill-in” since the storage required does not increase as computations are performed. Another advantage is that this approach works in conjunction with the calculations proposed by Pace and Barry (1997) for a grid of values over ρ, since a minor modification of the algorithm can be used to generate log-determinants for a simultaneous set of ρ values ρ1 , . . . , ρq , with very little additional time or memory. As an illustration of these computational advantages, the time required to compute a grid of log-determinant values for ρ = 0, . . . , 1 based on 0.001 increments for the sample of 57, 647 observations was 3.6 seconds when setting m = 20, p = 5, which compares quite favorably to 201 seconds for the direct sparse matrix computations cited earlier. This approach yielded nearly the same estimate of ρ as the direct method (0.91 versus 0.92), despite the use of a spatial weight matrix based on pure nearest neighbors rather than the symmetricized nearest neighbor matrix used in the direct approach.
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LeSage and Pace (2001) report experimental results indicating robustness of the Monte Carlo log-determinant estimator is rather remarkable, and suggest a potential for other approximate approaches. Smirnov and Anselin (2001) provide an approach based on a Taylor’s series expansion and Pace and LeSage (2001) use a Chebyshev expansion.



4.3



Estimates of dispersion



So far, the estimation procedure set forth produces an estimate for the spatial dependence parameter ρ through maximization of the log-likelihood function concentrated with respect to β, σ. Estimates for these parameters can be recovered given ρˆ, the likelihood maximizing value of ρ using: eˆ = eo − ρˆed eo = y − Xβo ed = W y − Xβd σ ˆ 2 = (ˆ e0 eˆ)/(n − k) βo = (X 0 X)−1 X 0 y βd = (X 0 X)−1 X 0 W y βˆ = βo − ρˆβd



(14)



An implementation issue is constructing estimates of dispersion for these parameter estimates that can be used for inference. For problems involving a small number of observations, we can use our knowledge of the theoretical information matrix to produce estimates of dispersion. An asymptotic variance matrix based on the Fisher information matrix shown below for the parameters θ = (ρ, β, σ 2 ) can be used to provide measures of dispersion for the estimates of ρ, β and σ 2 . Anselin (1988) provides the analytical expressions needed to construct this information matrix. ∂ 2 L −1 ] (15) ∂θ∂θ0 This approach is computationally impossible when dealing with large scale problems involving thousands of observations. The expressions used to calculate terms in the information matrix involve operations on very large matrices that would take a great deal of computer memory and computing time. In these cases we can evaluate the numerical hessian matrix using the maximum likelihood estimates of ρ, β and σ 2 and our sparse matrix representation of the likelihood. Given the ability to evaluate the likelihood function rapidly, numerical methods can be used to compute approximations to the gradients shown in (15). [I(θ)]−1 = −E[
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Applied examples



The first example represents a hedonic pricing model often used to model house prices, using the selling price as the dependent variable and house characteristics as explanatory variables. Housing values exhibit a high degree of spatial dependence. 12



Here is a MATLAB program that uses functions from the Spatial econometrics Toolbox available at www.spatial-econometrics.com to carry out estimation of a least-squares model, spatial Durbin model and spatial autoregressive model. % example1.m file % An example of spatial model estimation compared to least-squares load house.dat; % an ascii datafile with 8 colums containing 30,987 observations on: % column 1 selling price % column 2 YrBlt, year built % column 3 tla, total living area % column 4 bedrooms % column 5 rooms % column 6 lotsize % column 7 latitude % column 8 longitude y = log(house(:,1)); % selling price as the dependent variable n = length(y); xc = house(:,7); % latitude coordinates of the homes yc = house(:,8); % longitude coordinates of the homes % xy2cont() is a spatial econometrics toolbox function [j W j] = xy2cont(xc,yc); % constructs a 1st-order contiguity % spatial weight matrix W, using Delauney triangles age = 1999 - house(:,2); % age of the house in years age = age/100; x = zeros(n,8); % an explanatory variables matrix x(:,1) = ones(n,1); % an intercept term x(:,2) = age; % house age x(:,3) = age.*age; % house age-squared x(:,4) = age.*age.*age; % house age-cubed x(:,5) = log(house(:,6)); % log of the house lotsize x(:,6) = house(:,5); % the # of rooms x(:,7) = log(house(:,3)); % log of the total living area in the house x(:,8) = house(:,4); % the # of bedrooms vnames = strvcat(’log(price)’,’constant’,’age’,’age2’,’age3’,’lotsize’,’rooms’,’tla’,’beds’); result0 = ols(y,x); % ols() is a toolbox function for least-squares estimation prt(result0,vnames); % print results using prt() toolbox function % compute ols mean absolute prediciton error mae0 = mean(abs(y - result0.yhat)); fprintf(1,’least-squares mean absolute prediction error = %8.4f \n’,mae0); % compute spatial Durbin model estimates info.rmin = 0; % restrict rho to 0,1 interval info.rmax = 1; result1 = sdm(y,x,W,info); % sdm() is a toolbox function prt(result1,vnames); % print results using prt() toolbox function % compute mean absolute prediction error mae1 = mean(abs(y - result1.yhat)); fprintf(1,’sdm mean absolute prediction error = %8.4f \n’,mae1); % compute spatial autoregressive model estimates result2 = sar(y,x,W,info); % sar() is a toolbox function prt(result2,vnames); % print results using prt() toolbox function % compute mean absolute prediction error mae2 = mean(abs(y - result2.yhat)); fprintf(1,’sar mean absolute prediction error = %8.4f \n’,mae2);



It is instructive to compare the biased least-squares estimates for β to those from the 13



Table 1: A comparison of least-squares and SAR model estimates Variable constant age age2 age3 lotsize rooms tla beds



OLS β 2.7599 1.9432 -4.0476 1.2549 0.1857 0.0112 0.9233 -0.0150



OLS t-statistic 35.6434 28.5152 -32.8713 18.9105 48.1380 2.9778 74.8484 -2.6530



SAR β -0.3588 1.0798 -1.8522 0.5042 0.0517 -0.0033 0.5317 0.0197



SAR t-statistic -10.9928 22.4277 -21.2607 10.7939 19.7882 -1.3925 70.6514 4.9746



SAR model shown in Table 1. We see upward bias in the least-squares estimates indicating over-estimation of the sensitivity of selling price to the house characteristics when spatial dependence is ignored. This is a typical result for hedonic pricing models. The SAR model estimates reflect the marginal impact of home characteristics after taking the spatial location into account. In addition to the upward bias, there are some sign differences as well as different inferences that would arise from least-squares versus SAR model estimates. For instance, least-squares indicates that more bedrooms has a significant negative impact on selling price, an unlikely event. The SAR model suggest that bedrooms have a positive impact on selling prices. Here are the results printed by MATLAB from estimation of the three models using the spatial econometrics toolbox functions. Ordinary Least-squares Estimates Dependent Variable = log(price) R-squared = 0.7040 Rbar-squared = 0.7039 sigma^2 = 0.1792 Durbin-Watson = 1.0093 Nobs, Nvars = 30987, 8 *************************************************************** Variable Coefficient t-statistic t-probability constant 2.759874 35.643410 0.000000 age 1.943234 28.515217 0.000000 age2 -4.047618 -32.871346 0.000000 age3 1.254940 18.910472 0.000000 lotsize 0.185666 48.138001 0.000000 rooms 0.011204 2.977828 0.002905 tla 0.923255 74.848378 0.000000 beds -0.014952 -2.653031 0.007981 least-squares mean absolute prediction error = 0.3066



The fit of the two spatial models is superior to that from least-squares as indicated by both the R−squared statistics as well as the mean absolute prediction errors reported with 14



the printed output. Turning attention to the SDM model estimates, here we see that the lotsize, number of rooms, total living area and number of bedrooms for neighboring (first-order contiguous) properties that sold have a negative impact on selling price. (These variables are reported using W −variable name, to reflect the spatially lagged explanatory variables W X in this model.) This is as we would expect, the presence of neighboring homes with larger lots, more rooms and bedrooms as well as more living space would tend to depress the selling price. Of course, the converse also is true, neighboring homes with smaller lots, less rooms and bedrooms as well as less living space would tend to increase the selling price. Spatial autoregressive Model Estimates Dependent Variable = log(price) R-squared = 0.8537 Rbar-squared = 0.8537 sigma^2 = 0.0885 Nobs, Nvars = 30987, 8 log-likelihood = -141785.83 # of iterations = 11 min and max rho = 0.0000, 1.0000 total time in secs = 32.0460 time for lndet = 19.6480 time for t-stats = 11.8670 Pace and Barry, 1999 MC lndet approximation used order for MC appr = 50 iter for MC appr = 30 *************************************************************** Variable Coefficient Asymptot t-stat z-probability constant -0.358770 -10.992793 0.000000 age 1.079761 22.427691 0.000000 age2 -1.852236 -21.260658 0.000000 age3 0.504158 10.793884 0.000000 lotsize 0.051726 19.788158 0.000000 rooms -0.003318 -1.392471 0.163780 tla 0.531746 70.651381 0.000000 beds 0.019709 4.974640 0.000001 rho 0.634595 242.925754 0.000000 sar mean absolute prediction error =



0.2111



Spatial Durbin model Dependent Variable = log(price) R-squared = 0.8622 Rbar-squared = 0.8621 sigma^2 = 0.0834 log-likelihood = -141178.27 Nobs, Nvars = 30987, 8 # iterations = 15 min and max rho = 0.0000, 1.0000 total time in secs = 54.3180 time for lndet = 18.7970 time for t-stats = 29.6230 Pace and Barry, 1999 MC lndet approximation used order for MC appr = 50 iter for MC appr = 30
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*************************************************************** Variable Coefficient Asymptot t-stat z-probability constant -0.093823 -1.100533 0.271100 age 0.553216 7.664817 0.000000 age2 -1.324653 -11.221285 0.000000 age3 0.404283 6.988042 0.000000 lotsize 0.121762 26.722881 0.000000 rooms 0.004331 1.730088 0.083615 tla 0.583322 74.771529 0.000000 beds 0.017392 4.465188 0.000008 W-age 0.129150 1.370133 0.170645 W-age2 0.247994 1.507512 0.131679 W-age3 -0.311604 -3.609161 0.000307 W-lotsize -0.095774 -17.313644 0.000000 W-rooms -0.015411 -2.814934 0.004879 W-tla -0.109262 -6.466610 0.000000 W-beds -0.043989 -5.312003 0.000000 rho 0.690597 245.929569 0.000000 sdm mean absolute prediction error =



0.2031
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Lecture 2: Bayesian estimation of spatial regression models One might suppose that application of Bayesian estimation methods to SAR, SDM and SEM spatial regression models where the number of observations is very large would result in estimates nearly identical to those from maximum likelihood methods. This is a typical result when prior information is dominated by a large amount of sample information. Bayesian methods can however be used to relax the assumption of constant variance normal disturbances made by maximum likelihood methods, resulting in heteroscedastic Bayesian variants of the SAR, SDM and SEM models. In these models, the prior information exerts an impact, even in very large samples. In the next section, we discuss spatial heterogeneity to provide a motivation for relaxing the constant variance normality assumption in spatial relationships. It is instructive to consider a Bayesian solution to the SAR estimation problem for the case of constant variance normal disturbances and diffuse priors, as this will facilitate our development of the heteroscedastic model. The likelihood for the SAR model can be written as in (16), where we express A = In − ρW for notational convenience. L(β, σ, ρ, y, X) = (2πσ 2 )−n/2 |A|exp{−(1/2σ 2 )(Ay − Xβ)0 (Ay − Xβ)}



(16)



The likelihood can be combined with a prior for β, σ taking the Jefferys’ form: p(β, σ|ρ) = σ −1 . We rely on a general prior for ρ, that we denote as: p(ρ). The product of the likelihood and prior represents the kernel posterior distribution for all parameters in our model via Bayes’ theorem. We can represent this as: p(β, σ, ρ|y, X, W ) ∝ σ −(n+1) |A|exp{−(1/2σ 2 )(Ay − Xβ)0 (Ay − Xβ)}p(ρ)



(17)



We can treat σ as a nuisance parameter and integrate this out using properties of the inverted gamma distribution, leading to: p(β, ρ|y, X, W ) ∝ |A|{(Ay − Xβ)0 (Ay − Xβ)}n/2 p(ρ) 0



2



0



(18) −n/2



= |A|{(n − k)s (ρ) + (β − b(ρ)) X X(β − b(ρ)}



p(ρ)



Where: b(ρ) = (X 0 X)−1 X 0 Ay s2 (ρ) = (Ay − Xb(ρ))0 (Ay − Xb(ρ))/(n − k) A = A(ρ) = (In − ρW )



(19)



Conditional on ρ, the expression in (19) represents a multivariate Student-t distribution that we can integrate with respect to β leaving us with the marginal posterior distribution for ρ, shown in (20). p(ρ|y, X, W ) ∝ |A(ρ)|(s2 (ρ))−(n−k)/2 p(ρ)
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(20)



There is no analytical solution for the posterior expectation of ρ, which we would be interested in, so numerical integration methods would be required to find this expectation as well as the posterior variance of ρ. The integrals required are shown in (21). R



ρ · p(ρ|y, X, W )dρ p(ρ|y, X, W )dρ R [ρ − ρ¯]2 · p(ρ|y, X)dρ R p(ρ|y, X)dρ



E(ρ|y, X) = ρ¯ = var(ρ|y, X) =



R



(21)



Using the direct sparse matrix approach or the Barry and Pace (1999) Monte Carlo estimator for the log determinant discussed in Lecture 1, to find |A(ρ)| over a range of values from 0 to 1, facilitates numerical integration. This along with the vectorized expression for s(ρ)2 = φ(ρi ) = e0o eo − 2ρi e0d eo + ρ2i e0d ed , as a simple polynomial greatly simplifies numerical integration. Given the posterior expectation, ρ¯, the posterior expectation for the parameters β can be computed using: E(β|y, X, W ) = (X 0 X)−1 X 0 (In − ρ¯W )y



(22)



The variance-covariance matrix for the parameters β is conditional on ρ, taking the form: var-cov(β|ρ, y, X, W ) = [(n − k)/(n − k − 2)]s2 (ρ)(X 0 X)−1



(23)



which can be solved using univariate integration:



var-cov(β|y, X, W ) = [(n − k)/(n − k − 2)]{



Z



s2 (ρ)p(ρ|y, X, W )dρ}(X 0 X)−1



(24)



Again, the Monte Carlo estimates for the log determinant as well as the vectorized expression for s2 (ρ) facilitates computing the univariate integral: E(s2 (ρ)|y, X, W ) =



Z



s2 (ρ)p(ρ|y, X, W )dρ



(25)



It is possible to solve large sample spatial problems using this approach in around twice the time required to solve for maximum likelihood estimates. However, this leaves us with an estimation approach that will tend to replicate maximum likelihood estimates in a computationally intensive way. The true benefits from applying a Bayesian methodology to spatial problems arise when we extend the conventional model to relax the constant variance normality assumptions placed on the disturbance process.
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Spatial heterogeneity



The term spatial heterogeneity refers to variation in relationships over space. In the most general case we might expect a different relationship to hold for every point in space. Formally, we might write a linear relationship depicting this as: 19



yi = Xi βi + εi



(26)



Where i indexes observations collected at i = 1, . . . , n points in space, Xi represents a (1 x k) vector of explanatory variables with an associated set of parameters βi , yi is the dependent variable at observation (or location) i and εi denotes a stochastic disturbance in the linear relationship. An important point is that we could not hope to estimate a set of n parameter vectors βi , as well as n noise variances σi , given a sample of n data observations. We simply do not have enough sample data information with which to produce estimates for every point in space, a phenomena referred to as a “degrees of freedom” problem. To proceed with the analysis we need to provide a specification for variation over space. This specification must be parsimonious, that is, only a handful of parameters can be used in the specification. A large amount of spatial econometric research centers on alternative parsimonious specifications for modeling variation over space. One can also view the specification task as one of placing restrictions on the nature of variation in the relationship over space. For example, suppose we classified our spatial observations into urban and rural regions. We could then restrict our analysis to two relationships, one homogeneous across all urban observational units and another for the rural units. This raises a number of questions: 1) are two relations consistent with the data, or is there evidence to suggest more than two?, 2) is there a trade-off between efficiency in the estimates and the number of restrictions we use?, 3) are the estimates biased if the restrictions are inconsistent with the sample data information?. One of the compelling motivations for the use of Bayesian methods in spatial econometrics is their ability to impose restrictions that are stochastic rather than exact in nature. Bayesian methods allow us to impose restrictions with varying amounts of prior uncertainty. In the limit, as we impose a restriction with a great deal of certainty, the restriction becomes exact. Carrying out our econometric analysis with varying amounts of prior uncertainty regarding a restriction allows us to provide a continuous mapping of the restriction’s impact on the estimation outcomes.



2



Bayesian heteroscedastic spatial models



We introduce a more general version of the SAR, SDM and SEM models that allows for non-constant variance across space as well as outliers. When dealing with spatial datasets one can encounter what have become known as “enclave effects”, where a particular region does not follow the same relationship as the majority of spatial observations. For example, all counties in a single state might represent aberrant observations that differ from those in all other counties. This will lead to fat-tailed errors that are not normal, but more likely to follow a Student-t distribution. This extended version of the SAR, SDM and SEM models involves introduction of nonconstant variance to accommodate spatial heterogeneity and outliers that arise in applied practice. Here we can follow LeSage (1997, 2000) and introduce a set of variance scalars (v1 , v2 , . . . , vn ), as unknown parameters that need to be estimated. This allows us to assume ε ∼ N (0, σ 2 V ), where V = diag(v1 , v2 , . . . , vn ). The prior distribution for the vi terms takes 20



the form of an independent χ2 (r)/r distribution. Recall that the χ2 distribution is a single parameter distribution, where we have represented this parameter as r. This allows us to estimate the additional n parameters vi in the model by adding the single parameter r to our estimation procedure. This type of prior was used in Geweke (1993) to model heteroscedasticity and outliers in the context of linear regression. The specifics regarding the prior assigned to the vi terms can be motivated by considering that the mean equals unity and the variance of the prior is 2/r. This implies that as r becomes very large, the terms vi will all approach unity, resulting in V = In , the traditional assumption of constant variance across space. On the other hand, small values of r lead to a skewed distribution that permits large values of vi that deviate greatly from the prior mean of unity. The role of these large vi values is to accommodate outliers or observations containing large variances by downweighting these observations. Note that ε ∼ N (0, σ 2 V ), with V diagonal implies a generalized least-squares (GLS) correction to the vector y and explanatory variables matrix X. The GLS correction √ involves dividing through by vi , which leads to large vi values functioning to downweight these observations. Even in large samples, this prior will exert an impact on the estimation outcome. A formal statement of the Bayesian heteroscedastic SAR model is shown in (27), where we have added a normal-gamma conjugate prior for β and σ, and a uniform prior for ρ in addition to the chi-squared prior for the terms in V . The prior distributions are indicated using π.



y = ρW y + Xβ + ε ε ∼ N (0, σ 2 V ) V = diag(v1 , . . . , vn ) π(β) ∼ N (c, T ) π(r/vi ) ∼ IIDχ2 (r) π(1/σ 2 ) ∼ Γ(d, ν) π(ρ) ∼ U [0, 1] (27) In the case of very large samples involving upwards of 10,000 observations, the normalgamma priors for β, σ should exert relatively little influence. Setting c to zero and T to a very large number results in a diffuse prior for β. Diffuse settings for σ involve setting d = 0, ν = 0. For completeness, we develop the results for the case of a normal-gamma prior on β, σ. In contrast to the case of the priors on β, σ, assigning an informative prior to the parameter ρ associated with spatial dependence should exert an impact on the estimation outcomes even in large samples. This is due the important role played by spatial dependence in these models. In typical applications where the magnitude and significance of ρ is a subject of interest, a diffuse prior would be used. It is however possible to rely on an informative prior for this parameter.
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Estimation of Bayesian spatial models



An unfortunate complication that arises with this extension is that the addition of the chisquared prior greatly complicates the posterior distribution, ruling out the simple univariate numerical integration approach outlined in section 1. Assume for the moment, diffuse priors for β, σ. A key insight is that if we knew V , this problem would look like a GLS version of the previous problem from section 1. That is, conditional on V , we would arrive at similar expressions as in section 1, where the y and X are transformed by dividing through by: p diag(V ). We rely on a Markov Chain Monte Carlo (MCMC) estimation method that exploits this fact. MCMC is based on the idea that a large sample from the posterior distribution of our parameters can be used in place of an analytical solution where this is difficult or impossible. We designate the posterior using p(θ|D), where θ represents the parameters and D the sample data. If the sample from p(θ|D) were large enough, we could approximate the form of the posterior density using kernel density estimators or histograms, eliminating the need to know the precise analytical form of this complicated density. Simple statistics can be used to construct means and variances based on the sample from the posterior. The parameters β, V and σ in the heteroscedastic SAR model can be estimated by drawing sequentially from the conditional distributions of these parameters, a process known as Gibbs sampling because of its origins in image analysis, (Geman and Geman (1984)). It is also labeled “alternating conditional sampling”, which seems a more accurate description. To illustrate how this works, let θ = (θ1 , θ2 ), represent a parameter vector and p(θ) denote the prior, with L(θ|y, X, W ) denoting the likelihood. This results in a posterior distribution p(θ|D) = c · p(θ)L(θ|y, X, W ), with c a normalizing constant. Consider the case where p(θ|D) is difficult to work with, but a partition of the parameters into two sets θ1 , θ2 is easier to handle. Given an initial estimate for θ1 , which we label θˆ1 , suppose we could easily estimate θ2 conditional on θ1 using p(θ2 |D, θˆ1 ). Denote the estimate, θˆ2 derived by using the posterior mean or mode of p(θ2 |D, θˆ1 ). Assume further that we are now able to easily construct a new estimate of θ1 based on the conditional distribution p(θ1 |D, θˆ2 ). This new estimate for θ1 can be used to construct another value for θ2 , and so on. On each pass through the sequence of sampling from the two conditional distributions for θ1 , θ2 , we collect the parameter draws which are used to construct a joint posterior distribution for the parameters in our model. Gelfand and Smith (1990) demonstrate that sampling from the sequence of complete conditional distributions for all parameters in the model produces a set of estimates that converge in the limit to the true (joint) posterior distribution of the parameters. That is, despite the use of conditional distributions in our sampling scheme, a large sample of the draws can be used to produce valid posterior inferences regarding the joint posterior mean and moments of the parameters.



3.1



Why it works



You might wonder why this works — after all it seems counter-intuitive. Alternating conditional sampling has its roots in early work of Metropolis, et al. (1953), who showed that one could construct a Markov chain stochastic process for (θt , t ≥ 0) that unfolds over time such that: 1) it has the same state space (set of possible values) as θ, 2) it is easy to sim-



22



ulate, and 3) the equilibrium or stationary distribution which we use to draw samples is p(θ|D) after the Markov chain has been run for a long enough time. Given this result, we can construct and run a Markov chain for a very large number of iterations to produce a sample of (θt , t = 1, . . .) from the posterior distribution and use simple descriptive statistics to examine any features of the posterior in which we are interested. The most widely used approach to MCMC is due to Hastings (1970) which generalizes the method of Metropolis et al. (1953). Hastings (1970) suggests that given an initial value θ0 we can construct a chain by recognizing that any Markov chain that has found its way to a state θt can be completely characterized by the probability distribution for time t + 1. His algorithm relies on a proposal or candidate distribution, f (θ|θt ) for time t + 1, given that we have θt . A candidate point θ? is sampled from the proposal distribution and: 1. This point is accepted as θt+1 = θ? with probability: p(θ? |D)f (θt |θ? ) ψH (θt , θ ) = min 1, p(θt |D)f (θ? |θt ) 



?







(28)



2. otherwise, θt+1 = θt , that is we stay with the current value of θ. In other words, we can view the Hastings algorithm as indicating that we should toss a Bernoulli coin with probability ψH of heads and make a move to θt+1 = θ? if we see a heads, otherwise set θt+1 = θt . Hastings demonstrates that this approach to sampling represents a Markov chain with the correct equilibrium distribution capable of producing samples from the posterior p(θ|D) we are interested in. The Gibbs or alternating conditional sampling approach described above, represents a special case of the Metropolis-Hastings algorithm, where every draw is accepted, see Gelman, Carlin, Stern and Rubin (1995, p. 328).



3.2



Conditional distributions



To implement this estimation method, we need to determine the conditional distributions for each parameter in our Bayesian heteroscedastic SAR model. The conditional distribution for β follows from the insight that given V , we can rely on standard Bayesian GLS regression results to show that: p(β|ρ, σ, V ) ∼ N (¯b, σ 2 B) β¯ = (X 0 V −1 X + σ 2 T −1 )−1 (X 0 V −1 (In − ρW )y + σ 2 T −1 c) 2



0



B = σ (X V



−1



2



X +σ T



−1 −1



)



(29) (30)



We see that the conditional for β is a multinormal distribution from which it is easy to sample a vector β. The conditional distribution for σ given the other parameters, takes the form (see Gelman, Carlin, Stern and Rubin, 1995): n







p(σ 2 |β, ρ, V ) ∝ (σ 2 )−( 2 +d+1) exp −e0 V −1 e + e = (In − ρW )y − Xβ 23



2ν 2σ 2







(31) (32)



which is proportional to an inverse gamma distribution with parameters (n/2) + d and e0 V −1 e + 2ν. Again, this would be an easy distribution from which to sample a scalar value for σ. Geweke (1993) shows that the conditional distribution of V given the other parameters is proportional to a chi-square density with r + 1 degrees of freedom. Specifically, we can express the conditional posterior of each vi as: e2i + r |β, ρ, σ 2 , v−i ) ∼ χ2 (r + 1) (33) vi where v−i = (v1 , . . . , vi−1 , vi+1 , . . . , vn ) for each i, and e is as defined in (31). Again, this represents a known distribution from which it is easy to construct a scalar draw. Finally, the conditional posterior distribution of ρ takes the form: p(



p(ρ|β, σ, V ) ∝ |A(ρ)|(s2 (ρ))−(n−k)/2 p(ρ) s2 (ρ) = (Ay − Xb(ρ))0 V −1 (Ay − Xb(ρ))/(n − k) (34) A problem arises here in that this distribution is not one for which established algorithms exist to produce random draws. There are however ways to sample from an arbitrary distribution such as this, for example the Metropolis-Hastings algorithms could be used with a suitable proposal density. This approach that relies on Metropolis-Hastings sampling for the parameter ρ within a sequence of Gibbs sampling steps to obtain β, σ and V , represents a procedure that is often labeled “Metropolis within Gibbs sampling” (Gelman, Carlin, Stern and Rubin, 1995). LeSage (2000) suggests a normal or Student−t distribution as a proposal for the MetropolisHastings step to obtain ρ and develops algorithms implementing this approach for the Bayesian heteroscedastic SAR, and other spatial models. LeSage (1997) achieves the same goal using a “ratio-of-uniforms” method rather than the Metropolis-Hastings approach. In fact, if you think about it, computational generation of random deviates from a vast array of statistical distributions is accomplished beginning with computer-generated uniform random deviates, and there is an extensive literature on this topic.



3.3



The MCMC sampler



By way of summary, an MCMC estimation scheme involves starting with arbitrary initial values for the parameters which we denote β 0 , σ 0 , V 0 , ρ0 . We then sample sequentially from the following set of conditional distributions for the parameters in our model. 1. p(β|σ 0 , V 0 , ρ0 , ), which is a multinormal distribution with mean and variance defined in (29) and (30). This updated value for the parameter vector β we label β 1 . 2. p(σ|β 1 , V 0 , ρ0 ), which is chi-squared distributed with n + 2d degrees of freedom as shown in (31). Note that we rely on the updated value of the parameter vector β = β 1 when evaluating this conditional density. We label the updated parameter σ = σ 1 and note that we will continue to employ the updated values of previously sampled parameters when evaluating the next conditional densities in the sequence. 24



3. p(vi |β 1 , σ 1 , v−i , ρ0 ) which can be obtained from the chi-squared distribution shown in (33). Note that this draw can be accomplished as a vector, providing greater speed. 4. p(ρ|β 1 , σ 1 , V 1 ), which we could sample using a metropolis step based on a normal or Student−t candidate distribution. We can also constrain ρ to an interval such as (0,1) using rejection sampling. This simply means that we reject values of ρ outside this interval. Note also that it is easy to implement a normal or some alternative prior distribution for this parameter. We now return to step 1) employing the updated parameter values in place of the initial values β 0 , σ 0 , V 0 , ρ0 . On each pass through the sequence we collect the parameter draws which are used to construct a joint posterior distribution for the parameters in our model. As already noted, Gelfand and Smith (1990) demonstrate that MCMC sampling from the sequence of complete conditional distributions for all parameters in the model produces a set of estimates that converge in the limit to the true (joint) posterior distribution of the parameters. Another point to note is that the parameter draws can be used to test hypotheses regarding any function of interest involving the parameters.



3.4



A recent innovation



Recently, I have discovered a fast and more accurate approach than Metroplis-Hasting to obtain draws for ρ during MCMC sampling of the spatial SAR, SDM and SEM models. Given the computational power of today’s computers, one can in fact produce a draw from the conditional distribution for ρ in these models using univariate numerical integration on each pass through the sampler. A few years back, this would have been unthinkable, as numerical integration represented one of the more computationally demanding tasks. Here is the approach based on numerical integration of the conditional posterior of ρ that I now recommend for tackling estimation of these problems. Use logs to transform the conditional posterior in (34), and the Barry and Pace (1999) Monte Carlo estimator for the log determinant in (34), along with the vectorized expression for s(ρ)2 = φ(ρi ) = e0o eo − 2ρi e0d eo + ρ2i e0d ed . This produces a simple numerical integration problem that can be solved rapidly using Simpson’s rule. We arrive at the entire conditional distribution using this numerical integration approach, and then produce a draw from this distribution using “inversion”. Keep in mind that on the next pass through the MCMC sampler, we need to integrate the conditional posterior again. This is because the distribution is conditional on the changing values for the other parameters vi , β, σ in the model, which obviously produce an altered expression for s2 in the conditional distribution for ρ.



4



Applied examples



To illustrate the heteroscedastic Bayesian SAR model, we carry out an experiment where we generate our own data based on a small 49 observation spatial dataset from Anselin (1988). The latitude-longitude coordinates from 49 neighbors in Columbus, Ohio were used to construct a spatial weight matrix, W . The SAR model was generated using: y = (In − ρW )−1 Xβ + (In − ρW )−1 ε 25



(35)



where β = (1, 1, 1)0 , ρ = 0.7, and the matrix X ∼ N (0, 1). To create heteroscedasticity in the disturbance process, an n-vector of N (0, 0.1) disturbances was generated and observations 11 to 20 were multiplied by 5, creating an inflated variance for part of the sample. An important point here is that heteroscedasticity or aberrant observations will tend to exert an influence on neighboring observations through (In − ρW )−1 (see the matrix expressions (4) and (5) from Lecture #1). A set of 100 data vectors y were generated, with the matrix X held fixed, but the disturbances generated randomly on each trial. A set of 100 estimates were carried out using: 1) the maximum likelihood SAR model, 2) the Bayesian heteroscedastic model with r = 200, a homoscedastic prior, and 3) the Bayesian model with r = 4, a heteroscedastic prior. This last model should produce the best estimates. The Bayesian model based on the homoscedastic prior should produce estimates that are more similar to those from maximum likelihood. The MATLAB program to carry out this experiment is shown below. % example2.m file % we generate our own heterosecastic SAR model load anselin.dat; % 49 observations on Columbus, Ohio neighbors latt = anselin(:,4); long = anselin(:,5); % create W-matrix using Anselin’s neigbhorhood crime data set [junk W junk] = xy2cont(latt,long); [n junk] = size(W); k = 3; IN = eye(n); sige = 0.1; rho = 0.7; % true values for sige and rho x = randn(n,k); % generate random normal X-matrix beta = ones(k,1); % true parameter values ndraw = 2500; % # of draws to carry out nomit = 500; % # of draws to exclude for burn-in % generate fixed part of the SAR model y = inv(IN-rho*W)*x*beta; niter = 100; % the # of experiments maxl = zeros(niter,4); % storage for ML estimates homo = zeros(niter,4); % storage for Bayes homoscedastic estimates hetr = zeros(niter,4); % storage for Bayes heteroscedastic estimates vout = zeros(niter,n); % storage for vi-estimates tic; % turn on the timer for i=1:niter; % do niter replications randn(’seed’,i); % control random number generation evec = randn(n,1)*sqrt(sige); % constant variance evec(11:20,1) = 5*evec(11:20,1); % add non-constant variance y = y + inv(IN-rho*W)*evec; % add disturbances % estimate maximum likelihood model info.rmin = 0; % limits on rho info.rmax = 1; res = sar(y,x,W,info); maxl(i,:) = [res.beta’ res.rho]; % save estimates % MCMC sampling estimates prior.rval = 200; % homoscedastic prior % this is the c-mex version, sar_g is the matlab version results2 = sar_gc(y,x,W,ndraw,nomit,prior); homo(i,:) = [mean(results2.bdraw) mean(results2.pdraw)]; prior.rval = 4; % heteroscedastic prior results3 = sar_gc(y,x,W,ndraw,nomit,prior); hetr(i,:) = [mean(results3.bdraw) mean(results3.pdraw)];
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vout(i,:) = results3.vmean’; end; toc;



% save vi-estimates % report the time needed



plot(mean(vout)); % plot mean over niter experiments of the estimates for vi xlabel(’observations’); ylabel(’posterior mean of vi-draws over 100 experiments’); % put results in a matrix and print results out = [mean(maxl)’ std(maxl)’ mean(homo)’ std(homo)’ mean(hetr)’ std(hetr)’]; fmt.cnames = strvcat(’maxl’,’maxl std’,’homo’,’homo std’,’hetr’,’hetr std’); fmt.rnames = strvcat(’variables’,’b1(=1)’,’b2(=1)’,’b3(=1)’,’rho(=0.7)’); mprint(out,fmt); % mprint() is a spatial econometrics toolbox function % for pretty printing matrices [h1 f1 y1] = pltdens(maxl(:,1)); [h2 f2 y2] = pltdens(hetr(:,1)); % pltdens() is a spatial econometrics toolbox function subplot(2,1,1), plot(y1,f1,’o’,y2,f2,’+’); legend(’max like’,’Bayes hetero’); xlabel(’\beta_1 values’); ylabel(’Distribution of 100 experiments’); [h1 f1 y1] = pltdens(maxl(:,2)); [h2 f2 y2] = pltdens(hetr(:,2)); subplot(2,1,2), plot(y1,f1,’o’,y2,f2,’+’); legend(’max like’,’Bayes hetero’); xlabel(’\beta_2 values’); ylabel(’Distribution of 100 experiments’);



Before discussing the results, note that it took 371 seconds to produce maximum likelihood estimates as well as 2500 draws for both the homoscedastic and heteroscedastic Bayesian models over all 100 experiments. The number of draws carried out over the 100 experiments was 50,0000, or 138 draws per second — truly amazing given that we rely on numerical integration on every pass through the MCMC sampler. These times were for an Athlon 1200 Mhz. computer with 768 megabytes of DDR memory, using c-mex routines that interface to MATLAB. Other timing results are shown below for a slower computer where the size of the estimation problem was varied from 3,000 observations up to 35,702. 650 Mhz Pentium III laptop sar model: y = p*W*y + X*b + e ================================================== n = 3,000 observations, k=7 variables max lik sar_gc total time in secs = 5.75 21.5310 time for sampling (1000 draws) 17.9960 ================================================== n = 9,000 observations, k=7 variables max lik sar_gc total time in secs = 16.2440 94.6260 time for sampling (1000 draws) 84.0910 ================================================== n = 18,000 observations, k=7 variables max lik sar_gc total time in secs = 31.5250 192.2560 time for sampling (1000 draws) 169.7940
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================================================== n = 35,702 observations, k=7 variables max lik sar_gc total time in secs = 61.9390 382.1990 time for sampling (1000 draws) 338.6170 ==================================================



The means and standard deviations for the distribution of estimation outcomes based on 100 experiments are shown below, as they were printed by the program. They point to somewhat improved accuracy of the Bayesian heteroscedastic model versus the other two. As we expected, the Bayesian homoscedastic model produced estimates very near those from maximum likelihood. This model has essentially diffuse priors on all parameters, so we should expect this result. Another point is that the Bayesian heteroscedastic estimates produced a consistently smaller dispersion in the estimation outcomes across all of the parameters. In least-squares, heteroscedasticity creates an efficiency problem, but not bias, so perhaps this is an expected result. variables b1(=1) b2(=1) b3(=1) rho(=0.7)



maxl 1.2595 0.9880 1.2302 0.6456



maxl std 0.1613 0.1155 0.1773 0.1106



homo 1.2486 0.9860 1.2137 0.6422



homo std 0.1533 0.1140 0.1668 0.0924



hetr 1.0053 0.9495 0.9948 0.6761



hetr std 0.0687 0.0819 0.0640 0.0729



Plots of the distribution of estimate outcomes based on a kernel density estimate proves very enlightening. Figure 2 shows these distributions for both the maximum likelihood and Bayesian heteroscedastic models. The distribution of outcomes for the β1 estimates produced by the Bayesian model is clearly superior to the distribution of maximum likelihood estimates. A similar result (not shown) held for the β3 parameter. Superiority in the case of the distribution of β2 estimates is a little less clear.



28



Distribution of 100 experimentsDistribution of 100 experimentsDistribution of 100 experiments



6



max like Bayes hetero



4 2 0 0.6



0.8



1



1.2



β1 values



6



1.4



1.6



1.8



2



max like Bayes hetero



4 2 0 0.6



0.7



0.8



0.9



1



8



β2 values



1.1



1.2



1.3



1.4



1.5



max like Bayes hetero Bayes homo



6 4 2 0 0.2



0.3



0.4



0.5



0.6 ρ values



0.7



0.8



0.9



1



Figure 2: Distribution of 100 estimate outcomes for β1 , β2 , ρ
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Figure 3: Distribution of the means from 100 vi estimates The distribution of outcomes for ρ are also shown in Figure 2 where we see a very long left-tail in the maximum likelihood and homoscedastic Bayesian model outcomes, pointing 29



to low levels of spatial dependence extending to 0.3. In contrast, the Bayesian heteroscedastic estimates are all above 0.45, and exhibit smaller dispersion in the right-tail as well. The modes of the two non-heteroscedastic distributions confirm the downward bias in the means reported in the printed results. The impact of non-constant variance appears to be a downward bias in the maximum likelihood estimate of spatial dependence measured by ρ. Finally, the vi estimates for individual observations can be used to detect regions in the spatial sample where aberrant observations or non-constant variance exist. The means from the Bayesian heteroscedastic model vi estimates over the 100 experiments are shown in Figure 3. To conserve on memory, the MATLAB functions sar g, sar gc return only the mean of the vi draws. Returning all draws would require storage of an n by ndraw matrix where ndraw is usually in the thousands. The pattern of higher variance over observations 11 to 20 was clearly captured by the heteroscedastic model vi estimates.
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Lecture 3: The matrix exponential spatial specification (MESS) Currently, even in the simplest case of modeling a continuous spatial dependent variable with normal errors at known locations (lattice models), the balkanization of spatial specifications could deter less sophisticated practitioners. For example, conditional autoregressions (CAR or CG), simultaneous autoregressions (SAR or SG), and moving average autoregressions have appeared in the literature, and each has its proponents. For example, statisticians tend to favor CAR over SAR. Cressie (1993, p. 410) states that “the CG model achieves maximum entropy among all such models (Kunsch, 1981), a property not satisfied by SG models.” However, others note that SAR is more often used in interdisciplinary applied work, for example Anselin (1988, p. 33) states: “Nevertheless, most modeling situations in empirical regional science are easier expressed in a simultaneous form.” Users may not easily understand the distinctions among these competing specifications even in the context of normal maximum likelihood estimation. For example, Cressie (1993, p. 408) states concerning CAR and SAR,“Because the form of the spatial dependence is usually chosen by the modeler, the conclusions will differ markedly according to whether the modeler thinks conditionally or thinks simultaneously.” An ideal spatial statistical specification would: 1) have a simple structure that practitioners could understand and easily present to their audience; 2) handle large data sets without undue computational strain; 3) adhere to a standard inferential paradigm; and 4) perform well statistically. Pace and LeSage (2002) introduced an approach to spatial estimation that leads to closed-form maximum likelihood estimates. Their approach adapts the matrix exponential covariance specification introduced by Chiu, Leonard, and Tsui (1996) to the task of spatial econometric estimation. They apply the matrix exponential transformation to spatially transform the spatial dependent variable. Amazingly, common ways of specifying the spatial transformation ensure the determinant of the matrix exponential transformation identically equals 1, eliminating the log-determinant term from the log-likelihood. Elimination of the log-determinant term reduces maximum likelihood estimation to minimizing a quadratic form subject to a polynomial constraint. Further, they show that this minimization problem has a unique, closed-form interior solution. Thus, maximum likelihood estimation based on the matrix exponential spatial specification (MESS) reduces to a particularly tractable form of non-linearly constrained least squares. In addition to the computational advantages of the MESS model, several theoretical advantages exist as well. The matrix exponential spatial specification (MESS) provides an easy way to translate between the CAR, SAR and moving average specifications in both computational and analytical settings. Pace and LeSage (2001) use the analytical correspondence to demonstrate that the matrix exponential specification (MESS) with a symmetric weight matrix W , leads to the same models as the CAR, SAR and moving average specifications apart from some straightforward reparameterizations. It is also the case that the MESS model based on a symmetric doubly-stochastic weight matrix W has a spatial semi-parameteric interpretation. The coincidence of all these models greatly helps interpretation and presentation of the estimation results, an important consideration in making spatial statistical analyses accessible to a wider audience. It is somewhat amazing that the MESS model simultaneously
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provides such substantial theoretical and computational simplifications. Another advantage of re-casting spatial estimation using MESS is that many regression diagnostics tools associated with least squares easily transfer to this form of spatial maximum likelihood estimation. Finally, the availability of the likelihood greatly facilitates both classical and Bayesian inference. Hence, users do not need to adopt another inferential paradigm as in the generalized moments approach of Kelejian and Prucha (1998,1999) to overcome computational difficulties arising from problems involving large samples. Pace and LeSage (2002) and LeSage and Pace (2002) show that many of the computational advantages of the MESS model carry over to Bayesian variants of this model.



1



Maximum likelihood MESS estimation



Consider estimation of models where the dependent variable y undergoes a linear transformation Sy as in (36). Sy = Xβ + ε



(36)



The vector y contains the n observations on the dependent variable, X represents the nxk matrix of observations on the independent variables, S is a positive definite nxn matrix, and the n-element vector ε is distributed N (0, σ 2 In ). For the case of a traditional spatial autoregressive model S = (In − γW ), where γ represents the spatial autocorrelation parameter and W denotes the spatial weight matrix. We will indicate an alternative specification for S based on the matrix exponential. For both models, the profile log-likelihood takes the form in (37) (where we have concentrated out the parameter σ 2 and β). L = C + ln|S| − (n/2)ln(y 0 S 0 M Sy)



(37)



C represents a scalar constant and both M = I − H and H = X(X 0 X)−1 X 0 are idempotent matrices. The term |S| is the Jacobian of the transformation from y to Sy. Pace and LeSage (2002) use the matrix exponential defined in (38) to model S as: S = eαW =



∞ X αi W i i=0



i!



(38)



where W represents an nxn non-negative matrix with zeros on the diagonal and α represents a scalar real parameter. While a number of ways exist to specify W , a common specification sets Wij > 0 for observations j = 1 . . . n sufficiently close (as measured by some metric) to observation i. By construction, Wii = 0 to preclude an observation from directly predicting itself. If Wij > 0 for the nearest neighbors of observation i, Wij2 > 0 contains neighbors to these nearest neighbors for observation i. Similar relations hold for higher powers of W which identify higher-order neighbors. Thus the matrix exponential S, associated with matrix W , can be interpreted as assigning rapidly declining weights for observations involving higher-order neighboring relationships. That is, observations reflecting higher-order neighbors (neighbors of neighbors) receive less weight than lower-order neighbors. In practice, we can use only six or seven terms to approximate the infinite series in (38). This is because typical weight matrix specifications for W are row-stochastic and 33



non-negative, having a maximum of 1 in any row. These leads to a situation where the magnitude of the elements in the powers of W does not grow with the power, so the power series converges rapidly. Given the rapid decline in the coefficients of the power series, achieving a satisfactory progression with six or seven works well. Pace and LeSage (2002) rely on a property of the matrix exponential, |eαW | = etrace(αW ) to simplify the MESS log-likelihood. Since trace(W ) = 0 and by extension |eαW | = etrace(αW ) = e0 = 1, the log-likelihood takes the form: L = C − (n/2)ln(y 0 S 0 M Sy). This produces a situation where maximizing the log-likelihood is equivalent to minimizing (y 0 S 0 M Sy) with respect to S. Note that S always appears in expressions involving pre-multiplication of y, eliminating the need for computation involving high-order operation counts. Computing Sy involves low-order matrix-vector product computations that require little time for sparse weight matrices such as W . To illustrate this computation approach in detail, we define the nxq matrix Y comprised of powers of W times y in (39). We use q = 7, say to denote the approximation to the infinite series based on only seven terms. Y = [y W y W 2 y . . . W q−1 y]



(39)



Note that, this simple form of sparse matrix-vector multiplication can be implemented without explicit use of sparse matrix multiplication algorithms. Given a list of m neighbors for observation i (i.e., (i, j1 ), (i, j2 ), . . . , (i, jm )) and given equal weights for the neighbors, the product W y for observation i is merely (yj1 + yj2 + . . . + yjm )/m. That is, the sparse matrix-vector products needed to compute Y in (39) require only indexing and addition, two of the fastest operations possible on digital computers. This means that the MESS model can be implemented in a variety of computing languages such as FORTRAN or C, and various statistical software environments. In fact, to demonstrate the feasibility of estimating MESS using standard software we coded the estimator in Fortran 90 and the c-language as well as in Matlab. Employing a compiled language plus using indexing as opposed to sparse matrices increased the speed by more than 6 times.



1.1



A closed form solution for the parameters



We define the diagonal matrix D containing part of the coefficients of the power series as shown in (40).    D=  







1/0! 1/1! ..



. 1/(q − 1)!



    



(40)



In addition, we define the q-element column vector v shown in (41) that contains powers of the scalar real parameter α, |α| < ∞. v = [1 α α2 . . . αq−1 ]0 Using (39), (40) and (41), we can rewrite Sy as shown in (42).
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(41)



Sy = Y Dv



(42)



Premultiplying Sy by the least-squares idempotent matrix M yields the residuals e, allowing us to express the overall sum-of-squared errors as in (43), e0 e = v 0 D(Y 0 M 0 M Y )Dv = v 0 D(Y 0 M Y )Dv = v 0 Qv



(43)



where Q = D(Y 0 M Y )D. The matrix M Y represents residuals from regressing the dependent variable and the spatial lags of the dependent variable on the independent variables X. Multiplying M Y by a vector φ results in a linear combination of these residuals, M Y φ. Hence, the sum-of-squared errors associated with this vector equals (M Y φ)0 (M Y φ) = φ0 (Y 0 M Y )φ. If a linear combination of the residuals, M Y φ produces a zero vector (columns of M Y are not linearly independent), then φ0 (Y 0 M Y )φ = 0 and Y 0 M Y is positive semidefinite in this case, since the product cannot be negative. This seems unlikely to arise in practice, so we assume the regression residuals M Y are linearly independent so that M Y is nonsingular. In this case, φ0 (Y 0 M Y )φ > 0 and (Y 0 M Y ) is positive definite. Given this, both D and (Y 0 M Y ) are symmetric positive definite matrices, so Q must be congruent to (Y 0 M Y ) and have the same number of positive eigenvalues as (Y 0 M Y ) by Sylvester’s law of inertia (Strang(1976, p. 246)). Since (Y 0 M Y ) is a symmetric positive definite matrix, Q will have all positive eigenvalues and must be a symmetric positive definite matrix (Horn and Johnson (1993), p. 402). The overall sum-of-squared errors v 0 Qv is a 2q − 2 degree polynomial in the variable α. The coefficients in the polynomial are the sum of all terms appearing in Q associated with each power of α. The number of coefficients of a 2q − 2 degree polynomial equals 2q − 1 due to the constant term (coefficient associated with the degree 0). Specifically, the coefficients c, a 2q − 1 element column vector are shown in (44), ct−1 =



q X q X



Qij Ind((i + j) = t)



(44)



i=1 j=1



where Ind() is an indicator function taking on values of 1 when the condition is true. The terms associated with the same power of α have subscripts i, j that sum to the same value. For example, αi αj = αt when i + j = t, which means that each coefficient ci is the sum of the elements along the anti-diagonals of Q. This allows us to rewrite v 0 Qv as the 2q − 2 degree polynomial Z(α), shown in (45). Z(α) =



2q−1 X



ci αi−1 = v 0 Qv



(45)



i=1



To find the minimum of the sum-of-squared errors, we differentiate the polynomial Z(α) in (45) with respect to α, equate to zero, and solve for α as shown in (46).   2q−1 X dv dZ(α) = ci (i − 1)αi−2 = 2v 0 Q =0 dα dα i=2



(46)



The derivative dZ(α)/dα is a degree 2q − 3 polynomial and thus has 2q − 3 possible roots. The problem of finding all the roots of a polynomial has a well-defined solution. 35



Specifically, the roots equal the eigenvalues of the companion matrix associated with the polynomial (Horn and Johnson (1993, p. 146-147)) Computation of the eigenvalues requires O(8q 3 ) operations in this case and does not depend upon n. Thus, the maximum likelihood estimates have a closed-form solution in terms of the eigenvalues of a small matrix. Positive definite Q would usually prove sufficient for an interior solution, but the vector v embodies a polynomial constraint. Pace and LeSage (2002) show that there exists a unique interior real α, say α? , that minimizes the sum-of-squared errors and maximizes the MESS likelihood. Such unique optima are rare in spatial statistics.



2



Bayesian estimation



The MESS model in (36) can be extended to take the form of an SDM model or SEM model as well, a topic we will not cover here. Another extension can be introduced by specifying a spatial weight that includes a decay parameter ρ that lies between 0 and 1, along with a variable number of nearest neighbor spatial weight matrices Ni , where the subscript i indexes the ith nearest neighbor. The weight structure specification is shown in (47), where m denotes the maximum number of neighbors considered. W =



m X i=1



ρi N i Pm i i=1 ρ



!



(47)



In (47), ρi weights the relative effect of the ith individual neighbor matrix, so that S depends on the parameters ρ as well as m in both its construction and the metric used. By construction, each row in N sums to 1 and has zeros on the diagonal. To see the role of the spatial decay hyperparameter ρ, consider that a value of ρ = 0.87 implies a decay profile where the 6th nearest neighbor exerts less than 1/2 the influence of the nearest neighbor. We might think of this value of ρ as having a “half-life” of six neighbors. On the other hand, a value of ρ = 0.95 has a half-life between 14 and 15 neighbors. The flexibility arising from this type of weight specification adds to the burden of estimation requiring that we draw an inference on the parameters ρ and m. This can be addressed with the use of a Bayesian variant of the model. The Bayesian model can produce inferences regarding β and σ that are conditional only on a family of spatial weight transformations that we denote Sy, where S = eαW , with the matrices W taking the form in (47). In addition, the Bayesian variant can produce a posterior distribution for the joint distribution of the parameters α, ρ and m as well as the other model parameters of interest, β and σ.



2.1



Using what we already know



A first point to note regarding the Bayesian model is that we can use much of what we already discussed in Lecture #2 regarding the univariate integration approach to determining the conditional posterior distribution for the spatial dependence parameter α in this model. As before, we will resort to MCMC estimation for this model and require a draw from the conditional distribution for α. We take the same approach as in Lecture #2, developing a non-MCMC approach based on univariate numerical integration of the posterior for α. We then use this in the MCMC 36



estimation procedure on every pass through the sampler to produce draws for α based on inversion. As before, prior information regarding the parameters β and σ is unlikely to exert much influence on the posterior distribution of these estimates in the case of very large samples that are often the focus of spatial modeling. However, the parameter α is likely to exert an influence even in large samples, because of the important role played by spatial dependence in these models. Given this motivation, we begin with the reference prior of Jeffreys (1961), π(β, σ|α) ∝ (1/σ), and let π(α) denote an arbitrary prior for α. Using Bayes’ theorem to combine the likelihood and prior, we obtain the kernel posterior distribution: h



i



p(β, σ, α|y, X) ∝ σ −(n+1) exp −(1/2σ 2 )(Sy − Xβ)0 (Sy − Xβ) π(α)



(48)



Using the properties of the gamma distribution [see, e.g., Judge et al. (1982, p. 86)], we can integrate out the parameter σ to obtain: p(β, α|y, X) ∝ ( y 0 S(α)0 M S(α)y + [β − β(α)]0 X 0 X [β − β(α)])−n/2 π(α) 







β(α) = (X 0 X)−1 X 0 S(α)y S(α) = eαW



(49)



Where we write S(α) and β(α) to reflect the dependence of these expressions on the spatial dependence parameter α. As noted earlier, we need only rely on six or seven terms of the P i i infinite series S(α) = eαW = ∞ i=0 (α /i!)W .



2.2



The posterior for α



Conditional on α, the joint distribution in (49) is a multivariate t−distribution, and we can proceed to integrate with respect to β to arrive at a posterior distribution for α, the spatial dependence parameter in this model. p(α|y, X) ∝ y 0 S(α)0 M S(α)y 



−(n−k)/2



π(α)



(50)



The expression in (50) represents the marginal posterior for α. The 2q − 2 degree polynomial expression in (45) for Z(α) = y 0 S(α)0 M S(α)y proves particularly convenient for integration of this marginal posterior. The posterior expectation of the parameter α is: R +∞



E(α|y, X) = α ¯=



−∞ α · p(α|y, X)dα R +∞ −∞ p(α|y, X)dα



(51)



A few points to note regarding the limits of integration in (51). First, restriction of the upper limit of integration to zero imposes positive spatial dependence, an approach often taken in applied practice. Without loss of generality we could extend the limit of integration to allow for negative spatial dependence estimates. Second, there exists a correspondence between γ in conventional spatial autoregressive (SAR) models and α from the MESS model. One can show that for row-stochastic weight matrices: γ = 1 − eα . Using this relationship, we find that α = −5 implies γ = 0.9933. Since the upper bound on γ is unity, and values of 0.99 37



are seldom encountered during empirical application of SAR models, we can set the lower integration limit to -5, rather than rely on −∞. The correspondence also indicates that we can accommodate negative spatial autocorrelation of magnitudes up to -1 by extending the upper limit of integration to +0.7. The integrand in the normalizing constant of the denominator in (51) can be expressed using our polynomial expression Z(α) from (45) as: p(α|y, X) = (



2q−1 X



ci αi−1 )−(n−k)/2 π(α)



(52)



i=1



which makes univariate integration a simple scalar problem. This is true irrespective of the number of observations in the problem.



2.3



The Bayesian heteroscedastic MESS model



The Bayesian MESS is presented in (53), where the priors are indicated using the symbol π to denote these distributions.



Sy = Xβ + ε S = eαW W



=



m X



i



ρ Ni /



i=1



m X



!



ρ



i



i=1



ε ∼ N (0, σ 2 V ) V = diag(v1 , . . . , vn ) π(β) ∼ N (c, T ) π(r/vi ) ∼ IIDχ2 (r) π(1/σ 2 ) ∼ Γ(d, ν) π(α) ∼ U [−∞, 0],



or N (a, B)



π(ρ) ∼ U (0, 1) m ∼ U D [1, mmax ]



(53)



We rely on a normal-gamma prior for the parameters β, σ as before. The use of a heteroscedastic prior is the same as previously. The prior assigned to the parameter α associated with spatial dependence should exert an impact on the estimation outcomes even in large samples because of the important role of the spatial structure in the model. The prior assigned for α can be a relatively non-informative uniform prior that allows for the case of no spatial effects when α = 0, or an informative prior based on a normal distribution centered on a with prior variance B as indicated in (53). A relatively non-informative approach was taken for the hyperparameters ρ and m where we rely on a uniform prior distribution for ρ and a discrete uniform distribution for m, the number of nearest neighbors. The term mmax denotes a maximum number of nearest neighbors to be considered in the spatial weight structure, and U D denotes the discrete uniform distribution that imposes an integer restriction on values taken by m. Note that practitioners may often have prior knowledge regarding the number of neighboring 38



observations that are important in specific problems, or the extent to which spatial influence decays over neighboring units. Informative priors could be developed and used here as well, but in problems where interest centers on inference regarding the spatial structure, relatively non-informative priors would be used for these hyperparameters. Given these distributional assumptions, it follows that the prior densities for β, σ 2 , α, ρ, m, vi are given up to constants of proportionality by (54), (where we rely on a uniform prior for α). 1 π(β) ∝ exp[− (β − c)0 T −1 (β − c)] 2   ν π(σ 2 ) ∝ (σ 2 )−(d+1) exp − 2 σ π(ρ) ∝ 1



(54)



π(α) ∝ 1 π(m) ∝ 1 −( r2 +1)



π(vi ) ∝ vi







exp −



r 2vi







The prior densities can be combined with the likelihood using the Bayesian identity p(β, σ 2 , V, ρ, α, m) · p(y) = p(y|β, σ 2 , V, ρ, α, m) · π(β, σ 2 , V, ρ, α, m)



(55)



together with the assumed prior independence of the parameters allows us to establish the posterior joint density for the parameters, p(β, σ 2 , V, ρ, α, m). This posterior is not amenable to analytical solution, but we can derive the posterior distribution for the parameters using our MCMC methods. We can rely on Metropolis-Hastings to generate draws from the conditional posterior distributions for the parameters ρ and m in the MESS model, and univariate integration and inversion to produce draws for α, as motivated above. A uniform proposal distribution for ρ over the interval (0, 1) was used along with a discrete uniform for m over the interval [1, mmax ]. The parameters β, V and σ in the MESS model can be estimated using draws from the conditional distributions of these parameters, which we can find analytically. To implement our Metropolis within Gibbs sampling approach to estimation we need the conditional distributions for β, σ and V which are presented here. For the case of the parameter vector β conditional on the other parameters in the model, α, σ, V, ρ, m we find that: ¯ p(β|α, σ, V, ρ, m) ∼ N (¯b, σ 2 B) ¯b = (X 0 V −1 X + σ 2 T −1 )−1 (X 0 V −1 Sy + σ 2 T −1 c) ¯ = (X 0 V −1 X + σ 2 T −1 )−1 B



(56)



Note that given the parameters V, α, ρ, σ and m, the vector Sy and X 0 V −1 X can be treated as known, making this conditional distribution easy to compute and sample. This is often the case in MCMC estimation, which makes the method attractive. 39



The conditional distribution of σ is shown in (57), (see Gelman, Carlin, Stern and Rubin, 1995). 2 −( n +d+1) 2



2



p(σ |β, α, V, ρ, m) ∝ (σ )







0



exp −e V



−1



2ν e+ 2 2σ







(57)



where e = Sy−Xβ, which is proportional to an inverse gamma distribution with parameters (n/2) + d and e0 V −1 e + 2ν. Geweke (1993) shows that the conditional distribution of V given the other parameters is proportional to a chi-square density with r + 1 degrees of freedom. Specifically, we can express the conditional posterior of each vi as: p(



e2i + r |β, α, σ 2 , v−i , ρ, m) ∼ χ2 (r + 1) vi



(58)



where v−i = (v1 , . . . , vi−1 , vi+1 , . . . , vn ) for each i. As noted above, the conditional distributions for ρ and m take unknown distributional forms that require Metropolis-Hastings sampling. By way of summary, the MCMC estimation scheme involves starting with arbitrary initial values for the parameters which we denote β 0 , σ 0 , V 0 , α0 , ρ0 , m0 . We then sample sequentially from the following set of conditional distributions for the parameters in our model. 1. p(β|σ 0 , V 0 , α0 , ρ0 , m0 ), which is a multinormal distribution with mean and variance defined in (56). 2. p(σ|β 1 , V 0 , α0 , ρ0 , m0 ), which is chi-squared distributed with n+2d degrees of freedom as shown in (57). 3. p(vi |β 1 , σ 1 , v−i , α0 , ρ0 , m0 ) which can be obtained from the chi-squared distribution shown in (58). 4. p(α|β 1 , σ 1 , V 1 , ρ0 , m0 ), which we sample using univariate numerical integration and inversion. 5. p(ρ|β 1 , σ 1 , V 1 , α1 , m0 ), which we sample using a Metropolis step based on a uniform distribution that constrains ρ to the interval (0,1). We rely on the likelihood to evaluate the candidate value of ρ. 6. p(m|β 1 , σ 1 , V 1 , α1 , ρ1 ), which we sample using a Metropolis step based on a discrete uniform distribution that constrains m to be an integer from the interval [1, mmax ]. As in the case of ρ, we rely on the likelihood to evaluate the candidate value of m. We now return to step 1) employing the updated parameter values in place of the initial values β 0 , σ 0 , V 0 , α0 , ρ0 , m0 . On each pass through the sequence we collect the parameter draws which are used to construct a joint posterior distribution for the parameters in our model.
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3



Applied examples



This section illustrates application of both the maximum likelihood and Bayesian MESS models described here. Prior to presenting results from these applications we would like to motivate that the MESS model can be used to produce estimates for a data vector y generated using the more traditional spatial autoregressive specification: y = γW y+Xβ +ε. In many cases, the resulting estimates for the parameters β and the noise variance σε2 will be nearly identical to those from maximum likelihood estimation of the more traditional spatial autoregressive model. Given the computation advantages of the MESS model, this seems a desirable situation and provides a valuable tool for those working with large spatial data sets. The MESS model parameter α represents an analogue to the spatial dependence parameter γ in the SAR model. While its value will not take on the same magnitudes, the correspondence described earlier between these two measures of spatial dependence can be used to provide a translation between the two. As an illustration of the similarity in parameter magnitudes and inferences provided by conventional and MESS models, a dataset from Harrison and Rubinfeld (1978) containing information on housing values in 506 Boston area census tracts was used to produce SAR and MESS estimates.1 The estimates shown in Table 2 are based on a first-order spatial contiguity matrix often used in conventional models. This type of spatial weight matrix can also be used in the MESS model in place of the nearest neighbor weight matrix described earlier. The estimation results indicate that identical inferences would be drawn regarding both the magnitude and significance of the 14 explanatory variables on housing values in the model. Both the point estimates as well as asymptotic t−values (based on a variance-covariance matrix obtained using a a numerical hessian to evaluate the log-likelihood function at the maximum likelihood magnitudes) are presented in the table, where we see nearly identical values for both. Regarding the correspondence between the spatial dependence parameters α and γ, we can use our correspondence, γ = 1 − eα to transform the value of α = −0.55136 reported in Table 2. This results in γ = 1 − e−0.55136 = 0.4238. This value is close to the SAR estimate of γ = 0.44799 reported in the table. The correspondence between MESS and SAR models allows us to take advantage of the computational convenience arising from the matrix exponential spatial specification when analyzing spatial regression relationships traditionally explored using spatial autoregressive models.



3.1



Application of the maximum likelihood MESS



We now turn attention to the maximum likelihood illustration which involves 57,647 observations on median housing prices (Price) at the census tract level as the dependent variable. Explanatory variables included a constant term along with median per capita income (Income), median year built (Age), population (Pop), the tract’s land area (Area), as well as 1



This data was augmented with with lattitude-longitude coordinates described in Gilley and Pace (1996). These were used to create a first-order spatial contiguity weight matrix for the observations. The data is described in detail in Belsley, Kuh and Welsch (1980), with various transformations used presented in the table on pages 244-261.
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Table 2: Correspondence between SAR and MESS estimates Variable CONSTANT CRIME ZONING INDUSTRY CHARLESR NOXSQR ROOMSSQR HOUSEAGE DISTANCE ACCESS TAXRATE PUPIL/TEACHER BLACKPOP LOWCLASS γ/α R−squared σ2



SAR model -0.00195 -0.16567 0.08057 0.04428 0.01744 -0.13021 0.16082 0.01850 -0.21548 0.27243 -0.22146 -0.10304 0.07760 -0.33871 0.44799 0.8420 0.1577



t− statistic -0.1105 -6.8937 3.0047 1.2543 0.9327 -3.4442 6.5430 0.5946 -6.1068 5.6273 -4.1688 -4.0992 3.7746 -10.129 11.892



MESS model -0.00168 -0.16776 0.07929 0.04670 0.01987 -0.13271 0.16311 0.01661 -0.21359 0.27489 -0.22639 -0.10815 0.07838 -0.34155 -0.55136 0.8372 0.1671



t−statistic -0.0927 -6.8184 2.8732 1.2847 1.0406 -3.4307 6.4428 0.5187 -5.8798 5.5188 -4.1435 -4.2724 3.7058 -10.1768 -10.5852



the latitude and longitude of the centroid of the tract. The constructed variable Age equals 1990 less the median year built and was strictly positive. The overall transformed MESS model of housing prices appears in (59). S(α)ln(Price) = β1 + β2 ln(Area) + β3 ln(Pop) + β4 ln(Income) + β5 ln(Age) + β6 W ln(Area) + β7 W ln(Pop) + β8 W ln(Income) + β9 W ln(Age) + ε



(59)



where ln denotes logarithm and W is a row-stochastic spatial weight matrix. In this application we construct a spatial weight matrix W using nearest neighbors for each observation. One can use several algorithms for this, but all require at least O(n·ln(n)) operations for points on a plane (Eppstein, Paterson, and Yao (1997)). A Delaunay triangle based method was used here to compute the m nearest neighbors. A set of individual neighbor matrices N1 , N2 , . . . , Nm , was formed where N1 represents the closest previously sold neighbor (shortest distance), N2 represents the second previously sold neighbor (second shortest distance) and so on. These very sparse matrices have a 1 in each row and contain zeros elsewhere. The overall spatial weight matrix W was constructed based on the individual neighbor matrices Ni using (60). Pm



ρi N i i i=1 ρ



i=1 W = P m
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(60)



Table 3: Spatial and Aspatial Regression Models Variables Intercept ln(Land Area) Dln(Land Area) Deviance ln(Population) Dln(Population) Deviance ln(Per Capita Income) Dln(Per Capita Income) Deviance ln(Age) Dln(Age) Deviance m (# of neighbors) Deviance (m=29) ρ (geometric decay) Deviance (ρ=0.95) Deviance (ρ=0.85) α (autoregressive parameter) Deviance (α = 0) n k Maximum Log-likelihood



Aspatial Model 1.224 -0.085 9,379.1 0.115 1,358.6 1.084 43,355.2 -0.127 1,175.2



57,647 5 -266,505.2



Spatial Model -0.151 -0.003 -0.017 1,218.8 0.022 0.030 366.6 0.677 -0.463 29,764.3 -0.138 0.127 2,289.5 30 2.72 0.90 612.82 1240.52 -1.673 64,450.6 57,647 12 -228,850.4



The use of the individual neighbor matrices greatly speeds up investigation of the sensitivity of the results to different forms of W . Constructing the individual neighbor matrices requires some computational expense, with the set of 30 used here taking 96.7 seconds computational time. However, reweighting the individual matrices using (60) requires very little time. Estimation results are shown in Table 3 along with deviances computed for the purposes of inference. The results show that relative to a simple aspatial model of housing prices (i.e., α = β6−9 = 0), the unrestricted log-likelihood rises from -266,505.2 to -228,850.4, a deviance of 75,309.6. Relative to a model with spatial independent variables, but no spatial transformation of the dependent variable (i.e., α = 0), the deviance is 64,450.6. Controlling for some of the spatial dependence reduces the deviances associated with deletion of the independent variables and their spatial lags for three out of the four basic variables (i.e., β2 = β6 = 0, β3 = β7 = 0, β4 = β8 = 0) relative to the corresponding deletions of the independent variables in the aspatial model (i.e., β2 = β3 = 0, β4 = 0 ). For the age variable, the deviance associated with deletion (i.e., β5 = β9 = 0 ) actually rises relative to the aspatial model (i.e., β5 = 0 ). 43



The interpretation and inferences based on estimated parameters from the aspatial and MESS models are quite different. For example, estimates from the aspatial model suggest that increasing income of a tract by 1% would lead to a 1.08% increase in median housing prices in the tract. Implicitly, the aspatial model allows for individuals with higher incomes to both purchase a larger house and to locate in a different neighborhood. For the MESS model where the characteristics of neighboring tracts is held constant, increasing the income of a tract by 1% would lead to only a 0.68% increase in median housing prices in the tract relative to median prices in surrounding tracts.



3.2



The Bayesian MESS model



As an illustration of the Bayesian version of the MESS model described in Sections 2.1 and 2.2, three applications are provided. One relies on a dataset from Pace and Barry (1997) that examines voter turnout in the 1980 presidential election by county for a sample of 3,107 US counties and four explanatory variables. A second illustration involves 30,987 home sales in Lucas county, Ohio and ten explanatory variables, and the third relies on expenditure budget shares for gasoline in 59,025 census tracts with four explanatory variables. A standardized first-order contiguity matrix was used for the spatial weight matrix W in all illustrations. This matrix simply records a 1 in row positions associated with neighboring observations (defined as those with borders touching) and 0’s elsewhere. By convention, the matrix has zeros on the main-diagonal. This binary matrix is then standardized to have row-sums of unity. For this application, the matrices W were constructed using Delaunay triangle algorithms applied to the location coordinates measuring relative position in the map plane. Estimation results based on maximum likelihood and the Bayesian MESS models are presented in Table 4. We discuss each of these applications in turn. For the presidential election example, explanatory variables were: a constant term, education (high school graduates), homeownership, and median household income. The dependent variable is the population voting as a proportion of population 19 years or older (those eligible to vote). This proportion was logged to induce normality. All explanatory variables were expressed as logs of the population proportion, e.g., the log of homeowners in the county as a proportion of the county population. A diffuse prior on all parameters, α, β, σ was employed in the Bayesian model, which should produce estimates nearly identical to those from maximum likelihood estimation. In the table, we see that Bayesian and maximum likelihood estimates are identical to at least 3 decimal places in all cases. This similarity of the two sets of estimates also extends to parameter estimates for the standard deviations shown in the table. Maximum likelihood estimation required that the standard deviations be computed using a numerical hessian evaluation of the log-likelihood at the ML estimates. The time required to produce estimates for this 3,107 observation example was 0.110 seconds based on lower and upper integration limits of -4 and 0 respectively. An important point to note is that a priori knowledge regarding the magnitude of spatial dependence reflected in the parameter α can be used to further improve the speed of solution. For example, setting the lower integration limit to -2 and the upper limit to 0 reduced the time needed to solve the problem to 0.08 seconds. Increasing the limits of integration to -5 and 0 resulted in 0.14 seconds. For all
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Table 4: Bayesian estimation results for three applied examples 0.110 seconds† Variables Constant Education Homeowners Median income α σ2 0.5910 seconds† Variables House age (House age)2 (House age)3 log(living area) log(lotsize) 1993 dummy 1994 dummy 1995 dummy 1996 dummy 1997 dummy α σ2 0.6410 seconds† Variables constant log(vehicles/spending) log(median income) log(employment) α σ2 † Anthalon 1200 MHz.



Presidential election, 3, 107 Observations Bayes mean Bayes std ML mean ML std 0.696283 0.042381 0.696371 0.042360 0.272566 0.013923 0.272640 0.013917 0.505877 0.015182 0.505883 0.015174 -0.128554 0.016474 -0.128601 0.016466 -0.675480 0.023520 -0.675204 0.023174 0.015336 0.000389 0.015331 0.000395 Home sales, 30, 987 Observations Bayes mean Bayes std ML mean ML std 0.464807 0.018170 0.464774 0.018224 -0.967741 0.038228 -0.967641 0.038461 0.308795 0.022616 0.308757 0.022682 0.299507 0.002835 0.299488 0.002940 0.068662 0.002785 0.068647 0.002855 -0.092811 0.002816 -0.092811 0.002817 -0.077587 0.002864 -0.077587 0.002865 -0.059417 0.002902 -0.059417 0.002902 -0.052613 0.002975 -0.052613 0.002975 -0.030402 0.002986 -0.030402 0.002986 -0.785965 0.006363 -0.786043 0.006347 0.161119 0.001294 0.161109 0.001301 Census tracts, 59, 025 Observations Bayes mean Bayes std ML mean ML std 0.328584 0.015496 0.328840 0.015495 0.563411 0.006083 0.563363 0.006082 -0.036234 0.000289 -0.036231 0.000289 0.000969 0.000248 0.000969 0.000248 -0.844754 0.004958 -0.844892 0.001480 0.001206 0.000007 0.001206 0.000008 processor, 512 megabytes of DDR memory.
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variations in these limits of integration the estimates were identical. In the table, we report times based on integration limits of -4 to 0 for timing compatability in all three examples The second illustration involves a fairly typical housing price model, based on homes sold over the period from 1993 to 1997 in a single Ohio county. The dependent variable was the log of selling price. Explanatory variables consisted of housing characteristics such as: house age, as well as house age-squared and cubed, the square feet of living area, lotsize measured in square feet and dummy variables for each of the 5 years covered by the sample. Both the dependent variable and explanatory variables were standardized by subtracting the means and dividing by the standard deviation. This improves performance of the numerical hessian used to produce standard deviation estimates in the maximum likelihood estimation procedure. Here again, we see estimates that are identical to a least 3 decimal digits in all cases, including the standard deviation estimates. The time required for this data sample was 0.5910 seconds when using integration limits of -4 to 0. Although the sample contained nearly 10 times as many observations as the presidential election example, we see only a six-fold increase in time required to produce estimates. If the procedure was linear in n we would expect a ten-fold increase in time required, so the procedure appears to be less than linear in the number of observations. Here again, the time required to solve the problem was reduced to 0.54 seconds when the integration limits were set to -2 and 0, with identical estimation results. For the third example using 59,025 census tracts the relationship explored involved the log share of all expenditures devoted to gasoline on average in each census tract. One might expect spatial dependence in these observations as similarly located census tracts would exhibit similar commuting patterns for work and shopping. A constant term and three explanatory variables were used: the log budget share of expenditures on vehicles, log median income and log of employment in the census tract. Here we see a time of 0.641 seconds based on the integration limits of -4 to 0. In this example, changing the limits of integration to -2 and 0 had a very modest impact on the time required, reducing it to 0.621 seconds. As an illustration of the heteroscedastic Bayesian MESS model implemented with MCMC estimation, we estimate a model where the spatial structure was generated. This allows us to demonstrate the ability of the method to detect the true spatial structure specified in terms of the number of neighbors and the spatial decay parameter ρ. We set the true values for all βi = 1 and use an nx3 matrix X, the true value of α = −1, which corresponds to a spatial correlation magnitude of 0.63, the X matrix was generated using standard normals, (mean = 0, variance = 1), and the noise variance was set to 0.5, creating a signal-to-noise ratio such that R2 was around 0.9. The neighobrs were set to 5 and the spatial decay parameter ρ = 0.85. A matlab program that generates the data and carries out MCMC estimation using the spatial econometrics toolbox function mess g3() is shown below. % we generate our own MESS model: y = inv(S)*X*b + inv(S)*epsilon load anselin.dat; % 49 observations on Columbus, Ohio neighbors latt = anselin(:,4); % latitude long = anselin(:,5); % longitude n = length(latt); k = 3; % n = # of observations, k = # of variables neigh = 5; % set true neighbors = 5 rho = 0.85; % true value of spatial decay
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rsum = rho + rho^2 + rho^3 + rho^4 + rho^5; W = zeros(n,n); for i=1:neigh; % create nearest neighbor weight matrix tmp = make_nnw(latt,long,i); rterm = (rho^i)/rsum; W = W + tmp*rterm; end; W = normw(W); % row-standardized W-matrix beta = ones(k,1); % true value of beta alpha = -1; % true value of alpha sige = 0.5; % true noise variance S = expm(alpha*full(W)); % inverse of S Si = inv(S); Se = Si*randn(n,1)*sqrt(sige); % inverse(S)*epsilon x = randn(n,k); Sx = Si*x; % inverse(S)*x % generate y = inv(S)*X*b + inv(S)*epsilon y = Sx*beta + Se; option.mmin = 1; option.mmax = 10; option.rmin = 0.5; option.rmax = 1; option.latt = latt; option.long = long; ndraw = 10500; nomit = 500; result = mess_g3(y,x,option,ndraw,nomit); prt(result); subplot(3,1,1), hist(result.mdraw); xlabel(’neighbors’); ylabel(’distribution of draws’); subplot(3,1,2), hist(result.rdraw); xlabel(’rho values’); ylabel(’distribution of draws’); subplot(3,1,3), hist(result.adraw); xlabel(’alpha values’); ylabel(’distribution of draws’);



The program takes an inefficient approach to forming the matrix exponential, drawing on the matlab command expm(), rather than using the index arithmetic approach described earlier. This was done to conserve on space and for clarity. An examination of the source code in the function mess g3() from the toolbox demonstrates the index arithmetic approach to creating and working with the matrix exponential S. The printed output from the program is shown below, where we see that the estimation method was capable of producing accurate estimates for all of the parameters in the model. Two sets of estimates are reported, one based on 10,500 draws with the first 500 excluded and another based on only 2,500 draws with the first 500 excluded. This serves as a test for convergence of the MCMC sampler. Since the two sets of estimated parameters are very 47



similar in terms of both the means and standard deviations of the draws, we would conclude there are no problems with convergence. Bayesian Matrix Exponential Spatial Specification rho and # neighbors estimated R-squared = 0.9313 Rbar-squared = 0.9283 sigma^2 = 0.5432 Nobs, Nvars = 49, 3 min,max # neighbors = 1, 10 min,max rho used = 0.5000, 1.0000 q value used = 7 ndraws,nomit = 10500, 500 alpha accept rate = 1.0000 total time in secs = 43.7730 time for sampling = 43.4030 time for setup = 0.3200 No spatially lagged X variables *************************************************************** Posterior Estimates Variable Coefficient std deviation P-level variable 1 1.018036 0.112612 0.000000 variable 2 1.045109 0.129766 0.000000 variable 3 0.949204 0.109690 0.000000 alpha -0.940438 0.123684 0.000000 rho 0.843480 0.078029 0.000000 neighbors 5.698900 1.137703 0.000000 Bayesian Matrix Exponential Spatial Specification rho and # neighbors estimated R-squared = 0.9310 Rbar-squared = 0.9280 sigma^2 = 0.5430 Nobs, Nvars = 49, 3 min,max # neighbors = 1, 10 min,max rho used = 0.5000, 1.0000 q value used = 7 ndraws,nomit = 2500, 500 alpha accept rate = 1.0000 total time in secs = 10.3450 time for sampling = 9.9840 time for setup = 0.3210 No spatially lagged X variables *************************************************************** Posterior Estimates Variable Coefficient std deviation P-level variable 1 1.017395 0.113060 0.000000 variable 2 1.051375 0.129068 0.000000 variable 3 0.946421 0.109568 0.000000 alpha -0.922756 0.115097 0.000000 rho 0.847653 0.073155 0.000000 neighbors 5.568000 1.049250 0.000000



A graphical depiction of the distribution of draws for ρm m (the # of neighbors) and α are shown in Figure 4. 48
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Figure 4: Histograms of the MCMC draws for ρ, m, α
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Lecture 4: Spatial probit models 1



A Bayesian spatial probit model with individual effects



Probit models with spatial dependencies were first studied by McMillen (1992), where an EM algorithm was developed to produce consistent (maximum likelihood) estimates for these models. As noted by McMillen, such estimation procedures tend to rely on asymptotic properties, and hence require large sample sizes for validity. An alternative hierarchical Bayesian approach to non-spatial probit models was introduced by Albert and Chib (1993) which is more computationally demanding, but provides a flexible framework for modeling with small sample sizes. LeSage (2000) first proposed extending Albert and Chib’s approach to models involving spatial dependencies, and Smith and LeSage (2001) extend the class of models that can be analyzed in this framework. They introduce an error structure that involves an additive error specification first introduced by Besag, et al. (1991) and subsequently employed by many authors (as for example in Gelman, et al. 1998). Smith and LeSage (2001) show that this approach allows both spatial dependencies and general spatial heteroscedasticity to be treated simultaneously.



1.1



Choices involving spatial agents



For a binary 0, 1 choice, made by individuals k in region i with alternatives labeled a = 0, 1: Uik0 = γ 0 ωik0 + α00 sik + θi0 + εik0 Uik1 = γ 0 ωik1 + α10 sik + θi1 + εik1



(61)



Where: ω represent observed attributes of the a = 0, 1 alternative s represent observed attributes of individuals k θika + εika represent unobserved properties of individuals k, regions i or alternatives a. We decompose the unobserved effects on utility into: • a regional effect θia , assuming homogeneity across individuals k in region i. • an individualistic effect εika The individualistic effects, εika are assumed conditionally independent given θia , so unobserved dependencies between individual utilities for alternative a within region i are captured by θia . Following Amemiya (1995, section 9.2) one can use utility differences between individuals k along with the utility maximization hypothesis to arrive at a probit regression relationship. zik = Uik1 − Uik0 = x0ik β + θi + εik 51



(62)



1.2



Spatial autoregressive unobserved interaction effects



Smith and LeSage (2001) model the the unobserved dependencies between utility differences of individuals in separate regions (the regional effects θi : i = 1, . . . , m) as following a spatial autoregressive structure:



θi = ρ



m X



wij θj + ui ,



i = 1, . . . , m



j=1



u ∼ N (0, σ 2 Im ) θ = ρW θ + u,



u ∼ N (0, σ 2 Im )



(63)



Intuition here is that unobserved utility-difference aspects that are common to individuals in a given region may be similar to those for individuals in neighboring or nearby regions. It is convenient to solve for θ in terms of u which we will rely on in the sequel. Let Bρ = Im − ρW



(64)



and assume that Bρ is nonsingular, then from (63): θ = Bρ−1 u ⇒ θ|(ρ, σ 2 ) ∼ N [0, σ 2 (Bρ0 Bρ )−1 ]



1.3



(65)



Heteroscedastic individual effects



Turning next to the individualistic components, εik , observe that without further evidence about specific individuals in a given region i, it is reasonable to treat these components as exchangeable and hence to model the εik as conditionally iid normal variates with zero means and common variance vi , given θi . In particular, regional differences in the vi ’s allow for possible heteroscedasticity effects in the model. Hence, if we now denote the vector of individualistic effects of region i by εi = (εik : k = 1, . . . , ni )0 , then our assumptions imply that εi |θi ∼ N (0, vi Ini ). We can express the full individualistic effects vector ε = (ε0i : i = 1, . . . , m)0 as ε|θ ∼ N (0, V )



(66)



where the full covariance matrix V is shown in (67). 



V = 



v1 In1







..



 



.



(67)



vm Inm We emphasize here that as motivated earlier, all components of ε are assumed to be conditionally independent given θ. Expression (62) can also be written in vector form by setting zi = (zik : k = 1, . . . , ni )0 and Xi = (xik : k = 1, . . . , ni )0 , so the utility differences for each region i take the form:
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z i = X i β + θ i 1i + ε i ,



i = 1, . . . , m



(68)



where 1i = (1, . . . , 1)0 denotes the ni -dimensional unit vector. Then by setting n = i ni and defining the n−vectors z = (zi0 : i = 1, . . . , m)0 and X = (Xi0 : i = 1, . . . , m)0 ,2 we can reduce (68) to the single vector equation, P



z = Xβ + ∆θ + ε



(69)



where 



∆= 



11







..



 



.



(70)



1m If the vector of regional variances is denoted by v = (vi : i = 1, . . . , m), then the covariance matrix V in (66) can be written using this notation as V = diag(∆v)



2



(71)



Albert and Chib (1993) latent treatment of z Pr(Yik = 1|zik ) = δ(zik > 0)



(72)



Pr(Yik = 0|zik ) = δ(zik ≤ 0) Where: δ(A) is an indicator function δ(A) = 1 for all outcomes in which A occurs and δ(A) = 0 otherwise If the outcome value Y = (Yik ∈ 0, 1), then [following Albert and Chib (1993)] these relations may be combined as follows:



Pr(Yik = yik ) = δ(yik = 1)δ(zik > 0) + δ(yik = 0)δ(zik ≤ 0)



(73)



Which produces a conditional posterior for zik that is a truncated normal distribution, which can be expressed as follows: (



zik |? ∼



N (x0i β + θi , vi ) left-truncated at 0, if yi = 1 N (x0i β + θi , vi ) right-truncated at 0, if yi = 0



2



(74)



Note again that by assumption X always contains m columns corresponding to the indicator functions, δ(·), i = 1, . . . , m.
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2.1



Hierachical Bayesian Priors The following prior distributions are standard [see LeSage, (1999)]:



β ∼ N (c, T )



(75)



2



r/vi ∼ IDχ (r) 1/σ



2



(76)



∼ Γ(α, ν)



ρ ∼



(77)



−1 U [(λ−1 min , λmax ]



(78)



These induce the following priors:



2



2 −m/2



π(θ|ρ, σ ) ∼ (σ )



1 |Bρ |exp − 2 θ0 Bρ0 Bρ θ 2σ 



Bρ = Im − ρW



(79)



1 π(ε|V ) ∼ |V |−1/2 exp − ε0 V −1 ε 2 







(80)



1 π(z|β, θ, V ) ∝ |V | exp − e0 V −1 e 2 e = z − Xβ − ∆θ −1/2



3















(81)



Estimation via MCMC



Estimation will be achieved via Markov Chain Monte Carlo methods that sample sequentially from the complete set of conditional distributions for the parameters. The complete conditional distributions for all parameters in the model are derived in Smith and LeSage (2001) A few comments on innovative aspects:



3.1



The conditional distribution of θ: −1 p(θ|β, ρ, σ 2 , V, z, y) ∼ N (A−1 0 b, A0 )



(82)



−1 where the mean vector is A−1 0 b0 and the covariance matrix is A0 , which involves the inverse of the mxm matrix A0 which depends on ρ. This implies that this matrix inverse must be computed on each MCMC draw during the estimation procedure. Typically a few thousand draws will be needed to produce a posterior estimate of the parameter distribution for θ, suggesting that this approach to sampling from the conditional distribution of θ may be costly in terms of time if m is large. In our illustration we rely on a sample of 3,110 US counties and the 48 contiguous states, so that m = 48. In this case, computing the inverse was relatively fast allowing us



54



to produce 2,500 draws in 37 seconds using a compiled c-language program on an Anthalon 1200 MHz. processor. In the Appendix an alternative approach that involves only univariate normal distributions for each element θi conditional on all other elements of θ excluding the ith element. This approach is amenable to computation for much larger sizes for m. It was used to solve a problem involving 59,025 US census tracts with the m = 3, 110 counties as the regions. The time required was 357 minutes for 4500 draws.



3.2



The conditional distribution of ρ: 1 p(ρ|?) ∝ |Bρ |exp − 2 θ0 (Im − ρW )0 (Im − ρW )θ 2σ 







(83)



−1 where ρ ∈ [λ−1 min , λmax ]. As noted in LeSage (2000) this is not reducible to a standard distribution, so we might adopt a M-H step during the MCMC sampling procedures. LeSage (1999) suggests a normal or t− distribution be used as a transition kernel in the M-H step. −1 Additionally, the restriction of ρ to the interval [λ−1 min , λmax ] can be implemented using a rejection-sampling step during the MCMC sampling. Another approach that is feasible for this model is to rely on univariate numerical integration to obtain the the conditional posterior density of ρ. The size of (Im − ρW ) will be based on the number of regions, which is typically much smaller than the number of observations, making it computationally simple to carry out univariate numerical integration on each pass through the MCMC sampler. An advantage of this approach over the M-H method is that each pass through the sampler produces a draw for ρ, whereas acceptance rates in the M-H method are usually around 50 percent requiring twice as many passes through the sampler to produce the same number of draws for ρ.



3.3



Special cases of the model



• The homoscedastic case, where we let: individual variances are assumed equal across all regions, so the regional variance vector, v reduces to a scalar • The individual spatial-dependency case: where individuals are treated as ‘regions’ denoted by the index i.. In this case we are essentially setting m = n and ni = 1 for all i = 1, . . . , m. • Note that although one could in principle consider heteroscedastic effects among individuals, the existence of a single observation per individual renders estimation of such variances problematic at best.



4 4.1



Applied Examples Generated data examples



This experiment used n = 3, 110 US counties to generate a set of data. The m = 48 contiguous states were used as regions. A continuous dependent variable was generated using the following procedure. First, the spatial interaction effects were generated using: 55
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Figure 5: Individual effects estimates for the 1996 presidential election



θ = (Im − ρW )−1 ε ε ∼ N (0, σ 2 )



(84)



where ρ was set equal to 0.7 in one experiment and 0.6 in another. In (84), W represents the 48x48 standardized spatial weight matrix based on the centroids of the states. Six explanatory variables which we label X were created using county-level census information on: the percentage of population in each county that held high school, college, or graduate degrees, the percentage of non-white population, the median household income (divided by 10,000) and the percent of population living in urban areas. These are the same explanatory variables we use in our application to the 1996 presidential election, which should provide some insight into how the model operates in a generated data setting.



4.2



Presidential election application



To illustrate the model in an applied setting we used data on the 1996 presidential voting decisions in each of 3,110 US counties in the 48 contiguous states. The dependent variable was set to 1 for counties where Clinton won the majority of votes and 0 for those where Dole won the majority.3 To illustrate individual versus regional spatial interaction effects 3



The third party candidacy of Perot was ignored and only votes for Clinton and Dole were used to make this classification of 0,1 values.
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Figure 6: Individual effects estimates from homoscedastic and heteroscedastic spatial probit models Table 5: Generated data results, averaged over 100 samples Experiments using σ 2 = 2 Estimates ols probit sprobit β1 = 3 0.2153 1.5370 2.9766 β2 = -1.5 -0.1291 -0.8172 -1.5028 β3 = -3 -0.0501 -1.5476 -2.9924 β4 = 2 0.1466 1.0321 2.0019 β5 = -1 -0.0611 -0.5233 -0.9842 β6 = 1 0.0329 0.5231 0.9890 ρ = 0.7 0.6585 2 σ =2 2.1074 Standard deviations ols probit sprobit σ β1 0.0286 0.2745 0.1619 σ β2 0.0434 0.3425 0.1463 σ β3 0.0346 0.4550 0.2153 σ β4 0.0256 0.2250 0.1359 σ β5 0.0176 0.1630 0.1001 σ β6 0.0109 0.1349 0.0819 σρ 0.1299 σσ 0.5224
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sregress 2.9952 -1.5052 -2.9976 2.0013 -1.0013 1.0006 0.6622 2.0990 sregress 0.0313 0.0393 0.0390 0.0252 0.0293 0.0244 0.1278 0.3971



we treat the counties as individuals and the states as regions where the spatial interaction effects occur. As explanatory variables we used: the proportion of county population with high school degrees, college degrees, and graduate or professional degrees, the percent of the county population that was non-white, the median county income (divided by 10,000) and the percentage of the population living in urban areas. These were the same variables used in the generated data experiments, and we applied the same studentize transformation here as well. Of course, our application is illustrative rather than substantive. Diffuse or conjugate priors were employed for all of the parameters β, σ 2 and ρ in the Bayesian spatial probit models. A hyperparameter value of r = 4 was used for the heteroscedastic spatial probit model, and a value of r = 40 was employed for the homoscedastic prior. The heteroscedastic value of r = 4 implies a prior mean for r equal to r/(r − 2) = 2 p and a prior standard deviation equal to (2/r) = 0.707. A two standard deviation interval around this prior mean would range from 0.58 to 3.41, suggesting that posterior estimates for individual states larger than 3.4 would indicate evidence in the sample data against homoscedasticity. The posterior mean for the vi estimates was greater than this upper level in 13 of the 48 states, with a mean over all states equal to 2.86 and a standard deviation equal to 2.36. The frequency distribution of the 48 vi estimates suggests the mean is not representative for this skewed distribution. We conclude there is evidence in favor of mild heteroscedasticity.
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Table 6: 1996 Presidential Election results Homoscedastic Spatial Probit with individual spatial effects Variable Coefficient Std. deviation P-level† high school 0.0976 0.0419 0.0094 college -0.0393 0.0609 0.2604 grad/professional 0.1023 0.0551 0.0292 non-white 0.2659 0.0375 0.0000 median income -0.0832 0.0420 0.0242 urban population -0.0261 0.0326 0.2142 ρ 0.5820 0.0670 0.0000 2 σ 0.6396 0.1765 Heteroscedastic Spatial Probit with individual spatial effects Variable Coefficient Std. deviation P-level† high school 0.0898 0.0446 0.0208 college -0.1354 0.0738 0.0330 grad/professional 0.1787 0.0669 0.0010 non-white 0.3366 0.0511 0.0000 median income -0.1684 0.0513 0.0002 urban population -0.0101 0.0362 0.3974 ρ 0.6176 0.0804 0.0000 2 σ 0.9742 0.3121 † see Gelman, Carlin, Stern and Rubin (1995) regarding p-levels



References Albert, James H. and Siddhartha Chib (1993), “Bayesian Analysis of Binary and Polychotomous Response Data”, Journal of the American Statistical Association, Volume 88, number 422, pp. 669-679. Amemiya, T. (1985) Advanced Econometrics, Cambridge MA, Harvard University Press. Besag, J. J.C. York, and A. Mollie (1991) “Bayesian Image Restoration, with Two Principle Applications in Spatial Statistics’, Annals of the Institute of Statistical Mathematics, Volume 43, pp. 1-59. Gelfand, Allan E. and Adrian F.M Smith (1990), “Sampling-based Approaches to Calculating Marginal Densities,” Journal of the American Statistical Association, Volume 85, pp. 398-409. Gelman, A., J.B. Carlin, H.A. Stern and D.R. Rubin (1995) Bayesian Data Analysis, Chapman & Hall, London. LeSage, James P. (1997) “Bayesian Estimation of Spatial Autoregressive Models”, International Regional Science Review, 1997 Volume 20, number 1&2, pp. 113-129. 59
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Appendix This appendix derives a sequence of univariate conditional posterior distributions for each element of θ that allows the MCMC sampling scheme proposed here to be applied in larger models. For models with less than m = 100 regions it is probably faster to simply compute the inverse of the mxm matrix A0 and use the multinormal distribution presented in (82). For larger models this can be computationally burdensome as it requires large amounts of memory. First, note that we can write: p(θ|?) ∝ π(z|β, θ, V ) · π(θ|ρ, σ 2 )   1 0 −1 ∝ exp − [∆θ − (z − Xβ)] V [∆θ − (z − Xβ)] · 2   1 0 0 exp − θ Bρ Bρ θ 2σ   1 = exp − [θ0 ∆0 V −1 ∆θ − 2(z − Xβ)0 V −1 ∆θ + θ0 (σ −2 Bρ0 Bρ )θ] 2   1 = exp − [θ0 (σ −2 Bρ0 Bρ + ∆0 V −1 ∆)θ − 2(z − Xβ)0 V −1 ∆θ] 2



(85)



The univariate conditional distributions are based on the observation that the joint density in (85) involves no inversion of A0 , and hence is easily computable. Since the univariate conditional posteriors of each component, θi of θ must be proportional to this density, it follows that each is univariate normal with a mean and variance that are readily computable. To formalize these observations, observe first that if for each realized value of θ and each i = 1, . . . , m we let θ−i = (θ1 , . . . , θi−1 , θi+1 , . . . , θm ), then: p(θ, β, ρ, σ 2 , V, z, y) ∝ p(θ, β, ρ, σ 2 , V, z|y) p(θ−i , β, ρ, σ 2 , V, z|y) ∝ π(z|β, θ, V ) · π(θ|ρ, σ 2 ) 1 ∝ exp{− [θ0 (σ −2 Bρ0 Bρ + ∆0 V −1 ∆)θ 2 − 2(z − Xβ)0 V −1 ∆θ]}



p(θi |?) =



(86)



This expression can be reduced to terms involving only θi as follows. If we let φ = (φi : i = 1, . . . , m)0 = [(z − Xβ)0 V −1 ∆]0 , then the bracketed expression in (86) can be written as, θ0 (σ −2 Bρ0 Bρ + ∆0 V −1 )∆θ − 2(z − Xβ)0 V −1 ∆θ 1 0 = θ (I − ρW 0 )(I − ρW )θ + θ0 ∆0 V −1 ∆θ − 2φ0 θ σ2 1 0 [θ θ − 2ρθ0 W θ + ρ2 θ0 W 0 W θ] + θ0 ∆0 V −1 ∆θ − 2φ0 θ = σ2 61



(87)



0 ), it follows that But by permuting indices so that θ0 = (θi , θ−1



θ0 W θ = θ0







w.i W−i



θi θ−i







!



= θ0 (θi w.i + W−i θ−i ) = θi (θ0 w.i ) + θ0 W−i θ−i



(88)



where w.i is the ith column of W and W−i is the mx(m − 1) matrix of all other columns of W . But since wii = 0 by construction, it then follows that



θ0 W θ



   X = θ0  θj wji  + θi



0 θ−i







j6=i



= θi



X



P



j6=i θj wij C



!



θj (wji + wij ) + C



(89)



j6=i



where C denotes a constant not involving parameters of interest. Similarly, we see from (88) that θ0 W 0 W θ = (θi w.i + W−i θ−i )0 (θi w.i + W−i θ−i ) = θi2 w.i0 w.i + 2θi (w.i0 W−i θ−i ) + C



(90)



Hence, by observing that θ0 θ = θi2 + C 0



0



θ∆V 0



−1



−2φ V



∆θ =



−1



ni θi2 /vi



(91) +C



(92)



θ = −2φi θi + C



(93)



where the definition of φ = (φi : i = 1, . . . , m)0 implies that each φi has the form 10i (zi − Xi β) , i = 1, . . . , m (94) vi Finally, by substituting these results into (87), we may rewrite the conditional posterior density of θi as φi =



X 1 p(θi |?) ∝ exp{− [(−2ρθi θj (wji + wij )θi 2 j6=i



+ ρ2 θi2 w.i0 w.i + 2ρ2 θi (w.i0 W−i θ−i )) 1 = exp{− (ai θi2 − 2bi θi )} 2 1 ∝ exp{− (ai θi2 − 2bi θi + b2i /ai )} 2   bi 2 1 = exp{− θi − } 2(1/ai ) ai 62



1 + ni θi2 /vi − 2φi θi ]} σ2



(95)



and ai and bi are given respectively by 1 ρ2 0 ni + w.i w.i + 2 2 σ σ vi ρ2 ρ X θj (wji + wij )θj − 2 w.i0 W−i θ−i = φi + 2 σ j6=i σ



ai =



(96)



bi



(97)



Thus the density in (95) is seen to be proportional to a univariate normal density with mean, bi /ai , and variance, 1/ai , so that for each i = 1, . . . .m the conditional posterior distribution of θi given θ−i must be of the form θi |(θ−i , β, ρ, σ 2 , V, z, y) ∼ N (
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bi 1 , ) ai ai



(98)
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