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Abstract During the summer of 2006 the International Aerial Robotics Competition is hosted in Georgia, USA. In this competition the objective is to accomplish a number of challenges autonomously by use of unmanned aerial vehicles. The aim of this thesis is to enable autonomous flight for a miniature helicopter, with the intention of entering the competition. The platform of the thesis is formed by a Bergen Industrial Twin model helicopter equipped with sensory equipment and on board computer. A nonlinear generic model of this helicopter is developed using the 1st-principles method and implemented in the C programming language. Methods for estimating the parameters of this model are developed and an optimal controller is designed on basis of the parametrized model, linearized in a hover equilibrium. A sensor fusion algorithm combining the various on board sensor information into one measurement vector is developed. This measurement vector is utilized by a linear Kalman Filter, which estimates the states of the model. An interface is defined between the nonlinear model and M ATLAB/S IMULINK, under which the controller is developed and simulations are performed. Within the simulation environment, the helicopter is able to track constant references on the translatory velocities of up to 1.5 m/s and wind disturbances of up to 2.0 m/s. The task of achieving autonomous flight is comprehensive, and the helicopter is at the time of writing not capable of performing autonomous flight. The challenge of completing all the required sub-tasks involved, requires additional work. However, the work conducted in this thesis forms a solid basis for future work in achieving autonomous flight.
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Preface This Master Thesis is made by group 1034a at the Department of Control Engineering, Aalborg University, in the period between September 1st 2005 and June 1th 2006. The report consists of five parts: ”Helicopter Overview”, ”Helicopter Modeling”, ”Estimation and Control”, ”Conclusion and Future Work”, and ”Appendices”. Each part start with a short introduction, as does each chapter within the part. Some of the documentation is not essential for understanding the given subject, and this is subsequently placed in the appendices. Some of the work has been done in corporation with group 1034b and Ph.D. student Morten Bisgaard. This mainly concerns hardware implementation and model-structure considerations. We would like to thank Hans la Cour-Harbo for his piloting of the helicopter during test flights. On the accompanying CD, which can be found in the back of the report, relevant files are available. The CD contains the three folders: /maple contains maple scripts used in deriving the model. /model_937a contains the implementation of the model, controller, observer, etc. /source contains the source-code used on the on board computer.



Reading Instructions Some rules and guidelines are outlined, for notation and figures, to ease the understanding, when reading the report. In the figures, vectors are illustrated in different colors, depending on the physical meaning of the vector. In Table 1 the colors of the vectors and the associated meaning is listed. Physical Meaning



Vector Color



Force or torque Velocity or acceleration Component of a vector Axis of a coordinate system



Red Cyan Blue Green



Table 1: Vector colors and the associated meaning.



In the nomenclature the most important variables and constants are presented. It is divided into parts because of the large numbers of variables and constants V



PREFACE used in the project. The nomenclature is divided into the following parts; Latin variables, Greek variables, Constants, and Abbreviations. A number of variables and constants are used, and scripts and super scripts are applied in connection with these. A variable X f



Xg



(1)



can be a Latin as well as a Greek letter, both upper-case and lower-case. In front of  the variable a lower-case Latin superscript f · might be added, which indicates the frame in which the variable is stated. The following subscript (·g ) is a general subscript related to the variable X When describing transformation between different frames, calligraphic letters are used. The expression Cau : u → a



(2)



means that the matrix C maps a given vector stated in frame u to frame a. Vectors and matrices are written in bold letters, the letters being either Latin or Greek. Throughout the report a number of variables are used. A dependent variable may depend on an independent variable. For example, β depends on Ψ, which can be expressed as β(Ψ) = . . . .



(3)



The independent variable in parenthesis is omitted in the equation when stating the dependent variable. That is, the dependent variable β depending on Ψ is expressed β = ....



(4)



Figures, tables are numbered consecutively starting over from each chapter, for example the 3rd figure in the 6th chapter would be Figure 6.3. When referring to an equation, the number is simply in parenthesis, so if there are referred to the 5th equation in the 4th chapter it would simply say: “as seen in (4.5)”. References to literature will throughout the report be written in square brackets containing the author’s surname and the year of the publishing. This refer to the bibliography, where further information about the source can be found. The reference to a source might also contain a page number if necessary, e.g. [Prouty 1985, p. 245].
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Introduction



1 In the past two years, the Department of Control Engineering at Aalborg University (AAU) have aimed at bringing a model helicopter to autonomous flight. Commercial helicopter products capable of autonomous flight are currently available, but they are rather expensive. The idea in the AAU project is to bring a standard radio-controlled model helicopter to autonomous flight, thereby reducing these expenses. The first attempt at completing this objective utilized a small-scale helicopter with a weight including sensory equipment of 6.8 kg. However, this helicopter platform was abandoned because it did not posses the necessary payload capacity for the sensory equipment required for autonomous flight. Since then, the department has acquired a larger and more powerful helicopter, capable of carrying far more payload and thus the required sensory equipment. The work in this thesis is based upon this helicopter platform. In the summer of 2006, the International Aerial Robotics Competition (IARC)1 , is hosted at Fort Benning, Georgia. It is a competition for unmanned aerial vehicles, which are supposed to accomplish a number of challenges autonomously. The IARC provides a strong incentive for the successful completion of the helicopter projects at AAU by contributing with a practical application for the ideas regarding autonomous helicopter flight. Based on an immediate assessment of the challenges in the IARC, the main tasks required for successful participation in the competition are identified and illustrated in Figure 1.1. As shown in the figure, many different tasks are involved in the process of developing an autonomous helicopter capable of competing in the IARC. Thus, to be able to make a reasonable attempt at fulfilling the overall goal, the tasks in Figure 1.1 are distributed on two graduate student projects. This project is one of them. The scope of this thesis is the low level, which are the areas that mainly concern stabilization. This is illustrated by the blue boxes in Figure 1.1. These tasks can be considered as prerequisites for the high level of helicopter flight, navigation, and control, which is represented by the white boxes and treated by the second student project [Holmgaard et al. 2006]. The blue boxes comprise the tasks necessary for basic, autonomous flight capabilities. Stability of the helicopter is a necessity for any flight task to be completed. Furthermore, the helicopter should be able to perform controlled flightmaneuvers in a defined flight-envelope, while maintaining this stability. These 1 Information is available at http://avdil.gtri.gatech.edu/AUVS/IARCLaunchPoint. html
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Figure 1.1: The main tasks required to be completed for a helicopter to accomplish the IARC competition challenges. The tasks in blue are the ones to be treated in this thesis.



two inter-related tasks summarize the box denoted “Stabilization & Control” in Figure 1.1. Completing this task involves however, also considerable amounts of work in helicopter instrumentation and software development for the computer on board the helicopter. This is represented by the two boxes “Instrumentation” and “Software Development”. To clearly define the goal of this thesis, the above tasks are divided into several project objectives, which are described in the following section.



1.1



Prerequisites and Objectives



At the beginning of this project period the helicopter was equipped with some sensory equipment. However, the interfacing between the sensory equipment and the onboard computer was not implemented. Also, no hardware enabling in-flight communication with the ground was implemented. Development of a mathematical model of the helicopter dynamics had been initiated, but no well laid-out documentation was available. Following an assessment of the required tasks in Figure 1.1 and the status of the work previously performed on the helicopter system, the following objectives of this project are defined: Objective A: Control An optimal control strategy based on the design of a Linear Quadratic Regulator is chosen for fulfillment of the flight control task. The controller is to be able to stabilize the helicopter in a hover2 . Furthermore, the same controller should be able to provide low-speed flight control of the helicopter. 2 Hover is defined here as a flight condition where the translatory velocities of the helicopter all equal zero.
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1.2. COURSE OF EVENTS Objective B: Model Because the development and implementation of a mathematical model of the helicopter dynamics had already been initiated by Ph. D. student Morten Bisgaard, it is decided to use this model as a basis for the modelbased control. This requires an in-depth review and extension of the mathematical model. The model will be treated using a first-principles modeling method. This method relies on using physical laws to obtain nonlinear differential equations describing the dynamics of the model. Besides acting as a basis for the model-based control, the nonlinear model will also act as an accurate simulation model for the helicopter system. Objective C: Parametrization The developed mathematical model is a generic model able to describe several different helicopter designs. Thus, to adapt the model for the specific helicopter used in this project, the model has to be parametrized correctly. That is, it is necessary to find correct values for e.g. the length of the rotor blades, aerodynamic drag coefficients and so on. This objective requires the use of a parameter estimation method. Objective D: Linearization To be able to design the optimal controller for the model, the nonlinear model has to be linearized. This linearization needs to be performed in a hover equilibrium, but the linearization algorithm should be generic to allow for future extensions of the flight envelope. Objective E: Estimation On board the helicopter are sensors that provide redundant information. E.g. two different sensors can provide information of the position of the helicopter. Thus, intelligent means of fusing the sensor measurements has to be developed. Furthermore, if not all of the variables (states) in the dynamical model are available through fused sensor information it is necessary to design a state estimator to be able to provide optimal control. Objective F: Implementation The developed controller, state estimator and sensor fusion algorithms have to be implemented on a computer on board the helicopter. This requires some dedicated software development. Furthermore, sensory instrumentation needs to be added to the helicopter. These objectives are all treated in this thesis. An overview of their distribution into the parts of the thesis is described in Section 1.3.



1.2



Course of Events



Besides gain of knowledge, the aim of the student helicopter projects at AAU has been, and still is at the time of writing, to participate in the IARC. 3
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Despite this overall goal, a number of important events and the workload required within a limited time frame have rendered this project incapable of providing autonomous flight-capabilities for the model helicopter. However, significant progress has been made regarding the completion of the objectives necessary for providing these capabilities. It is the hope of the authors of this thesis that the combined effort of future student projects may contribute to the work here and eventually succeed in the matter. Further elaboration on suggested future work can be found in Chapter 17. To give an overview of the course of events in this project, Figure 1.2 presents
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Figure 1.2: Time line of the project.



a time line including the most important events. This course of events is not solely related to this project and should not be viewed as such. The events relate to the development of the helicopter platform as a whole, which is an important fact since it serves as a platform for the two graduate-student projects as well as a Ph. D.-student project. The overview in Figure 1.2 is intended to provide the reader with an informal insight into the progress of the project and thereby a part of the basis on which important project decisions were made. These decisions are also reflected in the structure of this thesis. The insight should ease the reader’s understanding of the decisions and their impact on the project objectives and ultimately on the project outcome. The following gives a more detailed description of the important events in this project. Onboard Computer Issue Identified The power supply of the onboard PC-104 was found to be emitting electro magnetic noise in the frequency domain of the radio control transmitter/receiver system, seriously deteriorating the range of this system. Onboard Computer Replaced The PC-104 was replaced by a laptop computer, as the onboard computer. Helicopter Approved The helicopter was approved for flight on certified air fields. The requirement for approval applies for all model aircrafts with a weight between 7 kg 4



1.3. OUTLINE OF THESIS and 25 kg, if the model and pilot are to be covered by insurance3 . Helicopter Crash During a piloted test flight, performed to collect flight data for parameter identification, an aggressive manoeuver caused one of the main rotor blades to strike the GPS antenna mounted on tail boom. This caused the helicopter to crash, severely damaging the helicopter and some of the on board sensory equipment. Inertial Measurement-Unit (IMU) Issue Identified During the first test flights the output from the accelerometer was erroneous. For this reason the accelerometer was believed to be measuring the acceleration incorrectly. The engine vibrations were suspected to be the source of this error. This was confirmed during a vibration test performed on the IMU. IMU Replaced The original IMU was able to measure accelerations of ±2 g, which was inadequate due to the magnitude of the accelerations caused by engine vibrations. The original IMU was hence replace by an IMU capable of measuring accelerations of ±10 g.



1.3



Outline of Thesis



This thesis is divided into five parts, each concerning one or more of the objectives in Section 1.1 or the prerequisites for these. Part I: Helicopter Overview This part deals with the general introduction to helicopter theory in Chapter 2. It is intended to provide the reader with basic knowledge of the operation principles of modern helicopters. This continues in Chapter 3 with an overview of the specific helicopter used in this project, relating to both the on board instrumentation as well as the software executed on the on board computer. The part concludes with an introduction to the mathematical model of the helicopter dynamics in Chapter 4. This involves, among other things, an introduction to the frames and notation applied in the model. To summarize, the part should provide the reader with the overview necessary to understand how helicopters work, how the construction of AAU helicopter is structured and how the mathematical model is build up. Part II: Helicopter Modeling This part concerns the derivation of the nonlinear equations describing the 3 The



insurance is related to the Danish radio control association by the name “RC-Unionen”
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CHAPTER 1. INTRODUCTION dynamics of the helicopter. The model is divided into five blocks each containing an significant part of the model dynamics. These blocks are described in separate chapters (5- 9), which are organized in the order of how a helicopter control signal affects the internal dynamics all the way to the resulting movement of the helicopter. The entire set of model equations are implemented in software, which is to be executed on the computer on board the helicopter. The verification of this implementation is treated in Chapter 10. The final stage in completing the mathematical model is the parametrization of the equations. That is, determining their coefficients such that the model describes the AAU helicopter satisfactorily. This parametrization method is described in Chapter 11. Part II concludes by describing the methods used for finding the hover equilibrium point of the nonlinear model and the linearization of the model in this point. Part III: Estimation and Control To make control of the helicopter feasible, some of the variables in the mathematical model are to be measured by sensory equipment on board the helicopter. Some sensors provide redundant information however, and others cannot measure the variables directly. Thus, an intelligent form of sensor fusion is required, which is described in Chapter 13. The design and simulation of the optimal controller based on the linearized model is treated in Chapter 14. This is followed by a description of the design and simulation of the state estimator in Chapter 15. Part IV: Conclusion and Future Work This part concludes on the results of the previous parts of the thesis in Chapter 16. These conclusions lead to a number of suggestions for future work to be performed on the helicopter project. These perspectives are described in Chapter 17. Part V: Appendices This, the final part of the thesis, contains the appendices. Appendix A describes the investigations relating to a vibration issue with one of the on board sensors. Appendices B-D concern detailed information relating to the mathematical model. Appendix E states the system matrices of the linearized model along with a diagram of the of the simulation system. The part concludes by describing some numerical issues relating to the simulation of the controlled nonlinear model in Appendix F.
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Part I



Helicopter Overview The purpose of the three chapters in this part is to provide an overview of the general operational principles of a helicopter as well as providing a more detailed description the Bergen Twin helicopter platform used in this project. Furthermore, the final chapter introduces the most important notation concepts for the upcoming mathematical modeling of the helicopter system in the succeeding part. It finishes by providing an overview of the main parts of the mathematical model of the helicopter.
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Introductory Helicopter-Theory



2 In this chapter a short introduction to general helicopter-theory will be presented. The inputs used to control the helicopter are explained, and the mechanical linkage from the control input to the blades are described.



2.1



General Helicopter Theory



Up through the 20th century various helicopter principles have been developed with varying success. In the early helicopter designs, the main rotor was used only as a lifting device. Roll and pitch movements were performed by ailerons on stub wings and a conventional elevator. This was very ineffective, so another method based on changing the pitch of the blades as a function of the position of the blade, was developed. Today the most widespread configuration is with one main rotor and one tail rotor, as illustrated in Figure 2.1. The main rotor provides lift and controls



Tail rotor



Main rotor



Pitch Roll



Yaw Figure 2.1: Illustration of roll, pitch and yaw movement of a tworotor helicopter.
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CHAPTER 2. INTRODUCTORY HELICOPTER-THEORY the pitch- and roll movement of the helicopter. The tail rotor counteracts for the torque generated by the main rotor and furthermore controls the yaw of the helicopter. The helicopter movements are governed by the variable pitch angles of the rotor blades. The blades are connected to the pilot controls for a real-size piloted helicopter, and to electromechanical servos for a model helicopter.



2.1.1



Input Linkage



Four inputs are used to control the helicopter, three for the main rotor and one for the tail rotor. The inputs for the main rotor are connected through the swash plate as illustrated in Figure 2.2. As can be seen, the blade pitch angle θb is controlled
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Figure 2.2: Illustration of the mechanical linkage from the swash plate to the blades. The pitch horn is connected to the swash plate, which thereby controls the pitch of the blade [Padfield 1995].



by the pitch horn, which is connected to the swash plate. The inputs for the main rotor fall into two categories: • Collective input elevates the entire swash plate, and applies thereby the same pitch-angle alteration on both blades independently of the blade position. • Cyclic input tilts the swash plate, which applies pitch-angle alteration as a function of the blade position. The result of this, is a pitch-angle alteration with different signs on the two blades. That is, the collective input can be considered as controlling the magnitude of the lift generated by the main rotor, while the cyclic inputs governs the direction of the lift. The input for the tail rotor is a collective input, which governs the thrust of the tail rotor, and thereby governs the yaw movement of the helicopter. Some helicopters are equipped with a so called stabilizer bar, which affects the input through a Bell-Hiller system. With this system, the blade pitch-angle is controlled partly by the swash plate and partly by the stabilizer bar which is illustrated in Figure 2.3. The stabilizer bar is mainly used on smaller helicopters 10
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Stabilizer bar



Main-rotor blade



Figure 2.3: Illustration of the stabilizer bar.



in order to slow down the their movement dynamics during control input alterations. The Bell-hiller system works by splitting up the effect of the swash-plate tilt movements and leading a fraction of this effect through the stabilizer bar. This bar is connected to the main-rotor blades, and thereby contributes to the pitch of the blades. The remaining fraction is fed directly from the swash plate to the blades through the pitch horn. The result of cyclic input applied on the main rotor is blade flapping which is described in the following section.



2.1.2



Flapping



When the blade is pitched, it generates an increased lift which makes the blade bend. This phenomenon is called flapping and it plays a significant role in how the helicopter is controlled. An example of how the blade flaps is shown in Figure 2.4. The tip of the blades span a plane, which is called the tip path plane HP



Blade TPP Figure 2.4: The blade tips span a plane, which is called the tip path plane (TPP). The hub plane (HP) is equal to the TPP, when flapping is not present.



(TPP). The hub plane (HP) is defined to be perpendicular to the rotor axis, and is thus equal to the TPP, when there is no flapping. The TPP can be used to define the thrust vector generated by the main rotor. The thrust vector can be approximated to be acting in the center of the main rotor while being perpendicular to the TPP. In order to describe how the input applied by the pilot propagates through the system, a case study is presented. 11
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2.1.3



Case Study: Pitch Movement



The case study is described with basis in Figure 2.5, where the pilot stick is moved
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(a) Topview of the swash plate and linkage to the blades . Thrust
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(b) Sideview of the swash plate and connections to . Figure 2.5: Illustration of mechanical linkage from cyclic/collective stick to swash plate [Prouty 1986, p. 154].



forward. This is denoted as a longitudinal input, whereas sideways stick movement is denoted as lateral input. As can be seen from the figure, a longitudinal input tilts the swash plate forward. Due to the pitch horn being connected 90◦ ahead of the blade, as illustrated in Figure 2.5(a), maximum negative pitch is applied on the blade at the left side of the helicopter, and maximum positive pitch on the blade at the right side. Due to the dynamics of the rotor system, maximum flapping occurs approximately 90◦ later, which means that the TPP is approximately parallel to the swash plate. Hence for a longitudinal input, the helicopter performs a pitch movement. The lateral input applies in the same manner, except that the tilting is performed lateral and thereby results in a roll movement.
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System Description



3 This chapter describes the helicopter platform used in this project. It is based upon a Bergen Industrial Twin helicopter, which is first described with its original avionic instrumentation. This is followed by a description of the platform modifications performed to make the helicopter suitable for autonomous flight. Finally some of the implementation issues are described.



3.1



Hardware



The Bergen Industrial Twin helicopter was bought as a stock RC-helicopter. The helicopter is the platform of several projects at Aalborg University involving autonomous flight. The stock helicopter has been modified to meet the requirements of a versatile platform for these projects. The requirement for the platform to be versatile and cover the needs of several projects means that the modified helicopter is equipped with more hardware, than is actually required in this particular project.



3.1.1



The Stock Helicopter



The Bergen Industrial Twin is a helicopter used for various applications. Modified versions of this type has previously been used with success for autonomous flight at, among others, University of California and Virginia Polytechnic Institute. The main specifications of the stock helicopter are listed in Table 3.1 and Length Height Weight Main Rotor Span Tail Rotor Span Engine Payload Capacity



1.50 m 0.56 m 8.2 kg 0.81 m 0.13 m Twin Cylinder Bergen/Zenoah 52cc 8 HP 11 kg



Table 3.1: Specifications of the stock Bergen Industrial Twin helicopter.



a photo is depicted in Figure 3.1. The large payload capacity of this type of helicopter makes it well suited for modifying for carrying the extra sensory and computer equipment required for autonomous flight. 13
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Figure 3.1: The stock Bergen Industrial Twin helicopter.



The avionic instrumentation of a standard RC-helicopter is shown in Figure 3.2. The Radio Control is used to control the helicopter through the Radio PWM
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Figure 3.2: Avionic instrumentation of a standard RC-helicopter.



Receiver. The receiver generates the input signals to the Actuators and Internal Controllers, which thereby control the helicopter. Two internal controller-loops are present; namely the governor, and the yaw-rate controller. These controllers are introduced to reduce the number of inputs for the pilot as well as simplifying the control of the helicopter. The internal controllers can be described as The governor - used to maintain a constant rate of rotation of the main rotor blades. The engine speed is measured by a tachometer and the throttle is 14



3.1. HARDWARE adjusted accordingly to control the engine speed and thereby the rate of rotation of the main rotor. The yaw-rate controller - used to compensate for the torque generated by drag on the main rotor and to control the yaw rate of the helicopter. The torquecompensating task is managed by a controller, which uses sensor information from a gyro. This means that the pilot controls the yaw rate of the helicopter rather than the pitch of the tail rotor.



3.1.2



The Modified Helicopter



As the Bergen Industrial Twin helicopter is not originally designed for autonomous flight, some modifications have been made. These have been done in cooperation with supervisor Anders la Cour-Harboe and other students working on the helicopter platform. To render the helicopter able to fly autonomously, an on-board computer (OBC), sensors, batteries etc. have been added. These modifications are described in the following. The modifications are made to render the helicopter able to fly autonomously, but the ability to fly in ordinary RC-mode must be retained for, among others, safety purposes. An overview of the avionic instrumentation of the modified helicopter is shown in Figure 3.3 and a photo of the modified Bergen Industrial Twin
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Figure 3.3: Overview of the avionic instrumentation of the modified helicopter. The blue boxes represent the original instrumentation and the orange boxes the added avionic instrumentation.



is found in Figure 3.4. A ground station is used to display flight data, transmitted through a WLAN connection while the helicopter is airborne. The incorporated hardware from Figure 3.3 is described in the following. 15
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Figure 3.4: The modified stock Bergen Industrial Twin helicopter.



Sensors First of all, the helicopter has been equipped with an amount of sensors. The numbers and weight of the sensors are limited by the payload capacity of the helicopter. Therefore, the choice of sensor-types and sensor-numbers is a tradeoff between precision, weight and cost. The added sensors are GPS - measures the global position of the helicopter. Magnetometer - measures the direction of the earth’s magnetic field. It is used to determine the attitude of the helicopter, although it can not be done without additional sensor information. IMU - measures the sum of the acceleration of gravity and the acceleration of the helicopter as well as the angular velocity of the helicopter. Camera - is used by the ”higher level control”, which is not considered in this project, but in another project concerning the preparation of the helicopter for the IARC competetion [Holmgaard et al. 2006]. Serial Hub The GPS, magnetometer and IMU all have RS232 interfaces. They are connected to the OBC through the serial hub. It consist of eight serial ports and is connected to the OBC through an USB connection. Onboard Computer It was the original intention to use an industrial PC-104 as on-board computer, because of its flexibility and light weight. However, due to electromagnetic noiseproblems, described in Section 3.3, the PC-104 was replaced by a standard laptop 16



3.2. SOFTWARE PC. This is a standard Dell Lattitude D400, with a Pentium M 1.8 GHz processor, 512 Mb RAM, two USB 2.0 ports, 802.11b/g wireless LAN, and a weight of 1.69 kg. Avionics Interface The avionics interface defines the interface between the OBC and the stock-helicopter avionics. From the remote control it is possible to choose whether the avionics interface should use the radio receiver or the OBC as reference to the actuators. In this way it is possible to switch between autonomous and regular flight from the remote control. Furthermore, the avionics interface makes it possible to log the signals received through the radio receiver when operating in ordinary radio control mode. The avionics interface connects to the OBC through the serial hub.



3.2



Software



The choice of software platform has been separated into two categories; choice of operating system and choice of environment under which to implement the various control-realted tasks. Linux was chosen as operating system on the OBC as this is non-commercial, provides relatively easy to access hardware and familiar to several of the project participants. In the choice of environment under which to implement the controlconcerning tasks, the following options were considered • Implementation inside a ”higher level” math environment, e.g. M ATLAB. • Implementation in a ”lower level” programming language, e.g. C. One option of implementation inside a math environment is the ”Linux Soft RealTime Target” [Bhanderi 2004]. This enables implementation within M ATLAB to be executed in soft real-time. An advantage of this solution is the versatility M ATLAB provides during development. However, as it is executed as a Linux user-space application, requirements for real-time execution and non-preemption can not be guaranteed. Ultimately, these requirements are of crucial importance, for which reason an implementation in ANSI C have been chosen. In order to fulfill the real-time- and non-preemption requirements, the Linux kernel is patched with a Real-Time Application Interface (RTAI) [Mantegazza 2006]. It can be considered as a real-time extension to a standard Linux kernel, which provides thread-prioritization and thread-scheduling within kernel-space. Illustrated in Figure 3.5 is the part of the software structure relating to the control-concerning tasks. A description of the full software structure can be found in [Holmgaard et al. 2006]. The Sensor Server writes sensor data to the Shared Memory, upon which the Control calculates the control law. The Ground Station Server 17
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Figure 3.5: High-level overview of the part of the software structure surrounding the control-concerning tasks.



transmits status information to the ground station through the WLAN connection. The Flight Data Logger logs all relevant flight data, while the Navigator is responsible for the high level navigation. Within the Control task, all the controlconcerning algorithms developed within this project are implemented.



3.3



Implementation Issues



During the development of the helicopter platform, an amount of problems were encountered. The most severe of these are described in this section.



3.3.1



Electromagnetic Interference from PC-104



It was the intention to use an industrial PC-104 as the on-board computer, due to its low weight and flexibility. The implementation of this worked seemingly very well, but a range test of the remote control and radio receiver revealed noise issues. When the OBC was switched on, it became clear that it was generating electromagnetic noise in the frequency domain used by the radio control. After several tests, the switch-mode power-supply was identified as the source. Different measures of reducing the noise from the power supply did not result in a satisfactory dampening of the noise. Tests were performed with a laptop computer near the radio receiver, which did not indicate any noise issues. Hence it was decided to use a laptop computer instead. 18
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3.3.2



Saturation of Internal Measurement Unit



The internal measurement unit measures the sum of the translatory accelerations and the acceleration of gravity, together with the angular velocities of the helicopter. The range of ±2g of the accelerometer proved to be inadequate to produce a usable measurement. Test of the accelerometer on the ground with the engine idling did not reveal the problem. The insufficient range became apparent when the helicopter was flown for the first time. The decisive difference from the ground tests was that the engine was running at the speed required for flight, which introduced vibrations with an amplitude sufficient to saturate the accelerometer. Due to the design of the accelerometer, the saturation could not be observed directly. The accelerometer consists of a mechanical sensor and a fifth-order analog low-pass filter, as illustrated in Figure 3.6. Accelerometer



Mechanical Sensor



LP Filter



Figure 3.6: Function diagram of the accelerometer, illustrating the mechanical sensor and the analog low-pass filter.



A consequence of this design is that the mechanical part of the filter can be saturated without being observable on the output. This is due to the low-pass filter, which attenuates the saturated signal from the mechanical sensor, if the saturation is caused by vibrations with a frequency that is above the bandwidth of the low-pass filter. The above conclusion is based on ground tests, where the IMU was mounted on a shaker1 in order to isolate and re-establish the problem. A description of these tests can be found in Appendix A, where two options have been considered as solutions: • Mechanically dampen the vibrations from the engine. • Replace the accelerometer with a version that has a larger measurementrange. Due to lack of knowledge about the exact frequency of the engine vibrations, the first solution was rejected. Other autonomous helicopter projects, as for instance [Johnson et al. 2004], utilizes accelerometers with a range of ±20g, for which reason the second solution was chosen. 1A



table able to generate vibrations of different frequencies and magnitudes
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Modeling Introduction



4 To be able to mathematically describe the dynamics of a helicopter, a notation must be defined along with a number of reference frames. In this chapter frames and notation are defined and an overview of the model is presented.



4.1



Frames and Notation



The helicopter is considered to be a rigid body with three rotors attached to it. It is free to move in three translatory directions and to rotate about all three axes, hence having 6 degrees of freedom (DOF). Four different helicopter referenceframes are defined throughout the helicopter modeling. All of these are righthanded coordinate systems, and will be described in the following.



4.1.1



Frames



In order to make use of the Newtonian mechanics, an inertial-fixed reference frame is needed [Bak 2002, p. 8]. It is assumed that the earth is flat and stationary in inertial space, hence an earth-fixed frame (EF) is used as a reference frame. The origin of this is chosen arbitrarily, with the x-axis pointing north, the z-axis pointing vertically downwards and the y-axis perpendicular to both. With the use of Cartesian frames in combination with translatory movement on a sphere (the Earth), the assumption of a flat earth is valid only in a limited neighbourhood of the EF. This approximation is assumed to be valid as the helicopter is not intended to travel vast distances during a single flight. For deriving the equations of motion, it is convenient to define a body-fixed frame (BF), following the attitude and position of the helicopter. The origin of the BF is placed in the helicopter center of mass (CM), which simplifies the modeling [Wie 1998, p. 332]. The BF is defined relative to the rotor shaft, so the the z-axis is parallel to the rotor shaft. The x-axis and y-axis are defined to be perpendicular to the rotor shaft, with the x-axis point through the nose of the helicopter, and the y-axis pointing through the side of the helicopter, as seen in Figure 4.1. The y-axis is defined to point to the right (lateral direction) when seen from above, and the z-axis downwards and perpendicular to the other axes. The motion of the helicopter is governed by the forces and torques generated by the main rotor and tail rotor. In order to derive expressions for these forces and torques, two additional frames are defined, namely the hub frame (HF) and 21
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Figure 4.1: Illustration of the four right-handed coordinate systems.



the tail-rotor frame (TF). They are both oriented as the BF, but with origin in the center of the main-rotor hub and tail-rotor hub respectively. All translatory movements are defined positive along the axes, while the rotary movements are defined positive in the clockwise direction, seen along positive direction of the axes. In the following, a preceding superscript b, h, t, and e in front of a variable, indicates that it is stated in the BF, HF, TF or EF respectively. As illustrated in Figure 4.1 the azimuth angle Ψ is used to describe the position of the blades, defined as 0◦ towards the tail and increasing with the blade rotating clockwise, as seen from above. The variables x, y and z are used to denote the position of the origin of the BF with regard to the EF, and thereby the global position of the helicopter. The socalled Euler angles, φ, θ and ψ, define the angles between the BF and the EF, and thereby the attitude of the helicopter. These variables written with a dot above indicates the time-derivative of the variable. That is, the translatory velocity and angular velocity respectively. These velocities are used during the modeling described in different frames. The position of the two frames HF and TF relative to the BF, are described by the two distances κv and κh for the HF, and the two distances κv,tr and κh,tr for the TF. These constants describe the distances from the HF and TF to the BF, in b x and b z. In other words, the BF, HF and TF all have origins in the same xz-plane.



4.1.2



Main Rotor Definitions



In order to describe the dynamics of the main rotor, some definitions are made. The input definitions and the flapping definitions are illustrated in Figure 4.2. 22



4.1. FRAMES AND NOTATION Figure 4.2(a) shows the swash plate and TPP seen from behind. Illustrated is the
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(a) Lateral flapping definitions.
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(b) Longitudinal flapping definitions.



Figure 4.2: The definitions of the input A1 and B1 together with the flapping of the main rotor a1 and b1 and the flapping of the stabilizer bar a1,sb and b1,sb .



lateral swash plate angle −A1 , together with lateral flapping angle of the main rotor b1 and the lateral flapping angle of the stabilizer bar b1,sb . Figure 4.2(b) shows the longitudinal swash plate angle −B1 , the longitudinal flapping angle of the main rotor a1 and the longitudinal flapping angle of the stabilizer bar a1,sb . With basis in the definitions from Figure 4.2, blade pitch-angle θb can be described by θb = θ0 − A1 cos (Ψ) − B1 sin (Ψ) + θt



e+r − K1 β, R



(4.1)



where θ0 is the collective input, A1 and B1 are the swash-plate angles, Ψ is the position of the blade when rotating, θt is the blade twist, K1 is the cross-coupling factor between the flapping angle and the pitch angle. e, r are fractions of the total blade diameter R and will be described in Chapter 6. The blade twist and flapping/pitch cross-coupling are equal to zero for the Bergen Industrial Twin used in this project. By introduction of the Bell-Hiller system as described in Chapter 2, (4.1) expands to θb = θ0 + Kb (−A1 cos(Ψ) − B1 sin(Ψ)) + Kh (a1,sb sin(Ψ) + b1,sb cos(Ψ)) , (4.2) where the bell-factor Kb and the hiller-factor Kh , determine the gain from the swash plate to the main rotor and stabilizer bar respectively, and a1,sb and b1,sb is the longitudinal- and lateral flapping of the stabilizer bar respectively. Figure 4.3 illustrates how the cyclic input is propagated through the Bell-Hiller system, with the flapping angles as a result of the main-rotor dynamics. As can be seen, the lateral pitch angle A1,mr and the longitudinal pitch angle B1,mr is a combination of the input through the swash plate and the flapping angle of the stabilizer bar, 23
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Figure 4.3: A block diagram illustrating the Bell-Hiller system. The swash plate orientation is determined by the lateral input A1 and the longitudinal input B1 . The main-rotor blade-pitch is hence a mixture of the swash plate angle and the flapping of the stabilizer bar.



described by A1,mr = A1 Kb − b1,sb Kh



(4.3)



B1,mr = B1 Kb − a1,sb Kh .



(4.4)



According to [Prouty 1986], the flapping motion β is well approximated by a first harmonic Fourier series β = a0 − a1 cos (Ψ) + b1 sin (Ψ) ,



(4.5)



where a0 is denoted as the coning, a1 as the longitudinal flapping and b1 as the lateral flapping. It should be noted that the sign-convention in (4.5), depends on the layout of the swash plate and the rotary direction of the main rotor. As a summary, an overview of the correlation between the cyclic input, the effect at the main rotor and the movement of the helicopter is presented in Table 4.1. The effects are stated for only one input applied at a time, when the helicopter is initialized in hover.
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4.2. MODEL OVERVIEW Input A1 A1 B1 B1



>0 0 0 b˙ θ0 b



b1 < 0 b1 > 0 a1 < 0 a1 > 0



b



y˙ < 0 y˙ > 0 b x˙ > 0 b x˙ < 0 b



Table 4.1: Overview of the cyclic input to the helicopter, together with the effects at the main rotor, and the resulting angular and translatory movements. The results are stated for one input applied at a time for the helicopter initialized in a hover manoeuvre.



4.2



Model Overview



Before the modeling is described, some delimitations are performed regarding the internal controllers that are part of the stock helicopter. As mentioned in the previous chapter, the governor maintains a constant rate of rotation of the main rotor. Throughout the modeling, it is assumed that the bandwidth of this loop is infinite, and thereby that the rate of rotation is maintained constant. As also described in the previous chapter, the presence of the internal yaw-rate controller means that the input for the tail rotor is a yaw rate, and not a pitch angle. However the modeling is performed as if this controller is not present, and thereby that the tail rotor is controlled by pitch-angle alterations. This is equivalent to removing this control loop from the helicopter. The model is divided into five blocks as shown in Figure 4.4, which is intro-
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Figure 4.4: A block diagram illustrating the categorization of the model into five blocks with related inputs and outputs.



duced in the following. Actuator Dynamics - The actuators are five electromechanical servos, which are governed by PWM signals. The servos are model as rate limited second order systems. 25



CHAPTER 4. MODELING INTRODUCTION Flapping Dynamics - The flapping dynamics describe the flapping motion of the main rotor and stabilizer bar. The equations are derived using moment theory, which considers all torques acting on the blade. The result of the derivation is second order differential equations describing the flapping of the main rotor and the stabilizer bar.



Force and Torque Generation - The forces and torques affecting the helicopter are generated by the main rotor and tail rotor, gravity, and drag on the fuselage. The forces and torques from gravity and drag are straight forward to derive, whereas the forces and torques generated by the rotors are more complex to describe. The air flows through the rotors are influential factors in the description of the forces and torques generated by the rotors. In this description the airflow through the rotor is considered as being uniformly distributed over the rotor plane, and derived as a steady state solution.



Force and Torque Summation - The helicopter is considered a rigid body with six degrees of freedom. To describe the motion of the helicopter, the forces and torques acting on the helicopter are defined relative to the CM.



Rigid Body Dynamics and Kinematics - The forces and torques affecting the helicopter cause angular accelerations as well as translatory accelerations. These equations are derived through Newton’s second law and Euler’s rotational equations of motion. Euler angles are used to describe the attitude of the helicopter.



With basis in the modeling, the input vector u is defined as







 Scol  Slat   u= Slon  , Str



and the state vector x as 26



(4.6)
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(4.7)



with the sub-vectors described in Table 4.2. In the following part, the model-derivation is described in details. The derivation of the model is performed without considering the value of the parameters. These considerations are described after the model derivation.
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Vector Ξ Θ b ˙ Ξ b ˙ Θ a a˙ asb a˙sb Υ ˙ Υ



Description Position of the helicopter Attitude of the helicopter Translatory velocity of the helicopter stated in BF Angular velocity of the helicopter stated in BF Flapping angles of the main rotor Flapping velocities of the main rotor Flapping angles of the stabilizer bar Flapping velocities of the stabilizer bar Actuator positions Actuator velocities



Table 4.2: Description of the sub-vectors of the state vector.
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Part II



Helicopter Modeling This part encompasses the mathematical modeling of the helicopter system. Every major block of the model, such as e.g. the rotor dynamics or rigid body dynamics is described in its own chapter. These are followed by a description of the implementation and verification of the entire model as well an overview of the method used for parametrization of the model. The last chapter deals with the linearization of the model such that it can be used for control design, which is the main focus of the succeeding part.
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Actuator Dynamics



5 Five electromechanical servos, controlled by PWM-signals, are used to actuate the helicopter. The governor-engine loop is considered as being without dynamics, which reduces the actuator dynamics to be described by the four PWM-signal as input and four pitch angles as output. In this chapter the modeling of the servos is described.
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Figure 5.1: The input to the actuator dynamics consists of four PWMsignals, and the output of four pitch angles.



5.1



Servo Overview



The servos used to control the helicopter adds dynamics to the helicopter system. Two types of servos are used on-board the helicopter. A digital servo are used for the tail-rotor pitch, while the four remaining servos are all analog. The reason for using a digital servo is that the dynamics of the yaw-rate controller are relatively fast. A digital servo differs from an analog servo, only in the internal structure; the interface is identical digital- and analog servos. An exploded view of a servo is given in Figure 5.2. The servo basically consists of a motor that rotates the servo horn through a number of gears, a potentiometer that measures the position of the servo, and some logic that act as a position controller. The reference to this internal control-loop is the input to the servo. According to [Brennan 1997] the control signal is a so-called ”pseudo-PWM” signal. The signal is a square wave repeated every 20 ms, where the pulse length is varied between 1 ms - 2 ms. This duty-cycle between 5 % - 10 % corresponds to an alteration between full counter-clockwise position to full clockwise position. An analysis of control limitations, caused by the servos, associated with ground RC-vehicles is conducted by [Brennan 1997]. The result of this analysis is that 31
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Figure 5.2: Exploded view of a servo shows the main components.



servos used for control of ground RC-vehicles is well-approximated as second order systems, with inclusion of the following nonlinearities: Rate Limitation - As a standard DC motor, a servo is rate limited. Dead-zone and Flexibility in Steering Linkages - The internal motor control incorporates a dead zone to prevent the servo from a constant actuation, which would drain the power source. For the servos used in the analysis, the dead-zone is approximately one degree around the position reference. Furthermore, the steering linkage contains a slack which contributes to the dead-zone after the linkages. Nonlinear Kinematic Relationship Between Servo Output and Wheel Angle Adapted to the helicopter, the blade-pitch is nonlinearly related to the position of the servo horn. In the actuator model used in this project it has been chosen to incorporate the rate limitation as the only one of the above limitations. The dead-zone and flexibility in the steering linkages are difficult to identify and model and are thus also omitted in the model. 32
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5.2



Servo Modeling



In [Brennan 1997] system identification is performed on servos used for RCvehicles. The servos were modeled as a rate-limited second order system. The order of two is supported by the fact that the servo utilizes a DC motor, which principally is a second order system from voltage to position when neglecting the inductance of the motor. The linear (non rate-limited) dynamics were found through frequency domain analysis. Frequency responses were conducted at decreasing amplitudes, until convergence was observed in the bode plots. The identification performed by [Brennan 1997] seems reasonable to apply on the servos used in this project. The validity of this structure in a helicopter setup, is confirmed by [Civita 2002], which however omits the rate limitation. Thus the linear dynamics of actuators are described as 2 K0 ωn,0 θ0 = 2 2 Scol s + 2ζ0 ωn,0 s + ωn,0



(5.1)



2 KA ωn,A A1 = 2 2 Slat s + 2ζA ωn,A s + ωn,A



(5.2)



2 KB ωn,B B1 = 2 2 Slon s + 2ζB ωn,B s + ωn,B



(5.3)



2 Ktr ωn,tr θtr = 2 2 , Str s + 2ζtr ωn,tr s + ωn,tr



(5.4)



with Sx as input defined between −1 ≤ Sx ≤ 1. The steady state gain Kx is defined from the servo signal to the pitch angle. In the implementation, the above dynamics are implemented as differential equations, where the position rates are limited by setting saturations on θ˙0,max , A˙ 1,max , B˙ 1,max and θ˙tr,max . Furthermore, input saturation is included and this denoted Scol,max , Slat,max , Slon,max and Str,max .
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Flapping Dynamics



6 In this chapter, the model describing the motion of the main-rotor blade, is described. The model equations are derived using the blade-element method and moment theory. Furthermore, the motion of the stabilizer bar is described.



6.1



Overview of Moment Theory



Flapping



Υ -



Dynamics



The flapping dynamics are described using moment theory. The result is the flapping angles and flapping velocities of the main rotor amr , a˙ mr and stabilizer bar asb , a˙ sb , as illustrated in Figure 6.1. The blades of the helicopter are modeled  T amr = a0 a1 b1  T a˙ mr = a˙ 0 a˙ 1 b˙ 1  T asb = a1,sb b1,sb  T a˙ sb = a˙ 1,sb b˙ 1,sb -
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Figure 6.1: Flapping Dynamics.



as having no twist. That means that the pitch of the blade is the same along the blade length. The blades are influenced by several torque components, which together equal the product of the angular acceleration and the inertia of the blades. The torques acting on the blades cannot be defined using the rule of torques being positive in the clockwise direction, due to the fact that the blades rotate relative to all of the defined frames. Thus, the torque τ is defined to be positive when forcing the blades upwards, as can be seen in Figure 6.2. The torques included in the modelling acting on the main-rotor blades can be written as τa + τcf + τR + τβ + τba + τbn + τcor = 0.



(6.1) 35
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Figure 6.2: Helicopter blade with the virtual hinge offset e, rotor radius R, flapping angle β and angular velocity Ω.



Most of them are derived by considering a small element of the blade and an appertaining integration about the blade length. This integration is performed by use of M APLE, and the sheets can be found in [CD 2006]. The results of the integrations can be found in Appendix D. After the derivation of the main-rotor flapping, a description of the flapping of the stabilizer bar will follow. Firstly however, to make the upcoming derivations of the flapping torques it is necessary to introduce the method by which the torques can be described. This is denoted blade element considerations and is described in the following section.



6.2



Blade Element Considerations



The forces and torques acting on the main rotor, are described using blade element theory. It is a commonly used method, which basically analyzes the aerodynamic forces acting on a small element of the blade, and then integrating over the blade length and over the entire revolution of the blade. In the following two scalars dL and dD, describing the element lift and element drag, will be introduced. The lift dL on a small blade element dr can be described by dL =



ρ 2 V CL c dr, 2 b



(6.2)



where ρ is the density of the air, Vb is the velocity of the air relative to the blade, CL is the local lift coefficient and c is the blade cord. The lift coefficient can be rewritten in terms of the lift-curve slope1 Cls and the angle of attack α dL =



ρ 2 V Cls αc dr. 2 b



(6.3)



A cross section of the blade is shown in Figure 6.3, where it can be seen that the angle of attack is constituted by the pitch angle θb and the local inflow angle φr . 1 An
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expression of how the lift coefficient changes as a function the angle of attack



6.2. BLADE ELEMENT CONSIDERATIONS
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Figure 6.3: A cross section shows the dominant forces acting on the blades; the lift dL and the drag dD. As can be seen, θb and φr constitutes the angle of attack.



By assuming that the tangential velocity of the air at blade Ut is much greater than the perpendicular velocity Up (|Ut |  |Up |), the angle of attack can be described as (6.4)



α = θb + φr  = θb + arctan ≈ θb +



Up Ut







Up , Ut



(6.5) (6.6)



and with the same assumptions, the velocity of the blade can be described as q Vb = Ut2 + UP2 (6.7) ≈ Ut .



(6.8)



The blade velocities are derived in the HF, why the horizontal component of the blade velocity consists of three elements; the rotation of the blade and the translatory hub velocities h x˙ and h y˙ Ut = Ω (e + r) cos (β) + h x˙ sin (Ψ) − h y˙ cos (Ψ) ,



(6.9)



where Ω is the rate of the rotation of the main rotor and e is the flapping hinge offset as illustrated in Figure 6.4. Although the blades do not have blade hinges, they can be modeled as if they have. A virtual hinge offset can be determined and the rotor blades can then be viewed as blades with hinges [Prouty 1985, p. 443]. The flapping angle β is relatively small in the flight envelope, so in order to reduce the complexity of the model small angle approximations are used. The hub velocities can be found by mapping the BF velocities to the HF by the relation ˙ v x˙ = b x˙ − b θκ h ˙ v − b ψκ ˙ h y˙ = b y˙ + b φκ



h



h



˙ h. z˙ = z˙ + θκ b



b
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Figure 6.4: The speed of a point on the blade due to the rotation of the rotor. The point is projected onto the hub plane and the distance from center of the hub is multiplied by the rotational speed. The additional speed of the point, due to the velocity of the helicopter, is included through the terms h x˙ sin (Ψ) and h y˙ cos (Ψ).



Furthermore, by introducing the dimensionless advance ratios2 µx and µy as h y˙ x˙ , µy = , ΩR ΩR h



µx =



where R is the radius of the main rotor, (6.9) is reduced to   e+r Ut ≈ ΩR + µx sin(Ψ) − µy cos(Ψ) . R



(6.13)



(6.14)



During rotation of the main rotor, air is induced through the rotor-disc plane. The velocity of this air is called induced velocity vi , which together with the flap˙ the translatory motion of the hub h z, ping motion of the blade β, ˙ h x, ˙ h y˙ and the ˙ h φ˙ contributes to the vertical component of the blade rotary motion of the hub h θ, velocity ˙ Up = h z˙ cos(β) − h x˙ sin(β) cos(Ψ) − h y˙ sin(β) sin(Ψ) − vi cos(β) − βr+   (e + r) h θ˙ cos(Ψ) − h φ˙ sin(Ψ) ,



(6.15)



which with the small angle assumption for β reduces to ˙ Up ≈ h z˙ − h xβ ˙ cos(Ψ) − h yβ ˙ sin(Ψ) − vi − βr+   (e + r) h θ˙ cos(Ψ) − h φ˙ sin(Ψ) .



(6.16)



By introducing the inflow ratio λ (see Appendix B for a derivation) as the sum of z˙ and vi , the above expression turns into



h



˙ Up ≈ ΩR (λ − µx β cos(Ψ) − µy β sin(Ψ)) − βr+   (e + r) h θ˙ cos(Ψ) − h φ˙ sin(Ψ) .



(6.17)



2 Dimensionless quantities are very often used in the aerodynamic terminology, see for instance [Johnson 1994]
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6.2. BLADE ELEMENT CONSIDERATIONS With the simplifications in (6.6) and (6.8), the lift equation becomes dL =



  ρ 2 Up Ut Cls θb + c dr. 2 Ut



(6.18)



This equation represents the element lift dL on the an element of the blade dr. Dividing by dr on both sides of the equation gives   dL ρ 2 Up = Ut Cls θb + c, dr 2 Ut



(6.19)



which expresses the lift in newtons per length in meters of the blade. A sketch of the lift per length as a function of the distance from the center of the hub, can be seen in Figure 6.5. The integral of the function illustrated in Figure 6.5 can be
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Figure 6.5: The lift per length of blade is a function of the distance from the center of the hub, denoted by the variable r.



found be dividing the blade into a number of intervals. The lift ∆L of a small section of the blade ∆r is illustrated in Figure 6.6. For ∆ → 0, ∆L and ∆r can be replaced by dL and dr, as stated in equation 6.18. The complete lift of a blade can
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Figure 6.6: The total lift of a blade can be defined to consist of multiple small sections of the blade δr which each generates the lift ∆L.
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Figure 6.7: The complete lift of a blade is found by integrating from the hinge to the end of the blade.



then be found by integrating over the blade from the flapping hinge e to the end of the blade, which is illustrated in Figure 6.7. The complete lift of a blade is   Z Up ρ 2 L= Ut Cls θb + c dr. (6.20) 2 Ut In the following sections dL and L will be used in the modeling. When dL appears in an integral in the upcoming sections it must be replaced by the expression in equation 6.18 before the integral is solved, as it is r that is the integration variable. As can be seen from Figure 6.3, another force acting on the blade is the drag. It can be described in a similar way as the lift, where the lift coefficient is replaced by a drag coefficient Cd . Furthermore, the drag is independent of the blade pitch. dD =



ρ 2 U Cd c dr. 2 t



(6.21)



This coefficient is not as simple to express as the lift coefficient. It depends, among other things, on the aerodynamic design of the blade, and therefore measurements in a wind-tunnel are required for a precise determination. More simple experiments can be performed to find a less accurate estimate of the coefficient. In Chapter 11 a more detailed description of the parameter estimation can be found.



6.3



Aerodynamic Torque



The aerodynamic torque τa describes the torque that originates from the aerodynamic forces acting on the blades. The force acting on a small blade segment dL generates a torque about the virtual hinge e, as can be seen in Figure 6.8. In order to derive the complete torque, the following integral is evaluated3 Z R−e r dL. (6.22) τa = 0 3 Note
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that dL is the expression for the element lift and not the integration-variable.



6.4. CENTRIFUGAL TORQUE
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Figure 6.8: The aerodynamic torque affecting the blade is derived by defining the lift of a small blade segment and then integrating over the blade length.



By insertion of (6.18) the torque is described by   Z R−e ρ Up 2 dr, τa = Cls c rUt θb + 2 Ut 0



(6.23)



where the lower integration limit is defined to be zero at the hinge as this is point about which the torque acts.



6.4



Centrifugal Torque



The centrifugal torque τcf describes the torque that originates from the centrifugal force. As the blades rotate, the centrifugal force acts on the blades perpendicular to the hub axis. This force results in a torque acting about the virtual blade hinge, as can be seen in Figure 6.9. dr
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Figure 6.9: The centrifugal force that acts on the blade generates a torque about the hinge.



The centrifugal-force is described by use of the standard centrifugal-force equation F =



v2 m, r



(6.24)



41



CHAPTER 6. FLAPPING DYNAMICS where m is the mass of the object, v is the velocity of the blade and r is the radius of the circular motion. Applied on a small blade-element of the main rotor, the element centrifugalforce is described as 2



dFcf = −



(Ω (e + r cos (β))) dMb e + r cos (β)



(6.25)



= − Ω2 (e + r cos (β)) dMb ,



(6.26)



where Mb is the mass of the blade. To derive the centrifugal torque, the force vector dFcf is projected onto the normal of the blade, and an integration over the length of the blade is performed. Finally, the previously used small-angle approximation is applied on the flapping angle β Z τcf = r dFcf sin (β) (6.27) Z  = − Ω2 e r dMb + r2 dMb cos (β) sin (β) (6.28) = − Ω2 (e mb + Ib cos (β)) sin (β)



(6.29)



2



= − Ω β (e mb + Ib ) ,



(6.30)



where mb is the first mass moment of the blade and Ib is the second mass moment of the blade.



6.5



Restraint Torque



The restraint torque τR describes the torque that originates from the restraint of the blades. That is, the the torque that occurs as a consequence of the spring-like behavior of the blades. It is modeled as the flapping angle β multiplied with the spring constant Ks , as shown in Figure 6.10. τR
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Figure 6.10: The spring-like behavior of the blade with the spring constant Ks .



The equation is given as τR = −Ks β. 42



(6.31)
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6.6



Flapping Torque



The flapping torque τβ describes the torque that originates from the flapping. That is, the inertia of the blades Ib multiplied with the angular flapping-acceleration β¨ ¨ τβ = −Ib β.



6.7



(6.32)



Body Angular-Torque



The body angular-torque τba describes the torque that originates from the angular acceleration of the helicopter. This acceleration results in a force exerted on the blades, which is illustrated in Figure 6.11, and described by



h



φ dFba



Figure 6.11: When the helicopter performs an accelerating roll or pitch movement, the body angular-force acting on the blades, results in the body-angular torque.



  dFba = r −h φ¨ sin (Ψ) + h θ¨ cos (Ψ) dMb . This force results in the body angular-torque Z τba = r dFba 



(6.33)



(6.34) Z



= −h φ¨ sin (Ψ) + h θ¨ cos (Ψ) r2 dMb   = Ib −h φ¨ sin (Ψ) + h θ¨ cos (Ψ) .



(6.35) (6.36)
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6.8



Body Normal-Torque



The body normal-torque τbn describes the torque that originates from the body normal-acceleration in b z. It also describes the torque that occurs as a consequence of the normal velocity in b x and b y in combination with a rotation about b y and b x respectively, illustrated in Figure 6.12. This acceleration results in a h



θ



h



x dFbn



Figure 6.12: When the helicopter accelerates along b z or performs a circular motion, the body normal-torque is applied on the blades.



force exerted on the blades dFbn =







h



 z¨ − h x˙ h θ˙ + h y˙ h φ˙ dMb ,



which results in the body normal-torque. Z τbn = r dFbn



6.9



(6.37)



(6.38)



 Z h h h˙ h h ˙ = z¨ − x˙ θ + y˙ φ r dMb



(6.39)



˙ = mb (h z¨ − h x˙ h θ˙ + h y˙ h φ).



(6.40)



Coriolis Torque



The coriolis torque τcor describes the torque that originates from the coriolis force. This torque is generated whenever the helicopter performs a roll or a pitch, while the main rotor is rotating. The expression for calculating the coriolis force of a general system is Fcor = −2m(ω × v), 44



(6.41)



6.10. MAIN-ROTOR FLAPPING where m is the mass of the rotating object, ω is the angular velocity of the reference system and v is the translatory velocity of the object in the reference system. When applied to the helicopter, ω is the angular velocity of the helicopter and v is the velocity of the blades. The coriolis force can thereby be described as   dFcor = −2 h φ˙ cos(Ψ) + h θ˙ sin(Ψ) Ω (e + r cos (β)) dMb . (6.42) As can be seen, the cross product is substituted by a multiplication, which is valid as the two velocities are perpendicular to each other. This can be seen from Figure 6.13, at which the situation is shown for Ψ = 90◦ . h



θ



h



φ Ω(e+r) dFcor



Figure 6.13: The coriolis force acting on a blade element, results in the coriolis torque.



An integration over the blade is performed and small-angle approximation is applied on β in order to derive the coriolis torque Z τcor = r dFcor (6.43)   Z = − 2 h φ˙ cos (Ψ) + h θ˙ sin(Ψ) Ω e r dMb + r2 dMb cos (β) (6.44)   = − 2Ω h φ˙ cos (Ψ) + h θ˙ sin(Ψ) (e mb + Ib ) cos (β) (6.45)   = − 2Ω h φ˙ cos (Ψ) + h θ˙ sin(Ψ) (e mb + Ib ) . (6.46)



6.10



Main-Rotor Flapping



The derived torque equations presented above are substituted into (6.1) and a series of trigonometric equations are used to simplify the expressions. In this 45



CHAPTER 6. FLAPPING DYNAMICS process, all higher harmonics (e.g. sin (2Ψ)) are discarded. The terms containing cos Ψ are equated the equation for the lateral flapping acceleration a ¨1 , the terms containing sin Ψ are equated the longitudinal flapping acceleration ¨b1 and the constant terms are equated the coning a0 . This results in the differential equation describing the flapping of the main-rotor blades4 ¨mr + Da˙ mr + Kamr = JΥmr + Eλ + G, a



(6.47)



with Υmr being a subset of the actuator dynamics Υ, containing the input for the main rotor  T Υmr = θ0 A1,mr B1,mr . (6.48) The result of this is the vectors describing the flapping of the main rotor     a˙ 0 a0 a˙ mr = a˙ 1  . amr = a1  b1 b˙ 1



(6.49)



A constant occurring in these equations is the lock number, described by γ=



ρCls cR4 , Ib,mr



(6.50)



which describes the ratio of aerodynamic forces to the centrifugal forces.



6.11



Stabilizer-Bar Flapping



As mentioned in Chapter 3, the Bergen Industrial Twin is equipped with a stabilizer bar. The purpose of the stabilizer bar is to slow down the dynamics of the main rotor. It generates a very small lift compared to the main rotor, as its purpose is only to contribute to the control of the pitch of the main rotor blades. For this reason, the lift generated by the stabilizer bar is used in describing the dynamics of the bar itself and disregarded in the rest of the helicopter dynamics. The model of the dynamics of the stabilizer bar is derived in the same manner as for the main rotor. The only difference is that the stabilizer bar is modeled as a teetering rotor which means that it can pivot freely in the rotor hub. This also means that there is no restraint torque, hinge offset or collective input. The torque equation for the stabilizer bar is thereby described as τa,sb + τcf,sb + τba,sb + τbn,sb + τβ,sb + τcor,sb = 0.



(6.51)



In Figure 6.14 the position, of the paddles of the stabilizer bar, can be seen. As 4 To erase all doubts, this equation has nothing to do with Lagrangian Multipliers, λ is the inflow ratio.
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Main rotor Ro
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Stabilizer bar



Figure 6.14: A close-up of the main-rotor hub and the two main-rotor blades and the two stabilizer-bar paddles. The distances from the center of the hub to the inner and outer edges of the stabilizer bar are illustrated.



the design of the stabilizer bar is different from the main rotor, the integration is performed between Ri and Ro . The torques acting on the stabilizer bar are derived in the same way as for the main-rotor, the only difference being constants like weight and dimensions together with the integration limits. As an example, the aerodynamic torque acting on the stabilizer bar is described by Z



Ro



τa,sb =



dLsb r dr.



(6.52)



Ri



All these integrations are performed by use of Maple, and the sheets can be found in [CD 2006]. The flapping equation is similar to the one defined for the main rotor ¨sb + Dsb a˙ sb + Ksb asb = Jsb Υsb + Esb λ + Gsb , a



(6.53)



with Υsb being a subset of the actuator dynamics Υ, containing the input for the stabilizer bar  T Υsb = A1 B1 . (6.54) The coefficient matrices are described in Appendix D. The result of this are the vectors describing the flapping of the stabilizer bar     a˙ 1,sb a1,sb asb = a˙ sb = ˙ . (6.55) b1,sb b1,sb
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Force and Torque Generation



7 In order to describe the motion of the helicopter, a description, of how the forces and torques affect the helicopter, is needed. In this chapter the forces and torques generated by the main rotor, tail rotor, and drag on the fuselage are derived. The result is a description of all the forces and torques described in the BF together with the inflow ratio, as can be seen in Figure 7.1. The derivation of the forces is first performed in one of the three frames HF, TF or BF, as this is least the complicated. Some of these forces act elsewhere than in the origin of the BF, hence causing torques acting about the BF. Υ ? amr -
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Figure 7.1: Force and torque generation.



7.1



Main Rotor



The three forces and three torques generated by the main rotor are derived in the HF, and are denoted h Fx,mr , h Fy,mr , h Fz,mr and h τx,mr , h τy,mr , h τz,mr , as illustrated in Figure 7.2. This section describes the derivation of these forces and torques.



7.1.1



Forces



The aerodynamic forces acting on the blades can be divided into two, namely the drag D and the lift L, as described in Section 6.2. These are the forces considered in this section. The concept in the derivation is as follows. 49
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Figure 7.2: Illustration of the forces and torques generated by the main rotor.



• The two element main-forces dL and dD are projected onto an axis parallel to the given axis of the HF (see Figure 7.3(a), where the projection of dL is illustrated). • Two integrations are subsequently performed: – First along the blade length, which yields a description of the lift generated by the blade at a given azimuth angle. In Appendix C, it is argued that this lift can be considered as acting in the virtual hinge as illustrated in Figure 7.3(b). – Next about a blade revolution. This concept is described in the following for the derivation of the longitudinal force dFx,mr , whereas only the result of the derivation of the lateral- and vertical forces are presented, because the derivation is similar. Consider Figure 7.4 for the derivation of dFx,mr , where the blade element is illustrated at Ψ = 90◦ . As can be seen dL and dD, shown as red arrows, are projected onto the an axis parallel to the x-axis of the HF. In Figure 7.5(a) where the blade element is illustrated at Ψ = 0◦ , dL and dD are first projected onto the normal of the blade length (projections denoted with hats). Only the longitudinal flapping affects the longitudinal force, hence this force projection is subsequently projected onto an axis parallel to the x-axis of the HF. This is illustrated in Figure 7.5(b), where the blade is illustrated at Ψ = 0◦ . 50
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(a) The element forces are projected onto each of the three axes. In this figure the element lift-vector is projected onto the h zaxis.



(b) The force-projection is first integrated about the blade length which yields a description of the lift generated by the blade at a given azimuth angle. This lift is considered as acting in the virtual hinge.



Figure 7.3: Illustration of the concept in the force derivation.



dL dD φr Vb Figure 7.4: The element forces are projected onto an axis parallel to the x−axis of the HF. The blade in this figure is illustrated at Ψ = 90◦



These projections are described by dFx,mr = − (dD cos (φr ) − dL sin (φr )) sin (Ψ) + (dL cos (φr ) + dD sin (φr )) sin (β) cos (Ψ) .



(7.1)



dFy,mr and dFz,mr is derived in the same manner, which yields dFy,mr = (dD cos (φr ) − dL sin (φr )) cos (Ψ) + (dL cos (φr ) + dD sin (φr )) sin (β) sin (Ψ) dFz,mr = − (dD sin (φr ) + dL (cos φr )) cos (β) .



(7.2) (7.3)



In order to reduce the complexity of the above equations, small angle approximations are applied on φr and β. Furthermore it is assumed that |dL|  |dD| 51
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(a) Projection of the main elementforces onto the normal of the blade length at Ψ = 0◦ .



(b) Projection of the forces along the normal onto an axis parallel to the x-axis of the HF. The blade is at Ψ = 0◦ .



Figure 7.5: The main element-forces are projected onto the HF.



which reduces the above equations to dFx,mr = −dD sin (Ψ) + dL (β cos (Ψ) + φr sin (Ψ))



(7.4)



dFy,mr = dD cos (Ψ) + dL (β sin (Ψ) − φr cos (Ψ))



(7.5)



dFz,mr = −dL,



(7.6)



where dL and dD are described in (6.18) and (6.21) on page 40. To find the complete forces an integration is performed along the blade length followed by an integration about a revolution    Z 2π Z R−e Up b ρ 2 h c Ut −Cd sin (Ψ) + Cls θb + Fx,mr = 2π 2 0 Ut 0 (7.7)   Up sin (Ψ) dr dΨ β cos (Ψ) + Ut    Z 2π Z R−e Up b ρ h 2 Fy,mr = c Ut Cd cos (Ψ) + Cls θb + 2π 2 0 Ut 0 (7.8)   Up β sin (Ψ) − cos (Ψ) dr dΨ Ut   Z 2π Z R−e b ρ Up h Fz,mr = − Cls c Ut2 θb + dr dΨ. (7.9) 2π 2 Ut 0 0 b As can be seen, the integral is scaled by 2π to find the average force generated by the blades. The integration limits are of the inner integral are changed through the equality



Z



R



Z r dr =



e



52



R−e



(r + e) dr, 0



(7.10)



7.1. MAIN ROTOR because Up and Ut , that also depend on dr, are defined relative to the flapping hinge, that is the integration variable is (r + e). Translating these into the BF yields b  h  Fx,mr Fx,mr b Fmr = b Fy,mr  = h Fy,mr  . (7.11) b h Fz,mr Fz,mr As these forces do not act in the CM, torques acting about the BF arise, which are described in the following section.



7.1.2



Torques



The torques generated by the main rotor can be divided into two; those that arise as the main-rotor forces do not act in CM, and those that arise directly, as for instance the flapping restraint torque. As mentioned in the previous section, the aerodynamic forces acing on the blades can be considered as if they affect the helicopter through the flapping hinge (a more comprehensive argumentation for the validity of this statement can be found in Appendix C). This means that the helicopter is affected by a force acting in the hinge of each blade, hence causing a torque. This torque is denoted as the aerodynamical torque τaero as it arises as a consequence of aerodynamical forces. The other torque generated by the main rotor, is a consequence of the flapping restraint. This restraint generates a torque acting about the flapping hinge of each blade, which is denoted as the restraint torque τres . The resulting torque generated by the main rotor described in HF is hence the sum of these torques, which for the x−axis is denoted h



τ mr,x = τaero,x + τres,x .



(7.12)



These torques are derived separately in the following for the x− and y−axis, while the torque about the z−axis is subsequently derived in a different way. Aerodynamic Torque A simple way of modeling the aerodynamic torque generated by the main rotor is to approximate the thrust vector as being perpendicular to the TPP as proposed by [Mettler 2003]. A more sophisticated method is to describe how the lift of each blade affects the helicopter. The latter being more comprehensive, but still an approximation, as it is assumed that the lift generated by the blades are applied on the helicopter. However, this method is used in the modeling. In Section 7.1.1 it was explained that the lift generated by the main rotor can be considered as acting in the virtual hinge. This force is illustrated in Figure 7.6 where it is decomposed in a vertical and horizontal component. As can 53
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Figure 7.6: Only the vertical component of the lift contributes to the aerodynamic torque.



be seen, only the horizontal component contributes to the aerodynamic torque acting about the hub which can be described as τaero,x = beL cos (β) sin (Ψ) ,



(7.13)



where b is the number of blades, e is the hinge offset, L is the lift on the blade as described in (6.20) on page 40, and β is the flapping angle. This flapping angle is described as the sum of the coning and the lateral/longitudinal flapping angle (see (4.5) on page 24). Applying the previously used small angle approximation as described in Section 6.2, the coning can be disregarded as this contribution cancels out when integrating over a revolution. This means that (7.13) can be rewritten as τaero,x = beL cos (b1 ) sin (Ψ) ,



(7.14)



which with small angle approximation yields the expression for the aerodynamic torque about the x−axis τaero,x = beL sin (Ψ) ,



(7.15)



together with the equivalent equation for the aerodynamic torque about the y−axis τaero,y = −beL cos (Ψ) .



(7.16)



Restraint Torque The torque acting about the x−axis originating from the flapping restraint, is modeled as the product of the lateral flapping angle b1 and the spring constant Ks . In order to describe the flapping angle as a function of the azimuth angle a sine function is multiplied. This product, illustrated as the red vector in Figure 7.7, is subsequently multiplied with another sine function to project the torque-vector onto the x−axis, which is described as τx,res = Ks b1 sin (Ψ) sin (Ψ) . 54



(7.17)
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Figure 7.7: Illustration of the projection of the restraint torque. The blade is represented at Ψ and with a positive flapping angle and using the right hand rule, the torque is illustrated by the red vector. This torque vector is projected onto h x and h y, illustrated by the two blue vectors.



To normalize this torque for b blades about a revolution, an integration is performed Z 2π 1 τres,x = bKs b1 sin2 (Ψ) dΨ (7.18) 2π 0 b (7.19) = K s b1 , 2 and the corresponding torque about the y−axis b Ks a1 , (7.20) 2 where b is the number of blades, Ks is the flapping restraint, and b1 and a1 are the lateral and longitudinal flapping angles respectively. τres,y =



Resulting Torque Insertion of the above derived expressions into (7.12) yields a description in HF of the torques about the lateral- and longitudinal axes   Z 2π Z R−e b ρ Up b h τmr,x = ecCls Ut2 θb + sin (Ψ) dr dΨ + Ks b1 (7.21) 2π 2 Ut 2 0 0   Z 2π Z R−e Up b ρ b h ecCls Ut2 θb + τmr,y = − cos (Ψ) dr dΨ + Ks a1 . (7.22) 2π 2 U 2 t 0 0 55



CHAPTER 7. FORCE AND TORQUE GENERATION The torque about the z−axis cannot be derived in the above procedure, as this torque affects the helicopter about the main-rotor hub. It is derived by projecting the element main-forces dL and dD into the HP, followed by integrations along the blade length and a blade revolution. The projection is described by dτz,mr = − (r + e) (dD cos (φr ) − dL sin (φr )) ,



(7.23)



which by applying small angle approximation on φr gives dτz,mr = −(r + e) (dD − dLφr ) .



(7.24)



Integrating along the blade length and about a revolution, yields the average torque about the z−axis h



τz,mr



b ρ = c 2π 2



Z 0



2π



Z 0



R−e



Ut2







Up (r + e) −Cd + Cls Ut







Up θb + Ut



 dr dΨ. (7.25)



This concludes the modeling of the main-rotor forces and torques stated in HF. Translating these into the CM yields b    h τx,mr τx,mr + h Fy,mr κv b τ mr = b τy,mr  = h τy,mr − h Fx,mr κv + h Fz,mr κh  . (7.26) b h τz,mr τz,mr − h Fy,mr κh With the description of the forces and torques generated by the main rotor, the inflow ratio can now be derived.



7.1.3



Inflow Ratio



Different methods are available for modeling the induced inflow through the rotors. They can, however, be grouped into two main approaches; one which models the inflow with dynamics and one which models the inflow without dynamics. The first approach yields better results regarding the coupling between rotor and fuselage but is also more complex than the second, which uses momentum theory to derive a steady state solution for the inflow problem. Furthermore, these approaches can be divided into two branches; one which models the inflow as being uniform over the entire rotor-disc area and which models the inflow as being non-uniform, yielding a more precise flapping description [Bisgaard 2005]. A combination of the steady state and uniform approach is the traditional method of modeling the inflow on simple helicopter models used for control purposes or simulation, as performed in e.g. [Chen 1979]. The non-uniform dynamic approach is also used for more advanced models, as in [Civita 2002]. However, according to [Bisgaard 2005], test results indicate that the increased complexity of the non-uniform dynamic approach does not yield a significantly increased accuracy, compared to the uniform steady-state approach 56



7.1. MAIN ROTOR when the increased model complexity is also taken into consideration. The inflow ratio is in this project modeled uniformly as being without dynamics. The thrust generated by the main rotor can be described as T = −h Fz,mr .



(7.27)



As can be seen from (7.9), this depends on Up which again depends on the inflow ratio defined as h



z˙ − vi , (7.28) ΩR where the induced inflow vi is yet unknown. This means that thrust-expression is described in terms of one equation with two unknown. In order to solve this it is necessary to obtain a second expression for the inflow ratio λmr . The thrust can also be derived using a theory that treats the main rotor as a circular wing. This derivation provides a second expression that can be combined with (7.9) to obtain an expression of the thrust. In Appendix B this is derived, in order to obtain the second expression for the thrust which depends on the inflow ratio λmr . This second derivation leads to the recursive expression λmr =



CT λmr = µz − q . 2 µ2x + µ2y + λ2mr



(7.29)



with the thrust coefficient defined as CT =



−h Fz,mr



(7.30)



2.



ρA (ΩR)



In order to solve this recursively defined inflow ratio, (7.29) is equaled zero, and a Newton-Rhapson method is applied on the function CT = 0. f (λ) = λ − µz + q 2 2 µx + µ2y + λ2



(7.31)



The solution of this equation is through the Newton-Rhapson method described as λn+1 = λn −



f (λn ) f 0 (λn )



(7.32)



λn − µz + √ = λn −



2



1−



CT µ2x +µ2y +λ2n



CT λn 2(µ2x +µ2y +λ2n )



,



(7.33)



3 2



which is be used to determine the inflow ratio through the main rotor. The numerical solution to the equation becomes more accurate if the algorithm is repeated several times for each time step. The effect of the main rotor on the helicopter is now described, and the derivation of the effect of the tail rotor will follow. 57
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7.2



Tail Rotor



The tail rotor is different from the main rotor, due to the fact that there is no cyclic input. Furthermore, the blade length of the tail rotor is shorter and more rigid than the main rotor blades, thus the tail rotor is modeled as being without flapping. This means that the modeling of the tail rotor is less complicated. Only the force Fy,tr generated along t y, and the torque τy,tr acting about t y, as illustrated in Figure 7.8 is considered.



t
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Figure 7.8: Illustration of the forces and torques caused by the tail rotor.



In order to derive these forces and torques, expressions for the element lift dLtr and element drag dDtr of the tail rotor is needed, which is described in the following



7.2.1



Blade Element Considerations



Similar to the main rotor, a blade element is illustrated in Figure 7.9 with the velocity of the air Vb and the lift and drag elements. As can be seen from the figure, the angle of attack αtr is the sum of the blade pitch angle θb,tr and the inflow angle φr,tr αtr = θb,tr + φr,tr .



(7.34)



As is the case for the main rotor, it is assumed that |Ut,tr |  |Up,tr |, hence (7.34) can be rewritten as Up,tr , (7.35) αtr ≈ θ0,tr + Ut,tr 58
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Figure 7.9: A cross section shows the dominant forces acting on the blades; the lift dLtr and the drag dDtr . As can be seen, θb,tr and φr,tr constitutes the angle of attack.



where θb,tr is substituted by θ0,tr since there is no cyclic input. The velocities of the air at the blade Ut,tr and Up,tr are derived in basically the same way as for the main rotor. The blades of the tail rotor is more rigid, which means that the flapping of the tail-rotor blades is less evident, and due to this the flapping of the tail rotor is disregarded. Furthermore there is no cyclic input, which reduces the complexity of the equations further. The tangential component of the airflow relative to t blade Ut,tr depends on the rate of rotation of the tail rotor Ωtr together with the longitudinal velocity t x˙ and vertical velocity t z˙ Ut,tr = Ωtr Rtr + t x˙ sin (Ψtr ) + t z˙ cos (Ψtr ) ,



(7.36)



where the mapping from BF to TF is described by ˙ v,tr x˙ = b x˙ − b θκ t ˙ v,tr − b ψκ ˙ h,tr y˙ = b y˙ + b φκ



t



t



˙ h,tr . z˙ = z˙ + θκ b



b



(7.37) (7.38) (7.39)



As with the main rotor, dimensionless advance-ratios are defined as t z˙ x˙ , µz,tr = , Ωtr Rtr Ωtr Rtr t



µx,tr =



which inserted into (7.36) yields  r + µx,tr sin (Ψtr ) + µz,tr cos (Ψtr ) . Ut,tr = Ωtr Rtr R



(7.40)



(7.41)



The perpendicular component Up,tr depends on the lateral velocity t y, ˙ the induced velocity vi,tr and the rotation of the tail rotor t ψ˙ and t φ˙   Up,tr = t y˙ − vi,tr + r t ψ˙ cos (Ψtr ) + t φ˙ sin (Ψtr ) . (7.42)
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CHAPTER 7. FORCE AND TORQUE GENERATION As for the main rotor, a dimensionless coefficient for the inflow ratio is defined as t



λtr =



y˙ − vi,tr , Rtr Ωtr



(7.43)



which inserted into (7.42) yields Up,tr = Rtr Ωtr λtr + r







t



 ψ˙ cos (Ψtr ) + t φ˙ sin (Ψtr ) .



(7.44)



Referring to Figure 7.9 the element lift dLtr is defined in a similar way as for the main rotor as   Up,tr ρ 2 Cls,tr θ0,tr + ctr dr, (7.45) dLtr = Ut,tr 2 Ut,tr where ρ is the density of the air, Ut,tr and Up,tr is the tangential- and perpendicular component of the air velocity respectively, Cls,tr is the lift curve slope, θ0,tr is the collective input and ctr is the blade cord of the tail rotor. The element drag on the tail rotor is similarly defined as dDtr =



ρ 2 U Cd,tr ctr dr, 2 t,tr



(7.46)



where Cd,tr is the drag coefficient of the tail-rotor blade.



7.2.2



Force and Torque Generation



The expressions for the tail-rotor force and tail-rotor torque are similar to those of the main rotor. One important difference is that the tail rotor is modeled as being without hinge offset. With basis in (7.6) on page 52 the tail-rotor force is described by t



btr 2π



Fy,tr =



=−



Z
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−dLtr dΨtr 0



(7.47)
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Up,tr ) drtr dΨtr , Ut,tr



(7.48)



while the tail-rotor torque is described with basis in (7.24) on page 56 as t



τy,tr



btr = 2π =



60
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btr ρ ctr 2π 2



Z
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0 2π
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−r (dDtr − dLtr φtr ) dΨtr (7.49)    Z Rtr Up,tr Up,tr 2 Ut,tr r −Cd,tr + Cls,tr θ0,tr + drtr dΨtr . Ut,tr Ut,tr 0 (7.50)



7.3. DRAG The result of these integrals can be found in Appendix D. As the thrust of the tail rotor only has a component along t y, t Fx,tr = 0 and t Fz,tr = 0. The result of forces and torques generated by the tail rotor, mapped to the BF, can hence be described as b    Fx,tr 0 b Ftr = b Fy,tr  = t Fy,tr  (7.51) b 0 Fz,tr b   t  τx,tr Fy,tr κv,tr b τ tr = b τy,tr  =  t τy,tr  . (7.52) b −t Fy,tr κh,tr τz,tr In the following section, the inflow ratio of the tail rotor is described.



7.2.3



Inflow Ratio



As for the main rotor, the thrust coefficient of the tail rotor is described by CT,tr =



−t Fy,tr



(7.53)



2,



ρAtr (Ωtr Rtr )



with basis in (B.23) in Appendix B. In order to solve the recursively defined inflow ratio λtr , (B.18) on page 162 is equaled zero, and a Newton-Rhapson method is applied on the function CT,tr f (λtr ) = λtr − µy,tr + q = 0, 2 2 µx,tr + µ2z,tr + λ2tr



(7.54)



and the solution of the inflow ratio λtr is through the Newton-Rhapson method described as λtr,n+1 = λtr,n −



f (λtr,n ) f 0 (λtr,n )



(7.55)



λtr,n − µy,tr + √ = λtr,n −



2



1−



CT µ2x,tr +µ2z,tr +λ2tr,n



CT λtr,n 2(µ2x,tr +µ2z,tr +λ2tr,n )



(7.56)



3 2



which concludes the derivation of the tail rotor equations.



7.3



Drag



Four objects are considered in the description of the drag of the helicopter, namely the fuselage, the tail fin, the tail plane, and the front plane as illustrated in Figure 7.10. 61
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Figure 7.10: The drag on the fuselage is modeled as acting in the CM. The three remaining objects considered to cause drag is the tail fin, tail plane and front plane.



7.3.1



Fuselage Drag



The fuselage is affected by the air traveling past the helicopter, hence causing a force on the helicopter. This drag-force is assumed to attack very near the CM, hence the small torques that are also generated, are disregarded. With basis in the standard calculations for drag, the fuselage drag is described by ρ Dx = − dx Ax |b x| ˙ b x˙ 2 ρ b ˙ b y˙ Dy = − dy Ay |b y| 2 ρ b Dz = − dz Az |b z˙ − vi | 2



b



(7.57) (7.58) b



 z˙ − vi ,



(7.59)



where ρ is the air density, d is the drag coefficient in the given direction, A is the area of the fuselage in the given direction and vi is the induced velocity. The |·| operator indicates the absolute value of the variable, and is used to ensure the correct sign of the drag. As can be seen from (7.59) the description of the drag in vertical direction is a bit different. The induced velocity is included, due to the fact that it generates drag on the fuselage. 62



7.3. DRAG



7.3.2



Fin Drag and Plane Drag



Besides the drag on the fuselage, drag is also generated on the tail fin, tail plane and front plane as illustrated in Figure 7.10. The concept is the same as with the fuselage described in the previous section. The drag on the tail fin Dtf is affected by the translatory velocity of the tail fin t y˙ and the induced velocity of the tail rotor vi,tr while the drag on the tail plane and the front plane is affected by the vertical velocity of the tail plane and front plane, respectively. For the tail plane ˙ h,tr and for the front plane the velocity is b z˙ − b θκ ˙ h,fp . Both the velocity is b z˙ + b θκ the tail plane and the front plane are affected by the induced velocity of the main rotor vi as they are both placed in the wake of the main rotor. The drag on the tail plane is defined as   ρ ˙ h,tp − vi b z˙ + b θκ ˙ h,tp − vi , Dtp = − dtp Atp b z˙ + b θκ (7.60) 2 and the drag on the tail fin as  ρ Dtf = − dtf Atf t y˙ − vi,tr Ktf t y˙ − vi,tr Ktf , 2



(7.61)



where the term Ktf is introduced as the tail rotor only covers a part of the tail fin, hence used to compensate for this. The drag on the front plane is described by   ρ ˙ h,fp − vi b z˙ − b θκ ˙ h,fp − vi . (7.62) Dfp = − dfp Afp b z˙ − b θκ 2 The result of the forces and torques, due to drag, stated in BF is defined as    b b Dx Fx,d b  (7.63) Fd = b Fy,d  =  b Dy + Dtf b b Dz + Dtp + Dfp Fz,d    b τx,d Dtf κv,tf b (7.64) τ d = b τy,d  = −Dfp κh,fp + Dtp κh,tp  , b −Dtf κh,tf τz,d which concludes the force and torque generation.
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Force and Torque Summation



8 The helicopter is considered a rigid body with three translatory DOF and three rotary DOF. In order to describe the movement of the helicopter, the resulting forces and torques acting in the CM needs to be calculated. This is the output of the force and torque summation as illustrated in Figure 8.1.
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Figure 8.1: Force and torque summation.



8.1



Forces



Those forces and torques presented so far, are those generated by the main rotor, tail rotor and the drag. The final force considered is the gravitational force. Described in the EF, it only has a component along e z. As all the other forces are described in the BF, a transformation matrix Rbe (Θ) (this is elaborated on in Chapter 9) is used to map the force vector from EF to BF, b



Fg = Rbe (Θ) e Fg .



(8.1)



With this, the resulting force is described as b



F = b Fmr + b Ftr + b Fd + b Fg   h Fx,mr + b Dx − mg sin(θ) = h Fy,mr + t Fy,tr + b Dy + Dtf + mg sin(φ) cos(θ) . h Fz,mr + b Dz + Dtp + Dfp + mg cos(φ) cos(θ)



(8.2) (8.3)
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8.2



Torques



When considering the torque, the distance between the CM and the point on which the forces attack, needs to be included b



τ = b τ mr + b τ tr + b τ d   h τx,mr + h Fy,mr κv + t Fy,tr κv,tr + Dtf κv,tf = h τy,mr − h Fx,mr κv + h Fz,mr κh + t τy,tr + Dfp κh,fp + Dtp κh,tp  . h τz,mr − h Fy,mr κh − t Fy,tr κh,tr − Dtf κh,tf



(8.4) (8.5)



With these expressions for the resultant forces and torques, stated in the body frame, it is possible to describe the movement of the helicopter.
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Rigid Body Dynamics and Kinematics



9 F -



b



τ -



and Kinematics



b



Rigid Body Dynamics



In this chapter the motion of the helicopter is described. The helicopter is considered as a rigid body, which means that Newton’s second law and Euler’s rotational equations of motion can be applied [Mettler 2003, p. 55]. Figure 9.1 shows the inputs and outputs of the rigid body equations. The forces and torques produced by the main rotor, tail rotor and drag on the fuselage are used to determine the motion of the helicopter.  T Ξ= x y z  T Θ= φ θ ψ  T b ˙ Ξ = b x˙ b y˙ b z˙  T b ˙ Θ = b φ˙ b θ˙ b ψ˙  T b¨ ¨ b y¨ b z¨ Ξ = bx  T b¨ Θ = b φ¨ b θ¨ b ψ¨ -



Figure 9.1: Rigid Body Dynamics and Kinematics.



9.1



Transformation Matrices



As mentioned in the previous section, a transformation matrix that maps vectors between the EF and BF is needed. This matrix depends on the attitude of the helicopter - and thereby the attitude of the BF, which is defined with respect to the EF. The attitude of the BF can be considered as three successive rotations about the axes of the BF, with the two frames having the same initial attitude. The transformation matrix depends on the order by which the three rotations are performed. Matrices describing the rotations about the three axes are defined by [Bak 2002, p. 15] as  1 Cx (φ) = 0 0



 0 0 cos φ sin φ  − sin φ cos φ



(9.1)
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 cos θ Cy (θ) =  0 sin θ 



cos ψ Cz (ψ) = − sin ψ 0



0 1 0



 − sin θ 0  cos θ



(9.2)



 0 0 . 1



sin ψ cos ψ 0



(9.3)



The standard rotational sequence for aircrafts is the so-called 3-2-1 rotation [Mettler 2003, p. 57]; yaw which is the angle ψ about the z-axis of the BF, pitch which is the angle θ about the y-axis of the BF, and roll which is the angle φ about the x-axis of the BF. The successive rotation from EF to BF is hereby given as Rbe (Θ) = Cx (φ) Cy (θ) Cz (ψ)  cθcψ cθsψ = sφsθcψ − cφsψ sφsθsψ + cφcψ cφsθcψ + sφsψ cφsθsψ − sφcψ



(9.4) 



−sθ sφcθ , cφcθ



(9.5)



where sin and cos are abbreviated s and c, respectively. As the rotation matrix is orthonormal as stated by [Bak 2002, p. 13], T R−1 be (Θ) = Rbe (Θ) .



(9.6)



The rotation from the BF to the EF is then given as Reb (Θ) = RTbe (Θ)  cθcψ sφsθcψ − cφsψ = cθsψ sφsθsψ + cφcψ −sθ sφcθ



(9.7) 



cφsθcψ + sφsψ cφsθsψ − sφcψ  . cφcθ



(9.8)



This matrix transforms translatory velocities from BF to EF through the relation e



˙ = Reb (Θ) b Ξ, ˙ Ξ



(9.9)



where Θ is the vector of Euler angles.



9.2



Euler Rates



Two different notations are used to describe the angular velocity of the BF with ˙ and the Euler rates e Θ, ˙ which is the respect to the EF, that is the body rates b Θ time derivative of the Euler angles [Bak 2002, p. 24]). The following definitions are used, to distinguish between the two angular velocities 68



9.3. ANGULAR ACCELERATION e



˙ : Euler rates - the angular velocity of the BF, and thereby the helicopter, Θ with respect to the EF projected onto the EF.



b



˙ : Body rates - the angular velocity of the BF, and thereby the helicopter, with Θ respect to the EF projected onto the BF.



˙ and b Θ ˙ is described by An equation describing the relationship between e Θ [Bak 2002, p. 25] as  b ˙  e      φ 0 0 φ˙ b ˙ Θ =  b θ˙  =  0  + Cx (φ) e θ˙ + Cx (φ) Cy (θ)  0  e ˙ b ˙ 0 0 ψ ψ   e ˙  φ 1 0 −sθ = 0 cφ sφcθ  e θ˙  e ˙ 0 −sφ cφcθ ψ ˙ = Pbe (Θ) e Θ,



(9.10)



(9.11) (9.12)



where Pbe is the transformation matrix from EF to BF. Inversion of this rotation ˙ to the Euler matrix yields the rotation matrix that transform the body rates b Θ ˙ rates e Θ −1 Peb (Θ) = Pbe (Θ)  1 sφtθ = 0 cφ sφ 0 cθ



(9.13) 



cφtθ −sφ ,



(9.14)



cφ cθ



where sin, cos and tan are abbreviated with s, c and t respectively. That is, the matrix Peb maps angular velocities from BF to EF through the relation e



˙ = Peb (Θ) b Θ. ˙ Θ



(9.15)



where Θ is the vector of Euler angles.



9.3



Angular Acceleration



The torque equation of a rigid body about its CM is given by [Wie 1998, p. 341] as   dH ˙ H= (9.16) + ω0 × H, dt where H is the angular momentum vector, ω0 is the angular velocity vector, and ˙ = τ is the external torques acting on the body about its CM [Wie 1998, p. 340]. H 69



CHAPTER 9. RIGID BODY DYNAMICS AND KINEMATICS This τ is given in the BF, which means that the rest of the vectors also need to be projected onto the BF. Thus, the angular momentum vector is defined as ˙ H = I b Θ,



(9.17)



where I is the inertia matrix of the helicopter. By substituting (9.17) into (9.16), the torque equation becomes b



  ˙ d(I b Θ) ˙ × I bΘ ˙ + bΘ dt   ˙ dI b ˙ d bΘ ˙ × I bΘ ˙ . = Θ+I + bΘ dt dt



τ =



(9.18) (9.19)



As the body is considered rigid, the inertia is constant, dI/dt = 0. This is an approximation, as the actual inertia of the helicopter changes, as the fuel is consumed. The change in the inertia is considered to be relatively small, therefore the helicopter body can be modeled as rigid. This leads to   b ˙ + bΘ ˙ × I bΘ ˙ . τ = I bΘ (9.20) From this equation the angular acceleration is isolated    b¨ ˙ × I bΘ ˙ Θ = I−1 b τ − b Θ .



9.4



(9.21)



Translatory Acceleration



To describe the translatory movements of the helicopter, the kinematic principles of moving reference frames needs to be taken into consideration. Described in [Beer et al. 2004, p. 920] and used in [Mettler 2003, p. 55], these kinematic equations describes the translatory acceleration as b¨



Ξ=



b



F b˙ ˙ − Θ × b Ξ, M



(9.22)



where M is the mass of the helicopter, b F is the vector of forces acting on the ˙ is the body rates and b Ξ ¨ is the translatory velocities helicopter stated in the BF, b Θ stated in the BF. That is, the result of the rigid body equations is the translatory accelerations together with the angular accelerations both stated in the BF b
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 b ¨ φ b ¨  Θ = θ¨ b¨ ψ



b  x ¨ b   Ξ = y¨ , b y¨



b¨



(9.23)



9.4. TRANSLATORY ACCELERATION together with the translatory velocities and the angular velocities also stated in the BF b ˙  b  φ x˙ b ˙ ˙ = b y˙  . Θ =  b θ˙  b Ξ (9.24) b b ˙ y˙ ψ By use of (9.7) and (9.14), the velocities are mapped onto the EF, and integrated to the attitude and global position     φ x Θ =  θ  Ξ = y  . (9.25) ψ y
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Model Implementation and Verification



10 This chapter describes the implementation of the nonlinear model, including the integration of the state derivative and platform considerations. This is followed by a verification of the model-implementation derived in the preceding chapters.



10.1



Implementation



The model derived in the preceding chapters, is described in terms of 30 states. Some of the equations are results of two successive integrations, and are strongly expanded after the integration. Hence, the evaluation of the model becomes a relatively intensive numerical task. This must be taken into account together with the two main purposes of the modeling, which are • Control design • Simulation of controlled system when implementing the model.



10.1.1



Platform Considerations



In relation to the above purposes, a platform as M ATLAB/S IMULINK seems appealing, due to its ease of use and flexibility. However, in the far-sighted perspective, it is not a good strategy, as a realtime evaluation of the model is precluded, because M ATLAB is not optimized for fast evaluation. An implementation outside a ”math-environment” as M ATLAB enables the option of, for instance, nonlinear state-estimation where on-line evaluation of the model is needed. From these considerations the following is desired • M ATLAB interface to obtain flexibility during control / observer design • Enable the option of on-line evaluation of the model on the OBC Based on these considerations, it has been chosen to implement the model in ANSI C, and define a M ATLAB interface by use of the MEX compiler. 73
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10.1.2



Implementation Notes



A great deal of the equations derived in the preceding chapters are described as two successive integrations. These integrations are analytically evaluated by use of M APLE, and subsequently converted into C-code. The M APLE sheets can be found on [CD 2006]1 . A summary of the equations are presented in Appendix D, which also describes the order of evaluation. The accelerations in the state-vector derivative are calculated in view of the differential equations rewritten in terms of difference equations. These accelerations are subsequently integrated into velocities and positions contained by the state vector, by use of a Runge-Kutta integration described as xn+1 = xn +



1 (k1 + 2k2 + 2k3 + k4 ) , 6



(10.1)



with xn being the previous state vector and xn+1 the current state vector, and the coefficients (10.2)



k1 = hf (tn , xn ) k2 = hf tn + k2 = hf tn +



h 2 , xn h 2 , xn



+



h 2 k1  h 2 k2



+ k4 = hf (tn + h, xn + k3 ) ,







(10.3) (10.4) (10.5)



with f (·) being the nonlinear model and h the step size. The equations are implemented in a header file, while the M ATLAB/S IMULINK interface is defined in a C-file, ([CD 2006]2 and [CD 2006]3 respectively). These are compiled into a Matlab-executable with the MEX compiler, and included in a S-function in S IMULINK, from which it can be accessed as a standard S IMULINK block. In this manner, the model is used in M ATLAB/S IMULINK, but the option of on-line evaluation is retained.



10.2



Verification



The verification of the nonlinear model is performed with basis in Figure 4.4 on page 25, with one block at a time. Only the ”Force and Torque Summation” is not tested separately, as it is considered to be a relative simple. The purpose of the verification is mainly to test the implementation of the nonlinear model. However, some of the flapping responses are compared to results from the literature. The premises are described as 1 /maple/*.mw 2 /model_937a/sf-files/HeliModel.h 3 /model_937a/sf-files/HeliModel.c
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10.2. VERIFICATION • Some parameters described in the model need experimentation, and are not yet available. For this reason, the verification is based on chosen initial-parameters, described in Chapter 11. • Flapping hinge offset e is equaled zero, which means that the phase lag is exactly 90◦ . This simplifies the flapping-responses, and thereby also the verification, but comes at the cost of not being able to identify errors that are related to the hinge offset. The validity of the verification is limited to the implementation of the nonlinear model. As the correct parameters of the Bergen Industrial Twin are not available, the results can only be evaluated qualitatively and not quantitatively4 . When they become available the verification should be repeated. The verification is performed in the way that the helicopter is initialized in a given trim condition. A change in this condition is applied, by way of an input-, state-, or parameter alteration, and the response is considered. Throughout the tests, the rigid-body dynamics are decoupled (except for the verification of the rigid body dynamics and kinematics), in order to obtain stability. That is, only the cause and first effect is observed, as the long-term effects are depended on the parameters. Where possible, alterations with both signs are applied, however only one of the alterations are described. The terms increase and decrease are used to describe the state alterations. The term increase means ”obtaining a more positive value” or that the derivative of the state is positive, and decrease means ”obtaining a more negative value” or that the derivative of the state is negative.



10.2.1



Actuator Dynamics



As mentioned in Chapter 5, the actuators are modeled as rate-limited secondorder systems. The verification is separated into two; first a test of the non ratelimited dynamics, followed by a test of the rate-limitation. In order to test the non rate-limited response, a step is applied on the collective actuator-dynamics Scol , without the rate-limitation. This response is compared to the response of the same dynamics implemented in M ATLAB. As can be seen from the responses depicted in Figure 10.1(a), they exhibit the same risetime, overshoot etc. This indicates that the non rate-limited dynamics are correctly implemented. In order to test the rate limited dynamics, step-inputs are applied to the collective actuator-dynamics, whose response are shown in Figure 10.1(b). By comparing to Figure 10.1(a), it can be seen that the response for Scol = 1 is rate-limited. It can also be seen that the response for Scol = 0.1 does not reach the rate-limitation, hence the response is dependent on the input-amplitude. From this it is concluded that the actuator dynamics are correctly implemented. 4 By qualitative is meant that the sign value is correct. By Quantitative is meant that the sign and magnitude is correct.
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(a) Comparison of the response from M ATLAB (b) Different steps-sizes are applied to test the implentation and C implentation. rate-limitation. Figure 10.1: Verification of actuator dynamics.



10.2.2



Flapping Dynamics



The next block to be verified is the flapping dynamics. This verification is performed based on the methods used by [Prouty 1986, p. 444], which states the flapping characteristics for a counterclockwise rotation. These characteristics are adapted to fit the clockwise rotation used in this model. An overview of the verification is stated in Table 10.1. The table is divided into three columns, where the Initial Condition



Change in Condition



Expected Result



Hover:



θ0 increase A1 increase B1 increase



a0 increase b1 decrease a1 decrease



Hover:



b b



Forward flight:



b



φ˙ constant θ˙ constant



x˙ increase y˙ increase θ0 increase A1 increase B1 increase b



b1 lags shaft and a1 decrease a1 lags shaft and b1 increase a1 increase b1 decrease a0 and a1 increase b1 decrease (equal to hover) a1 decrease (further than in hover)



Table 10.1: Qualitative verification of flapping dynamics.



first indicates the initial condition of the helicopter, the second column indicates the applied conditional-alteration, and the third column indicates the expected result. First of all, input is applied to the helicopter initialized in a hover manoeuvre, in order to test the link between the input and the flapping dynamics. As can be 76



10.2. VERIFICATION seen from the table, the collective input relates to the coning and the cyclic input relates to the longitudinal- and lateral flapping. Hence the mapping between the input and the flapping is correct according to the definitions from Table 4.1 on page 25. Next, the helicopter is exposed to a constant roll- and pitch velocity, initial˙ the flapping ized in a hover manoeuvre. For a constant positive roll velocity b φ, dynamics result in a negative lateral flapping angle b1 , lagging the movement of the shaft. Furthermore, the longitudinal flapping angle a1 is decreased, due to a decreased angle of attack α at Ψ = 90◦ . Similar results are observed in the pitch-case. The next five tests are initialized in a forward flight. When increasing the forward velocity b x, ˙ the lift is increased at the advancing blade and decreased at the retreating blade. This results in maximum lift at Ψ = 180◦ and minimum lift at Ψ = 0◦ , and thereby an increase in the longitudinal flapping a1 . Next, the helicopter is exposed to a sideslip alteration, by means of a positive constant lateral acceleration. The blade at Ψ = 180◦ becomes the advancing blade, while the blade at Ψ = 0◦ becomes the retreating blade, thus decreasing the lateral flapping angle b1 . This phenomenon is known as the dihedral effect, which acts as a stabilizing factor. When increasing the collective input θ0 , the same angle-of-attack alteration is applied on the advancing- and retreating blade. But due to the higher dynamic pressure on the advancing blade, the lift-increase is greater at Ψ = 180◦ than at Ψ = 0◦ . This results in an increase of the coning a0 and the longitudinal flapping a1 . When increasing the lateral input A1 , the lateral flapping b1 is decreased by the same value as for the hover case. But when increasing the longitudinal input B1 , the longitudinal flapping a1 is decreased further than in the hover-case.



10.2.3



Force and Torque Generation



In the verification of the force and torque generation, first the link between the flapping and the forces and torques generated by the main rotor is verified. The result of this is stated in Table 10.2. When initialized in hover, an increasing longitudinal flapping a1 results in a decreasing longitudinal force h Fx.mr and an increasing torque h τy,mr . Similarly, an increasing lateral flapping b1 results in a increased lateral force h Fy,mr and increased torque h τx,mr . When initialized in hover, the vertical velocity b z˙ is zero and the induced velocity vi is positive in order to generate lift. This means that the inflow ratio λ is slightly negative (as defined by (B.1)). For an increasing vertical velocity b z, ˙ the inflow ratio λ is increased and thereby the vertical force h Fz,mr is decreased. In other words; when the helicopter is accelerated downwards (against the ground), the main rotor generates an increasing lift. When increasing the collective input to the main rotor θ0 , the angle of attack is increased, and the vertical force h Fz,mr is decreased and the drag on the blades is increased. That is, the torque h τz,mr is decreased for increasing collective input (as it is initially negative). 77



CHAPTER 10. MODEL IMPLEMENTATION AND VERIFICATION Initial Condition



Change in Condition



Expected Result



a1 increase b1 increase b z˙ increase θ0 increase



h



Hover:



b



y˙ increase θ0,tr increase



λtr increase and t Fy,tr decrease t Fy,tr decrease and t τy,tr decrease



Hover:



b



b



b



b



Hover:



x˙ increase y˙ increase b z˙ increase dtf increase dtp increase



Fx,mr decrease and h τy,mr increase Fy,mr increase and h τx,mr increase λ increase and h Fz,mr decrease h Fz,mr decrease and h τz,mr decrease



h



Fx,d decrease Fy,d decrease b Fz,d decrease towards zero Dtf and b τx,d increase and b τz,d decrease Dtp and b τy,d increase



Table 10.2: Qualitative verification of the force and torque generation.



Similar tests are performed on the tail rotor. When exposing the helicopter to a positive lateral velocity b y, ˙ the inflow ratio λtr is increased and the lateral force t Fy,tr is decreased. An increased collective input θ0,tr increases the generated lift, and thereby decreases the lateral force t Fy,tr , and decreases the torque t τy,tr . In order to test the drag on the helicopter, it is exposed to first an increasing lateral velocity b x˙ followed by an increasing longitudinal velocity b y. ˙ Both cases result in decreasing drag forces b Fx,d and b Fy,d . The vertical drag force is a bit different, in the way that the induced velocity vi results in a positive vertical drag b Fz,d , when initialized in hover. By increasing the vertical velocity b z, ˙ also the induced velocity vi is increased, but slightly less than b z. ˙ This means that the inflow ratio is converging towards zero as b z˙ is increased, and thereby also the vertical drag b Fz,d . By increasing the drag coefficient of the tail fin dtf , the drag force Dtf is increased. This means that the torque b τx,d is increased and b τz,d is decreased. An increase in the drag coefficient of the tail plane results in an increased drag force Dtp and thereby also increased b τy,d .



10.2.4



Rigid Body Dynamics and Kinematics



In order to test the rigid body dynamics and kinematics, the helicopter is initialized in a hover manoeuvre. The resulting forces and torques are all equaled zero, except for one as stated in Table 10.3. First a positive longitudinal force b Fx is applied, which results in a positive longitudinal body-velocity b x˙ and a negative vertical earth-velocity e z. ˙ The heave movement (described in EF) is a consequence of the positive pitch attitude when initialized in hover, together with the fact that the applied force is described in BF. A positive lateral force b Fy , results in a positive lateral body-velocity b y, ˙ and a positive vertical earth-velocity e z. ˙ For a 78



10.3. DISCUSSION Initial Condition



Change in Condition



Expected Result



Hover:



b



b



b



b



Hover:



Fx constant Fy constant b Fz constant b



τx constant τy constant b τz constant



b



x˙ increase and e z˙ decrease y˙ and e z˙ increase b z˙ and e x˙ increase and e y˙ decrease



φ˙ and e φ˙ increase ˙ e ψ˙ affected θ˙ and e θ˙ increase and e φ, b ˙ ˙ e θ˙ affected ψ and e ψ˙ increase and e φ, b



b



Table 10.3: Qualitative verification of the rigid body dynamics and kinematics.



positive vertical force b Fz , the helicopter obtains a positive vertical body-velocity z, ˙ a positive longitudinal earth-velocity e x, ˙ and a negative lateral earth-velocity e y. ˙ Applying a positive roll torque b τx , results in a positive roll body-velocity b ˙ φ. As the transformation matrix (9.14) between BF and EF is described as a 32-1 rotation, it contains zeros at (2,1) and (3,1), thus a roll body-velocity does not affect the remaining earth-velocities. Applying a positive pitch torque b τy , ˙ which distributes to all three earthresults in a positive pitch body-velocity b θ, e ˙ e˙ e ˙ velocities φ, θ, ψ (as described by (9.14)). A positive yaw torque b τz , results in a ˙ which also distributes to all three earth-velocities positive yaw body-velocity b ψ, e ˙ e˙ e ˙ φ, θ, ψ.



b



10.3 Discussion In Section 10.1, a model-implementation in ANSI C, in combination with an interface towards M ATLAB was chosen as platform. Afterwards, the Runge-Kutta integration of the state-vector derivative was described. This was followed by a verification of the implementation of the nonlinear model. The verification was based on chosen initial-parameters, for which reason the results can only be evaluated qualitatively and not quantitatively. No unexpected dynamics were observed during the verification, hence the control design will be based upon this model-implementation, when the parameter estimation is performed.
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Parameter Estimation



11 This chapter treats the parametrization of the derived nonlinear model from previous chapters. Two main approaches toward parameter estimation are discussed and based on this a combined approach is chosen. This approach involves initial parametrization of the model by physical experiments and subsequent tuning of these parameters by use of a system identification method. The purpose of parameter estimation is to identify the constants in the equations defining the nonlinear model. If the first principles model is adequately parametrized it can function as an accurate helicopter simulation model as well as a basis for an accurate linear model from which a linear controller can be designed. Thus, it is of great importance for the application of the model that it is parametrized with accurate parameters. Two main approaches to identification of the physical parameters in modeling of small-scale helicopters have been described in the litterature. A complete system identification in specific operating points has been suggested and implemented by [Mettler 2003] and [Kim & Tilbury 1998]. A broad trend when using this method has been to utilize the system identification technique CIFER1 developed for large-scale helicopters [Tischler & Cauffman 1992]. This type of approach does not parametrize an already existing first-order principles model but instead produces a linear model from flight data. This model can be very accurate in the neighborhood of the operating points [Civita 2002]. The second approach consists of manual tuning of the physical parameters of a first-principles model to recorded flight data, as mentioned in e.g. [Gavrilets et al. 2001]. This is often a tedious and difficult process, but it can, if performed satisfactorily, produce nonlinear real-time and non-real-time flight simulation models which have extended flight simulation capabilities as well as the capability of extracting linear models at arbitrary operating points. Both approaches have their advantages and disadvantages, and the choice of which to employ depends on the purpose of the desired model and the resources and time available for the process. However, it is also possible to combine the two methods. That is, parametrize a first-principles nonlinear model with the physical parameters obtained from a system identification method. A novel variant of such a combination of methods, MOSCA2 , is suggested in [Civita 2002], and has been proven to yield good results. 1 “Comprehensive 2 “MOdeling



Identification from FrEquency Responses” for flight Simulation and Control Analysis”
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CHAPTER 11. PARAMETER ESTIMATION Since the model in this project is based on first principles the natural way of identifying the physical parameters would be to manually find them through design of practical experiments and subsequently tuning them to measured flight data. This approach will be applied. However, if the approach does not produce adequate parameter estimates it will be combined with a system identification method as suggested in the MOSCA technique. However, the parameters defining the dynamics of the actuators will be estimated using system identification. This is done because these dynamics can be determined independently from the rest of the helicopter.



11.1



Parametrization by Physical Experiments



The model described in Chapters 5-9 is a generic model with many parameters that depend on the specific helicopter. These constants can be found in the Nomenclature. Some parameters can be determined without operating the helicopter, e.g. the weight of the helicopter and length of blades etc. However, the remaining parameters depend on the in-flight properties of the helicopter and cannot easily be determined without operating the helicopter. Such parameters are e.g. the drag coefficient Cd and thrust coefficient CT of the main rotor. Dedicated experiments applied in conjunction with relevant equations from the nonlinear model are necessary to determine these parameters. The initial estimates found by this approach may subsequently need some manual tuning to achieve acceptable results. The following sections list a number of experiments necessary for parameter estimation when the helicopter is in a hover-like flight condition. This is not to be understood in the way that the parameters are accurate only for hover flight; they are equally accurate for the whole flight envelope. However, the fuselagerelated drag coefficients are not estimated since they are only important when the helicopter is moving. All experiments are ground-based and they are grouped in order of increasing complexity, beginning with simple measurable entities such as masses and ending with lift-curve slopes of the rotors. A step-by-step execution procedure is presented for each experiment when necessary. When not, a simple explanation is presented.



11.1.1



Straightforward Experiments



Directly measurable with rulers, weigher, etc.. Masses M : Mass of Helicopter [kg] Mmr : Mass of Main-Rotor Blades [kg] Msb : Mass of Stabilizer Bar [kg] 82



11.1. PARAMETRIZATION BY PHYSICAL EXPERIMENTS All of the above masses are measured by weighing them. Distances R Rtr Ro Ri c ctr



: : : : : :



Radius of Main Rotor [m] Radius of Tail Rotor [m] Outer Radius of Stabilizer Bar [m] Inner Radius of Stabilizer Bar [m] Main-Rotor Blade Chord [m] Tail-Rotor Blade Chord [m]



κv κh κv,tr κh,tr κh,tp κh,tf κv,tf



: : : : : : :



Vertical distance from CM to Main Rotor [m] Horizontal distance from CM to Main Rotor [m] Vertical distance from CM to Tail Rotor [m] Horizontal distance from CM to Tail Rotor [m] Horizontal distance from CM to center of tail plane [m] Horizontal distance from CM to center of tail fin [m] Vertical distance from CM to center of tail fin [m]



All of the above distances are measured using a ruler. Note that the distances relating to the Center of Mass (CM) can only be measured after the location of the CM on the helicopter has been determined. Gains and Ratios K0 KA KB G



: : : :



DC-Gain from collective servo to swash plate [·] DC-Gain from lateral servo to swash plate [·] DC-Gain from longitudinal servo to swash plate [·] Gear ratio between Main Rotor and Tail Rotor [·]



The above gains are found by measuring the corresponding angular displacement of the respective servo and the displacement of the swash plate, whereas the gear ratio is found by counting the teeth on the gear wheels.



11.1.2



Medium Complexity Experiments



The parameters estimated by these experiments are directly measurable. However, the experiment setup is somewhat more complex and demanding than the straightforward experiments. CM



: Center of Mass This experiment is carried out to establish an estimate of the position of the CM on the helicopter. This is done to be able to measure the κ distances in the previous section. Two positions of the CM will be found: one with full tank and one with empty tank. This is done to retrieve information about how much the position of the CM changes as the helicopter uses fuel. 83



CHAPTER 11. PARAMETER ESTIMATION Equipment



Step 1



2



3 4 5 Ks



:



String Camera



Description Suspend helicopter from a string in single points: a: In helicopter fuselage (front) b: In main-rotor hub Take photo from at least 3 angles: a: From fuselage side and from rotor top b: From fuselage side Extend string line on photo in graphics software CM is located at intersection of extended lines Mark CM on helicopter, so κ distances can be measured



: Spring constant of main-rotor blade The purpose of this experiment is to establish an estimate of the spring constant of the main-rotor blade.



Equipment Step 1 2



:



Newton meter Angle gauge



Description Attach Newton meter to blade tip Pull Newton meter upwards and log coherent values of forces and TPP angles



Kb ,Kh : Bell- and Hiller Gains The purpose of this experiment is to determine the the Bell and Hiller Gains, which are the gain from the swash plate to main-rotor blade pitch and the gain from the stabilizer bar flapping to pitch of main-rotor blade pitch respectively. The experiment is carried out by use of a ruler. Equipment Step 1 2 3 4 5 6 7 8



:



Ruler



Description For Kb : Place main-rotor blade along x-axis of the HF Give max lateral input Measure main-rotor blade pitch Calculate Kb from this information Place the stabilizer bar in a flapping position Measure flapping angle and MR blade pitch contribution Repeat step 5-6 a few times at different angles Calculate Kh from this information



Ktf : Ttr loss because of tail fin The purpose of this experiment is to determine the the coefficient describing the percentage loss of tail-rotor thrust due to the drag on the tail fin. 84



11.1. PARAMETRIZATION BY PHYSICAL EXPERIMENTS Equipment Step 1 2 3



11.1.3



:



Ruler



Description Find effective area of tail-rotor thrust Find area of tail fin covering the area of thrust. Assume that the percentage of thrust-loss du to the fin equals the percentage of thrust area covered by the tail fin



High Complexity Experiments



The following experiments are categorized as high complexity. The helicopter needs to have its engine running during the experiments. This makes the experiments more challenging. Cd ,Cd,tr : Drag-coefficients on Main-Rotor and Tail-rotor Blades The purpose of this experiment is to determine the drag coefficient from the blades of the helicopter. It should be conducted together with the Cls,tr experiment mentioned below. Cd is found using a ground platform which is able to rotate freely, and a Newton meter. As an approximation, Cd,tr is assumed to equal Cd since the coefficient does not depend on the blade size, so the experiment need only be conducted for the main rotor. Equipment



Step 1 2 3 4 5 6 Cls



:



Servo-position logger, ground platform (freely turnable) Newton meter



Description Attach helicopter to ground platform Set and maintain MR and TR blade pitch to zero. Attach Newton-meter to hub of the TR Start helicopter. Log value of Newton-meter Use (7.25) on page 56 to calculate Cd



: Lift-Curve Slope for Main Rotor The purpose of this experiment is to determine the lift-curve slope of the main rotor. The coefficient is found by mounting the helicopter on a weight and giving negative pitch on the main-rotor blades, such that air is forced upwards. By logging the weight-reading and the pitch angle the coefficient can be calculated. Note that this test neglects the influence of the ground effect.



Equipment



:



Servo-position logger, Weigher (capacity 20-25 kg). 85



CHAPTER 11. PARAMETER ESTIMATION Step 1 2 3 4 5 6



: Lift-Curve Slope for Tail Rotor The purpose of this experiment is to determine the lift-curve slope of the tail rotor. The coefficient is found by mounting the helicopter on a ground platform which can rotate freely and using a newton-meter to measure the tailrotor thrust. The experiment should be conducted with the Cd experiment mentioned above. By maintaining zero main-rotor blade pitch and gradually increasing tail-rotor blade pitch, Cls,tr can be found using the measured increased force-contribution from the tail rotor.



Cls,tr



Equipment Step 1 2 3 4 5 6 Cls,sb



:



Servo-position logger, Newton-meter.



Description Remove tail fin from helicopter Conduct Cd experiment. Increase TR blade pitch from zero. Log TR pitch angle and reading on newton-meter Repeat step 3-4 for a few different pitch angles. Use (7.47) on page 60 to calculate Cls,tr by assuming Ttr = t F y,tr



: Lift-Curve Slope for Stabilizer Bar The purpose of this experiment is to determine the lift-curve slope of the Stabilizer Bar. The coefficient is found by mounting the helicopter on a rigid ground platform and placing a camera along the h x-axis. Photos are taken of the flapping position



Equipment Step 1 2 3 4 86



Description Attach helicopter to weigher Start helicopter. Set mr blade pitch to a negative value (thrust upwards) Log pitch angle and thrust Repeat step 3-4 for a few different pitch angles. Use (7.9) on page 52 to calculate Cls by assuming Ttr = t F y,tr



:



Camera, Ground Platform.



Description Mount helicopter (horizontally) on ground platform Place camera along h x-axis Log values of A1 and B1 (servo outputs) and take photos of stabilizer bar at these angles (e.g. 50%, 100% of max) Use force equations to calculate lift of sb and thereby cls,sb



11.2. TUNING OF PARAMETERS USING SYSTEM IDENTIFICATION



11.2



Tuning of Parameters Using System Identification



The MOSCA method presented in [Civita 2002] integrates the first-principles modeling and system identification techniques by automatically tuning the physical parameters via recorded flight data corresponding to specific operating points of the nonlinear model. This tuning results in a high-fidelity nonlinear model adequate for linear and nonlinear model-based controller design as well as simulation. An overview of the method is depicted in Figure 11.1. A number of ? 1st Principles Nonlinear
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Figure 11.1: Flow chart illustrating the principle of the MOSCA method when two linear models are used [Civita 2002, pp. 12].



linear models each corresponding to desired flight conditions are extracted from the nonlinear model. Flight data in the frequency domain is then recorded at each of the flight conditions. The errors between the measured response and the output of the individual linear models are then used as input to an optimization process. This process tunes the parameters to yield the smallest error possible. The key feature of the MOSCA method is that this optimization is done globally for all chosen flight conditions. This results in a single set of parameters of the nonlinear model, which is accurate for the flight envelope spanned by the chosen operating points. Furthermore, the tuned parameters maintain their physical interpretation in the nonlinear model. By integrating the two techniques according to the above procedure MOSCA combines the benefits of both of them. These benefits can be listed as [Civita 2002, pp.6-7]: 87



CHAPTER 11. PARAMETER ESTIMATION • It is possible to simulate the helicopter in real time and with high fidelity in its full flight envelope. • It is possible to extract, at any operating point, linear models adequate for high-bandwidth controller design with linear control theory. • Via the physical parametrization it is possible to understand and evaluate the effects of changes in helicopter configuration on its dynamics. • It is possible to evaluate quickly, safely and accurately model- or non-model based full envelope flight controllers. The global optimization method used in MOSCA is its key feature. It uses a single cost function to evaluate the difference between the frequency response of the linear model outputs and the measured flight data from the selected flight conditions. System identification for rotorcraft have usually been carried out in the frequency domain because of the disadvantages, due to the effects of noise and instability of the helicopter, when performing the identification in the time domain [Tischler & Cauffman 1992]. Furthermore, by working in the frequency domain the initial states of the model are not required in the optimization process. The cost function utilized in the MOSCA method is defined as J(p) = =



N OP N FR X X



wκ κn,i (p)Wn,i κn,i (p) + wχ χn,i (p)Wn,i χn,i (p) n=1 i=1 wκ κT (p) W κ(p) + wχ χT (p) W χ(p),



(11.1) (11.2)



where NOP is the number of operating points or linear models, NF R is the number of measured frequency responses and p is the vector of parameters of the nonlinear model which are required to be identified. κn,i is the magnitude errors between frequency responses from measured flight data and calculated frequency responses at each operating and frequency point respectively. Similarly, χn,i is the phase error, κn,i = |Gn,i (s)data | − |Gn,i (s)model | χn,i = ∠Gn,i (s)data − ∠Gn,i (s)model . Thus, the matrices κ and χ are represented as   κ1,1 ··· κ1,NF R   .. .. κ =  ... , . . κNOP ,1 · · · κNOP ,NF R   χ1,1 ··· χ1,NF R   .. .. χ =  ... . . . χNOP ,1 88



···



χNOP ,NF R



11.3. IMPLEMENTATION OF PARAMETER ESTIMATION - PROJECT LIMITATIONS Wn,i , wκ and wχ in (11.1) are all scalar weights. Wn,i is used to weigh response data at each frequency point according to accuracy of the data measured at the particular operating point. Accuracy is to be understood here as the partial coherence between measured helicopter output and input at each frequency point [Mettler 2003, pp. 37]. The higher the coherence value (up to a maximum of 1) at a frequency point i, the higher the emphasis on the corresponding errors κn,i and χn,i . Thus, these weights can be collected as 



W1,1  .. W= . WNOP ,1



··· .. . ···



 W1,NF R  .. . . WNOP ,NF R



The remaining weights wκ and wχ are used to weigh the importance of magnitude errors relative to phase errors. To summarize, the cost function represented in (11.1) identifies the parameters by minimizing the squared output error over the range of selected operating and frequency points. The minimization process itself can be performed by different algorithms; MOSCA uses a simplex method algorithm [Civita 2002, pp.31].



11.3



Implementation of Parameter Estimation - Project Limitations



Using the approach described in the above sections it should be possible to parametrize the nonlinear model and obtain a high fidelity simulation model, which also can be used as a basis for extraction of accurate linear models. Even after the initial parametrization using physical experiments it could be possible to obtain a satisfactory model. The critical feature of the model is that it gives an accurate representation of the Bergen Twin helicopter, especially when it is to be used as the basis for a control design. Despite the promising prospect of applying the above-mentioned approaches to parametrize the nonlinear model they have not been applied in this project. This is due to different practical issues regarding the Bergen helicopter platform used in this project. These issues are among others mentioned in chapter 1. The objective of this project is to make the Bergen Twin hover autonomously. Since this requires many different subtasks to be completed, including both the parameter estimation and the practical issues mentioned above, it has been necessary to prioritize them according to importance with respect to the main objective. This prioritization has left the parameter estimation in the lower part of the priority list, so that it, at the time of writing, has not been implemented. However, since the nonlinear model is required to be parametrized for it to be of any use it has been chosen to gather information about parameters from models describing small-scale helicopters fairly similar to the Bergen Twin. Where 89



CHAPTER 11. PARAMETER ESTIMATION parameter data of this type was not available, scaled parameters from large-scale helicopters were used instead. Thus, the parameterized model used in the remainder of this report has not been verified up against the Bergen Twin and is likely not appropriate for control design of this helicopter. However, control design is still conducted on a simulation basis.



90



Trimming and Linearization



12 Based on the parameterized nonlinear model obtained from previous chapters it is possible to commence the design of a model-based control of the helicopter. However, since this work concerns the design of a linear controller, it is necessary to linearize the model in selected flight conditions. This chapter concerns the selection and calculation of the mathematical interpretation of these flight conditions. Furthermore, the chapter continues by describing how the model is linearized in these flight conditions.



12.1



Trimming the Nonlinear Model



The following sections deal with the trimming of the nonlinear model. Trimming of the model is a process which can be thought of as determining a specific flight condition for the helicopter model, e.g. forward flight at 10 m/s. It is then possible to linearize the nonlinear model in this flight condition, thereby making it possible to design a model-based linear controller, which should be able to control the helicopter in and around the flight condition.



12.1.1



Selection of Trim Conditions



This section concerns the selection of the desired trim conditions of the nonlinear model. A trim condition is equivalent to an operating point of the nonlinear model, which can be thought of as the specific flight condition for the helicopter mentioned above. Although many different types of trim conditions can be chosen a trim condition in this context is defined as being an equilibrium of the helicopter model, meaning that the state derivatives and input derivatives all equal zero. Thus, no model states or input signals will change over time when the helicopter model is in a trim condition. Since an equilibrium requires every state and input derivative to equal zero it becomes necessary at this point to define exactly which states and inputs from the nonlinear model are being used when trimming. At a glance, it may seem unnecessary to modify the nonlinear model described in Chapters 5-9. However, the model is required to be reduced in size to also allow for trimming in flight conditions other than hover. This is due to the definition of an equilibrium. For example, if every state in (4.7) on page 27 is used when trimming the model, only the hover flight condition would be possible if the helicopter model was to 91



CHAPTER 12. TRIMMING AND LINEARIZATION be in an equilibrium. Hover is defined here as the flight condition where all the translatory velocities e



˙ = 0. Ξ



(12.1)



˙ does not equal zero the helicopter position Ξ would change If the velocities e Ξ and the model would therefore not be in an equilibrium. Thus, to allow for some degrees of freedom when selecting trim conditions, the number of states used from the nonlinear model needs to be reduced. This is done here by removing the position states Ξ from the state vector, such that it becomes ( Θ= ( b



˙ = Ξ (



b



˙ = Θ (



amr = ( a˙ mr = asb =



n



a˙ sb =



n



Υ=



˙ = Υ



λ=



              n



 φ  θ     ψ     x˙     y˙     z˙     φ˙     θ˙     ψ˙     a   0   a   1   b   1   a˙   0   a˙   1   ˙   b1  = x   a1,sb     b1,sb    a˙ 1,sb  ˙   b1,sb     θ0     A1     B1     θtr   ˙   θ0     A˙ 1     B˙ 1     θ˙tr     λmr  λtr 



(12.2)



Furthermore, the position of the helicopter does not influence its dynamic behavior or stability. This can also be seen by inspecting the lack of feedback of Ξ in Figure 4.4 on page 25. The position only becomes important when navigating the 92



12.1. TRIMMING THE NONLINEAR MODEL helicopter in an environment. This can be performed in a higher level of control however, see e.g. [Holmgaard et al. 2006], and for stability issues the helicopter model is not required to be trimmed in a specific global position. Notice that the vector λ containing the inflow ratios has been appended to the state vector in (12.2) despite the fact that they are not dynamical states. Thus, these are not states in the true sense of the word, but variables depending on other states in a recursively manner. However, they also need to be trimmed to an equilibrium value and this can be achieved by including them in the state vector. The task of selecting the necessary trim conditions depends on the desired behavior of the helicopter and the control strategy used. As defined earlier the goal of this project is to design an LQR controller which is able to maintain the helicopter in hover and hover-like flight conditions. Thus, only one trim condition is needed; the one in hover. This, as any other, flight condition introduces a constraint on the possible values of the state and input vector, which will be described in the following section. The overall outcome of the trimming of the nonlinear model is a state vector and input vector containing values which maintains the helicopter in the selected trim condition. These vectors can subsequently be used to determine a linear, small-signal model in the trim condition concerned.



12.1.2



The Trimming Method



This section describes how the non-linear model is trimmed in the selected trim condition. Although only one trim condition is defined (hover), the method described in the following will also be applicable to any other trim condition. Thus, if it at a later stage is desirable to define additional trim conditions it is possible without change of method. The final non-linear model is defined by the equations stated in Chapters 59 and summed up in Appendix D. With the parameters found in the previous chapter, the model is ready to be trimmed in the selected operating point. By inspecting the model it is evident that the system of equations is recursively defined and non-linear, which also can be seen from Figure 4.4 on page 25. Thus, the dynamics of the helicopter can be expressed as a function [Civita 2002, pp. 25] ˙ x, u, t), x˙ = g(x,



(12.3)



where x is the state vector, u is the input vector and t is the time. The dependency of x˙ on itself in the above equation accounts for the recursive properties of the model. Inspection of Figure 4.4 and Chapter 6 reveals that the self-dependency is present in the flapping dynamics of the main- and tail rotor, more specifically some of the torque equations describing the flapping motion. However, this dependency can be represented as separate terms including only a product between x˙ and a constant or a time-varying expression not depen93



CHAPTER 12. TRIMMING AND LINEARIZATION dent on the state vector, as can be seen from (6.32), (6.36) and (6.40) on page 44. ˙ x, u, t) Thus, it is possible to isolate the terms including x˙ and extract them from g(x, such that [Civita 2002, pp. 25] x˙ = Γ(t)x˙ + g(x, u, t).



(12.4)



Here, Γ(t) represents the constant and time-varying expressions mentioned above. By rearranging the terms one arrives at x˙ = (I − Γ(t))−1 g(x, u, t) ≡ f (x, u, t),



(12.5)



where f (x, u, t) is a new system of nonlinear equations representing the helicopter model. Trimming this non-linear model in an operating point is, according to the definition in the previous section, equivalent to solving 0 = f (x, u).



(12.6)



Finding the solution to this problem is thus equivalent to finding the trim condition of the model, meaning the states and inputs that define the selected operating point. However, by inspecting the system of equations defining (12.6) it is evident that there is a higher number of unknowns than equations. To be precise, there exists 29 state equations and 33 unknowns, originating from 29 states and 4 inputs. Thus, to be able to solve (12.6) exactly it is necessary to introduce 4 constraining equations to the non-linear system. These constraints are also used to specify the desired trim condition. A specific trim condition is in this context specified using the quantities: The ˙ and the helicopter yaw angle ψ. For example, a translatory velocity vector e Ξ trim condition could be specified using the constraints e    x˙ 5 e˙ Ξ = e y˙  = 5 (12.7) e z˙ 5 ψ = 0 rad.



(12.8)



This specification will allow the system of equations in (12.6) to be solved such that the helicopter would move in a positive direction along all axes according ˙ with a yaw angle ψ maintained at zero degrees. Although ψ is a necessary to e Ξ constraint on the model, the state does not influence the stability of the helicopter in any way. It merely defines a desirable feature of the helicopter movement and is included as in [Civita 2002]. The above example of a specific flight condition is illustrated in Figure 12.1. The reason why the constraints in (12.8) dictate a specific trim condition is that they are all related to the state vector x. ψ is directly ˙ is related to b Ξ ˙ in the state vector by included in the vector and the velocity e Ξ the 3-2-1 direction-cosine rotation defined in (9.4) on page 68. Thus, b
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˙ = Rbe e Ξ. ˙ Ξ



(12.9)



12.1. TRIMMING THE NONLINEAR MODEL



Figure 12.1: The equality constraints used to define the specific helicopter trim condition. The blue arrows indicate the components of the resulting velocity illustrated with cyan.



To solve the system of nonlinear equations in (12.6) the M ATLAB function fsolve() is used. This function uses a nonlinear least-squares algorithm which is based on a subspace trust region method and an interior-reflective Newton method. Further information about the algorithms is available through the M ATLAB help.



The input to fsolve() is the system of equations including the 4 constraints along with an initial guess of the state and input equilibrium to be found. Following a sequence of iterations the output of fsolve() is then, provided that it was possible to find a convergent zero-solution, the state and input values corresponding to a particular trim condition.



The values of the state vector in hover trim condition and the input vector as



   Scol 1.85 · 10−1  Slat   2.94 · 10−4      Slon  ' −8.20 · 10−4  = u. Str 1.59 · 10−1 



(12.10)
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˙ = Ξ (



b



˙ = Θ (
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n



a˙ sb =



n



Υ=



˙ = Υ



λ=



              n
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(12.11)



tr



These values of the states in this trim condition also satisfy a physical explanation of the hover equilibrium. Mainly, the values show that the helicopter has a small positive inclination about the b x-axis. This is necessary to counteract the force generated by the tail rotor in the positive b y-axis direction.



12.2



Linearization of Nonlinear Model



A linearization of the nonlinear model is obtained by deriving the first-order Taylor series expansion in the selected trim conditions such that the small-signal lin96



12.2. LINEARIZATION OF NONLINEAR MODEL ear model becomes [Civita 2002]  ∂f   ˙ ∆ x ' ∆x +   ∂x xtrim  ∂h   ∆x +  ∆y ' ∂x xtrim



∂f ∆u ∂u utrim . ∂h ∆u ∂u 



(12.12)



utrim



The second equation ∆y, containing the partial derivatives of a function h is introduced for control design purposes. It describes the dependency of the outputs y of the states and inputs, such that y = h(x, u, t).



(12.13)



Because the helicopter model is derived by first-principles modeling, h is basically a simple linear function which can be defined as needed to select certain states as outputs of the model. For example, if all states are required as outputs and there is no feedthrough of the inputs, h(x, t) = Ix,



(12.14)



where I is an identity matrix. Similarly, if only some of the states, as e.g. the helicopter translatory velocities and yaw angle, are required as outputs h would be h(x, t) = Hs x.



(12.15)



Here, Hs is a quadratic matrix with zeros in its diagonal except for the places which correspond to the states desired as outputs. In these places, the entries in the diagonal are ones. Since h in this context is already a linear vector function and not dependent on the model inputs, (12.12) can be rewritten as  ∂f   ∆x˙ ' ∂f ∆x + ∆u ∂x xtrim ∂u utrim . (12.16)   ∆y = Hs ∆x To calculate the partial derivatives in (12.16) a two-point central difference method is applied. The principle of this method is illustrated for a single state in Figure 12.2. Two points xtrim −∆x and xtrim +∆x are selected and their corresponding function values x˙ trim − ∆x and x˙ trim + ∆x are found. The partial derivative is then calculated as f (xtrim + ∆x) − f (xtrim − ∆x) ∂f = ∂x 2∆x xtrim



x˙ trim + ∆x˙ − x˙ trim + ∆x˙ 2∆x ∆x˙ = . ∆x



=



(12.17)
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Figure 12.2: The principle of the central difference method illustrated in two dimensions.



For ∆x approaching zero the above expression approaches the partial derivative evaluated at xtrim . A large ∆x would naturally increase the discretization error in the calculated derivative and because of computational limitations a too small ∆ would introduce a round-off error. ˙ x ˜ = ∆x, y ˜ = ∆y and u ˜ = ∆u to describe the small-signal ˜˙ = ∆x, Denoting x values, the system in (12.16) can be rewritten as ( ˜˙ = A˜ x x + B˜ u , (12.18) ˜ = Hs x ˜ y where A and B are the Jacobian matrices for x and u respectively. The system in (12.18) is now linearized in the selected trim condition, thereby making the design of a model-based linear controller possible. For ease of notation the ˜· is omitted in the upcoming control design chapter; it is implied that work is performed on the linear model unless otherwise mentioned. Also note that the inflows in λ are not included as states in the linear model although they were trimmed in the previous chapter. This is because they are not modeled as dynamical states in the nonlinear model.
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Part III



Estimation and Control The main focus of this part is the design of autonomous control of the helicopter system. The first chapter however, deals with the subject of sensor fusion because not all of the necessary dynamical variables from the mathematical model are directly available through the sensors on board the Bergen Twin helicopter, and because some sensors yield redundant information. The two remaining chapters encompass the design of linear quadratic control for the helicopter as well as the design of a state estimator. These chapters include tests of the controlled helicopter with respect to certain performance requirements.
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Sensor Fusion



13 The sensors mounted on the helicopter are not directly able to measure all the states, and redundancy between some of the sensor readings exist. This chapter describes the sensor fusion which deals with the issues of combining the various sensor readings into one ”measurement vector”, containing all the measured states.



13.1



Introduction



A block diagram of the sensor fusion is illustrated in Figure 13.1. As can be u ? Model b¨
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Figure 13.1: A high-level overview of the sensor fusion, together with the connection to the state estimation.



seen, the fusion is separated into two major algorithms, attitude determination and position- and velocity fusion. The attitude determination algorithm makes use of sensor information from ¨ + b g)imu , and the the magnetometer b Fmag , the inertial measurement unit (b Ξ ¨ cal calculated from the model. The result of this algorithm is an acceleration Ξ attitude Θpre needed for the position fusion and velocity fusion. This algorithm 101



CHAPTER 13. SENSOR FUSION ¨+ utilizes also information from the GPS Ξgps , the inertial measurement unit (b Ξ b b ˙ g)imu and Θ. The result of this algorithm is a ”measurement vector” containing the position Ξf and the velocity b Ξ˙ f together with the attitude Θf and angular ˙ f . Only the three latter vectors are used by the state estimation covvelocity b Θ ered in Chapter 15, however the global position is included in the sensor fusion, with high level navigation of the helicopter in mind. The placement of the sensors on the helicopter is significant and should be taken into consideration. For some sensors, e.g. the accelerometer, a mathematical compensation should be made if the sensors are not placed directly in th CM. In this project this task has been given low priority and due to this, it will be assumed that all sensors are placed in the CM. Furthermore, it assumed that all sensors sample at the same frequency.



13.2



Attitude Determination



The helicopter is equipped with a magnetometer, which is used to determine the direction of the magnetic field of the earth relative to the helicopter. It measures the direction of the earth’s magnetic field (flux), which alone is not sufficient for the attitude determination. The measurement is ambiguous as there exists an axis along the magnetic field lines, about which a rotation can be performed without alteration in the measured flux. Hence further sensor information is required for an unambiguous attitude determination. As can be seen from Figure 13.1, the data from the IMU is chosen as supplementary sensor information. It measures the sum of acceleration of the helicopter and the gravitational acceleration. What is needed by the attitude-determination algorithm is only the gravitational acceleration, and for this reason the acceleration of the helicopter needs to be subtracted. This acceleration can be found through the helicopter model, as the acceleration is a function of the input.



13.2.1



The Basic Idea



The basic idea in the attitude determination is inspired by [Hall 2003], and deals with the issue of combining sensors and mathematical models to collect vector ˆ components in EF and BF. As mentioned previously, the earth’s gravity field g ˆ is used to determine the attitude. The components of the acand magnetic field m celeration of gravity described in BF, b g, is extracted from the accelerometer, while the components of the magnetic field described in BF, b m, is directly measured by the magnetometer. Together with the mathematical model of the gravity- and magnetic field described in EF, e g and e m respectively, an attitude-determination algorithm is used to find the rotation matrix Rbe such that b



102



g = Rbe e g ∧ b m = Rbe e m.



(13.1)



13.2. ATTITUDE DETERMINATION As described in Chapter 9, the attitude (and the rotation matrix) is described by the three Euler angles φ, θ and ψ, i.e. three variables. Due to the fact that a unit vector only describes two variables because of the unit vector constraint, each of the above mentioned measurements contributes with two variables. That is, with the introduction of the sensor information from the accelerometer, the attitude determination becomes an over-determined problem instead of an underdetermined problem. The attitude determination actually becomes an attitudeestimation issue with three unknowns and four known quantities. According to [Hall 2003], the attitude determination can be categorized into two major categories; deterministic attitude determination and statistical attitude determination, both of which are briefly described in the following. Deterministic Attitude Determination One of the simplest deterministic algorithms is the Triad Algorithm. It is based on discarding one piece of information, so that an explicit solution exists. This algorithm has become popular due to its simplicity, however, the greatest drawback is that it can only utilize two measurements [Shuster & Oh 1981]. In addition, even when only two measurements are available accuracy is lost, as some information is discarded. Statistical Attitude Determination By using a statistical algorithm, all sensor information is utilized, which provides a better estimate of the rotation matrix Rbe [Hall 2003]. For a set of N unit vecˆ k , k ∈ {1, . . . , N }, there exists a sensor reading described in BF b vk and a tors v mathematical description in EF e vk . In this case these are defined by     b vk = b m b g ∧ e vk = e m e g , (13.2) and the objective is to find the rotation matrix such that b



vk = Rbe e vk .



(13.3)



This set of equations is over-determined for N ≥ 2, and the equation can not be satisfied for each measurement. Thus a solution of Rbe that minimizes the error for each measurement is desired. One way to find this solution is to minimize the loss function defined by [Wahba 1965] N



1X wk |b vk − Rbe e vk |2 , J (Rbe ) = 2



(13.4)



k=1



where wk is a set of non-negative weights. If the mathematical models and the measurements are all perfect, (13.4) is satisfied for all N , and J = 0. Given an amount of measurement noise or other errors, then J > 0. 103



CHAPTER 13. SENSOR FUSION Various algorithms for minimizing this loss function are available. It was shown by [Keat 1977] that the quadratic loss function in the rotation matrix in (13.4) can be transformed into a quadratic loss function in the corresponding quaternion. This transformation simplifies the issue, as the quaternion is subject to fewer constraints than the nine elements of the rotation matrix. Choice of Algorithm It has been chosen to use a statistical algorithm for attitude determination, in order to utilize all the available sensor information. As mentioned previously, the algorithm is based on two measurements; namely the acceleration of gravity and the magnetic field, both given in the BF. However, by choosing a statistical algorithm, it can be extended to include additional measurements as for instance the angular velocity. Various algorithms exist for minimizing Wahba’s loss function defined in (13.4); among others the q-method. This deals with finding the eigenvalues and eigenvectors of a given matrix, which might be computationally demanding. Other algorithms, as for instance the QUEST algorithm (QUaternion ESTimator) finds numerical estimates to the solution of the eigenproblem, and is thus less computational demanding. However the q-method is chosen.



13.2.2



q-Method



According to [Hall 2003], the loss function in (13.4) can be rewritten as J (Rbe ) = −



N X



T



wk b vk Rbe e vk ,



(13.5)



k=1



from which the gain function g (Rbe ) =



N X



T



wk b vk Rbe e vk ,



(13.6)



k=1



is defined. That is, minimizing the loss function J (Rbe ) is equivalent to maximizing the gain function g (Rbe ). The key feature in the algorithm is to restate the problem in terms of a quaternion instead of the rotation matrix. According to [Hall 2003] the attitude determination can be reduced to the eigenvalue problem K¯ qopt = λmax q ¯opt ,



(13.7)



where the optimal attitude q ¯opt is described by the eigenvector corresponding to the largest eigenvalue λmax of K. This is the 4 × 4 matrix   S − σI3×3 Z K= , (13.8) ZT σ 104



13.2. ATTITUDE DETERMINATION with B=
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S = B + BT  Z = B23 − B32



(13.10) B31 − B13



B12 − B21



σ = tr (B) .



T



(13.11) (13.12)



The result of the algorithm is hence a quaternion describing the optimal attitude, which for the use in this project needs to be converted to Euler angles. The implementation and test of this algorithm is described in the following section.



13.2.3



Implementation



The q-method has been implemented in C, and is to be found at [CD 2006]1 . The function att_determination(), calculates the optimal eigenvector, while quat2euler() transforms this quaternion into the three Euler angles that describe the 3-2-1 rotation matrix. This transformation is implemented as demonstrated by [Pamadi 1998, p. 346]. The algorithm is based on measurements of the earth’s gravity- and magnetic field. But as mentioned in Section 13.2.1, the gravity field is not directly measurable, hence the acceleration of the helicopter needs to be calculated and subtracted. However, this is not yet implemented, and it is assumed that the IMU measures the gravity directly. Hence the attitude determination algorithm currently only applies in a stationary condition, that is, the accelerations of the helicopter are all zero. The mathematical description of the gravity- and magnetic fields is obtained through measurements, when headed north  T g = 0 0 9.82  T e F = 0.153 0.008 −0.438 . e



(13.13) (13.14)



Ordinary math-libraries are not directly usable in an RTAI-patched Linux kernelspace. Instead the implementation makes use of alc_lib [CD 2006]2 , which provides the needed linear-algebra functions. Test In order to test the implementation, a testbed upon which the helicopter could be mounted would be preferable. In this manner, the helicopter could be exposed to given attitudes, and thereby enable a complete verification. However, such a platform is not available, hence the algorithm is tested in an intuitive and 1 /source/helicopter/rt/sensorfusion/att_det.c 2 /source/helicopter/include/linlib/
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CHAPTER 13. SENSOR FUSION not completely controlled manner. As the implementation does not yet encompass the subtraction of the helicopter-acceleration the test is limited to stationary testing, without any accelerations but the gravitional. It is conducted as three individual tests, where rotations are performed about one axis at a time. These attitude-alterations are defined by eye, hence the exact level of the angle can not be evaluated. First, the helicopter is exposed to heading-alterations from 0 to 2π in steps of π/2. The result of the test is plotted in Figure 13.2, where the yaw angle ψ is φ θ ψ
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Figure 13.2: The helicopter is exposed to heading-alterations between 0 and 2π in steps of π/2.



correctly estimated by the algorithm, and returned in the region −π ≤ ψ ≤ π. As can be seen, the roll- and pitch angles are calculated as being close to zero. It can also be seen that the angles toggle between two levels, which is a result of the quantization-error of the accelerometer-measurement. Next, the helicopter is exposed to roll- and pitch alterations between −π/2 and π/2 in steps of π/4. This result is plotted in Figure 13.3, where the alterations are performed first from 0 to π/2, followed by alterations from 0 to −π/2. As can be seen, the roll- and pitch angles are also approximately correct. However, the algorithm returns heading-alterations even though it is attempted maintained constant. The test of the attitude determination algorithm shows that the heading is estimated rather well, while the roll- and pitch axes are correlated during either a roll attitude or pitch attitude. Two obvious sources of errors can be mentioned • Attitude-alterations are defined by hand and eye, and not proper test equipment. • Sensors are not 100 % aligned to the BF Besides this, it is indicated by the relatively noisy estimate of the heading in Figure 13.3(a), which suggests that the algorithm is very sensitive to certain attitudes. This of course limits the reliability of the test, and thereby the possibility 106
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13.3. POSITION AND VELOCITY FUSION
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(a) Pitch-alterations between −π/2 − π/2.
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(b) Roll-alterations between −π/2 − π/2.



Figure 13.3: The helicopter is exposed to roll- and pitch alterations in steps of π/4.



to conclude whether the algorithm performs satisfactory. To be able to draw this conclusion the test should be performed under more controlled circumstances.



13.3



Position and Velocity Fusion



The kinematic sensors on board the Bergen Industrial Twin provide redundant information which must be fused to yield accurate state information. Specifically, the sensors that provide provide redundant information are the accelerometer which measures accelerations in the BF and the GPS which measures the position of the helicopter in the EF. The correlation between these sensor measurements is due to the fact that the acceleration is equal to the position differentiated twice. The magnetometer can, together with the accelerometer, be used to determine the attitude of the helicopter, as described in section 13.2, while the gyroscope measures the rotation rate of the helicopter. The gyroscopic measurement is correlated with the indirect attitude measurement, because the rotation rate is equal to the attitude differentiated once. To fuse these two sets of sensors a standard Kalman filter is used. The filer is used in such a way that one sensor reading together with the kinematics represent the time update-step and the other sensor reading the measurement update-step. That is, some sensors are used to represent the model and some are used in the update step as actual sensors. The state vector of the Kalman filter for sensor fusion is   Ξf ˙ f, Xf =  Ξ (13.15) Θf 107



CHAPTER 13. SENSOR FUSION ˙ f is the fused estimate of the where Ξf is the fused estimate of the position, Ξ velocity, and Θf is the fused estimate of the attitude. The indirect measurements are denoted by the vector Uf , which is defined as  ¨ imu Ξ Uf = ˙ , Θimu 



(13.16)



¨ imu is the acceleration of the helicopter measured by the IMU, and Θ ˙ imu where Ξ is the euler rate of the helicopter measured by the IMU. The sensor model is defined as        ˙− Ξ Ξf 0 1 0 0 0 ¨  f  ¨−  ˙ f  + 1 0 Ξimu (13.17)  Ξf  = 0 0 0  Ξ ˙ imu Θ − ˙ 0 0 0 0 1 Θ Θ f f The direct measurements are denoted by the vector Zf , which is defined as  Ξgps , Θpre



 Zf =



(13.18)



where Ξgps is the position of the helicopter measured by the GPS, and Θpre is the attitude prediction derived in section 13.2. Uf (k − 1) ? Bf Xf (k − 1) Af 
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Figure 13.4: The structure of the Kalman filter for fusing sensor readings. Uf is the acceleration reading given in the BF and the reading of the rotation rate. Zf is the GPS reading and the attiude reading.



Figure 13.4 depicts the structure of the Kalman filter for sensor fusing. The idea of the filter is to use a combination of indirect measurements and propagation of the old state estimate, to give a prediction of the next sample of the state vector. The propagation is a form of dead reckoning which is corrected by the direct measurements. The prediction is then corrected by the remaining absolute 108



13.3. POSITION AND VELOCITY FUSION measurements weighted by the Kalman gain, to give an optimal state estimate [Drolet et al. 2000]. The prediction of the state is calculated through X− f (k) = Af Xf (k − 1) + Bf Uf (k − 1),



(13.19)



where Af propagates the states not contained in Uf from the old estimate Xf , which in this case is the translatory position, and Bf propagates the measurements contained in Uf . The covariance and Kalman-gain calculations are the same as for a standard linear Kalman filter P− f (k) = Af Pf (k − 1)Qf Uf (k − 1), Kf = Pf (k) =



− 0 0 P− f (k)Hf (Hf Pf (k)Hf (If − Kf Hf )P− f (k).



(13.20) −1



+ Rf )



(13.21) (13.22)



The update step introduces the remaining sensor readings. The sensor readings contained in Zf are those that measure either the position or the attitude directly, that is, without an time-accumulating error. The update step or estimate is given by − Xf (k) = X− f (k) + Kf (Zf (k) − Hf Xf (k)).



(13.23)



The fused estimate Xf (k) is used in the state estimator in Section 15 to compute an estimate that also incorporates information from the model. The weighting of the indirect and direct measurements are controlled by Qf and Rf which are the covariance of the indirect and direct measurements respectively. These are used to tune the fusion algorithm in accordance with the accuracy of the sensor readings. The matrices associated with the kinematical part of the sensor fusion are defined in continues time and afterwards discretized to obtain the matrices on a form that can be implemented directly in the sensor-fusion algorithm. The continuous-time Af,con matrix for the fusion is defined as
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(13.24)



which means that the translatory position differentiated is equal to the translatory velocity. 109



CHAPTER 13. SENSOR FUSION The continuous-time Bf,con matrix for the fusion is defined as



Bf,con
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which means that the translatory velocity differentiated is equal to the sensor reading of the acceleration, and that the euler position differentiated is equal to the sensor reading of the euler rate. The continuous-time Cf,con matrix for the fusion is defined as
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which means that the the translatory velocity and the euler position can be measured and this information is then used in the update part of the filter. The continues matrices Af,con , Bf,con and Cf,con are discretized to get the discrete matrices Af , Bf and Cf , respectively. The discrete-time Af matrix for the fusion is then  1 0  0  0  Af =  0 0  0  0 0 110
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13.3. POSITION AND VELOCITY FUSION The discrete-time Bf matrix for the fusion is defined as  1 2 0 0 0 0 0 2 Ts 1 2  0 0 0 0 0 2 Ts   1 2  0 0 0 0 0 2 Ts    Ts 0 0 0 0 0   Ts 0 0 0 0 Bf =    0  0 0 Ts 0 0 0    0 0 0 0 Ts 0    0 0 0 0 Ts 0  0 0 0 0 0 Ts The discrete-time Cf matrix for the fusion is defined as   1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0   0 0 1 0 0 0 0 0 0   0 0 0 0 0 0 0 0 0    Cf =  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0   0 0 0 0 0 0 1 0 0   0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1



(13.28)



(13.29)



This sensor fusion provides a fused estimate of the position Ξf , the velocity ˙ f , and the euler angle Θf . This method of fusing the sensors does not allow Ξ ˙ f with the available on board sensors. For for a fused estimate of the euler rate Θ now, the measurement from the sensor will be used directly in the state estimator.



13.3.1



Simulation



The purpose of the simulation of the sensor fusion is to illustrate and verify that the algorithm functions as expected. The simulation will show only a part of the sensor fusion, namely the position estimate resulting from the fusion of the GPS and accelerometer. The reason for selecting the position for this simulation is that it very clearly shows the advantage of using fusion of several sensors, rather than using only one. The sensor fusion does not depend on the helicopter model, nor does the fusion algorithm depend on which kind of object the sensors are attached to. In the following simulation, an object travels a distance and noisy sensor readings from the GPS and the accelerometer3 is generated. For illustrative purposes only two dimensions of the position estimate is shown. In Figure 13.5(a) the actual trajectory is shown together with the noisy GPS measurements. Figure 13.5(b) shows 3 The accelerometer reading is transformed to be stated in the EF before being used in the algorithm.
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(a) The actual trajectory and the GPS measure- (b) The actual trajectory and the double intements. grated acceleration measurement. Figure 13.5: Simulation of sensor fusion.



the position calculated by the noisy accelerometer readings. The accelerometer readings are integrated twice to obtain a position estimate. Due to this double integration the position estimate diverges from the actual position as more and more measurement are made. In Figure 13.6 the sensorfusion algorithm is used to obtain an estimate of the position that combines the GPS readings with the accelerometer readings. As it can be seen the estimate is less noisy than the position given by the GPS alone, and has no time-dependent divergence as is the case when the accelerometer is used alone. The weighing of the GPS measurements relative to the accelerometer measurements are controlled by the two weighing matrices Q and R. Fused meas. Actual trajectory
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Figure 13.6: The actual trajectory and the fused estimate of the position.



The conclusion of the simulation of the algorithm is that it is possible to obtain 112



13.4. DISCUSSION a better estimate of the position, when using both the GPS and the accelerometer readings, and the weighing matrices are tuned in accordance with the noise levels of the sensor readings.



13.4



Discussion



The purpose of the sensor fusion is to obtain a measurement vector from the sensors available. None of the sensors can measure the attitude of the helicopter directly, but by combining the magnetometer with the accelerometer, it is possible to calculate the attitude, given that the gravitational vector can be extracted from the accelerometer measurement. It is suggested to use the acceleration estimate from the model to extract the gravitational vector from the accelerometer measurement. This introduces a recursive dependence on the attitude. This is due to the fact that the model uses the attitude determined by the sensor fusion algorithm and the sensor fusion algorithm uses the accelerations estimated by the model. Wether this recursiveness introduces instability has not been investigated. Some general remarks regarding this issue can be made. As long as the accelerations of the helicopter are small, as e.g. in hover-like flight, the recursive dependence is also small, and instability is less likely to occur. This issue should be examined further. When the observer and sensor fusion is implemented on the helicopter, together with the sensors, it would be possible to run the sensor fusion together with the observer to see if the state estimation is functioning satisfyingly. The simulation of the attitude determination also showed some correlation between the roll movements and yaw movements, and between the pitch movements and yaw movements. The reason for this has not bin pinpointed and more testing should be done to locate the source of the error. The position and velocity fusion algorithm showed promising results in the simulation. The simulation showed that a combination of two sensor yielded a better result than either of the two on their own. The weight matrices Qf and Rf expresses the covarians of the sensor measurement. In this simulation the entries of the matrices were selected based on a iterative tuning. The same could be done when implementing the algorithm on the helicopter, alternatively to finding the covarians of the involved sensors.
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Linear Quadratic Control



14 The combination of a linearized model from 12.2 and the state information available through fusion of sensor information makes it possible to design a model-based linear feedback controller for the helicopter platform. This chapter describes the steps taken to produce a linear quadratic regulator (LQR) for the helicopter, assuming full state information is available. The introduction of a state estimator will follow in the succeeding chapter. Note that only small-signal values are treated during the design. In the simulation of the controlled system, the plots show the large-signal values.



14.1



Preliminary Model Investigations



The continuous-time linear model of the helicopter in the hover flight condition obtained through trimming and linearization in Chapter 12 was found to be ( x˙ = Ax + Bu , (14.1) y = Hs x where the A : 27 × 27 and B : 27 × 4 matrices are found in Appendix E The state and input vectors for the linear model are   ˙ T ˙ amr a˙ mr asb a˙ sb Υ Υ ˙ bΘ (14.2) x = Θ bΞ T  (14.3) u = Scol Slat Slon Str . The matrix Hs defines the outputs of the linear model and can be chosen arbitrarily. However, since the purpose of the controller is to maintain the helicopter in ˙ are chosen as outputs. Furthermore, the stable hover, the translatory velocities b Ξ yaw angle ψ is chosen as the fourth output. These four states correspond to the ones defining the constraints used for computation of the trim conditions. The 4 × 27 output matrix thus becomes   0 0 1 0 0 0 ··· 0 0 0 0 1 0 0 · · · 0  Hs =  (14.4) 0 0 0 0 1 0 · · · 0 . 0 0 0 0 0 1 ··· 0 By plotting the poles and transmission zeros of the model (14.1) in the complex plane it is possible to get an overview of the model properties. This plot is depicted in Figure 14.1. Furthermore, the poles of the model are listed in Table 14.1 115
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Figure 14.1: The poles and transmission zeros of the continuous-time linear model.



As seen from the table, the linear model has a complex-conjugate pole-pair in the right-half of the complex plane and is thus unstable, despite it was linearized in an equilibrium of the nonlinear model. This is due to the fact that it was in reality not linearized exactly in the equilibrium but in a neighborhood around it, defined by the displacement ∆ in section 12.2. Table 14.1 shows that the model has three complex-conjugate pole-pairs above 100 rad/s. Due to their high frequency and light damping these poles are assumed to originate from the three secondorder models describing the flapping dynamics of the helicopter as mentioned in Chapter 6. Since the design of a controller based on the linear model will be performed in discrete time, it is necessary to determine a sample frequency fs . To be able to capture even the fast flapping-dynamics accurately when sampling, the sample frequency is chosen to be fs = 400 Hz ' 2513 rad/s.



(14.5)



Thus, the sampling frequency is more than 10 times the frequency of the fastest 116



14.2. CONTROL GOALS AND REQUIREMENTS Pole



Multiplicity



Frequency [rad/s]



Damping



0 -0.0396 ± 0.0893i 0.0268 ± 0.614i -0.783 -1.55 -3.39 ± 21.5i -6.30 ± 37.6i -48.9 ± 5.10i -85.0 ± 52.7i -10.3 ± 103i -51.0 ± 186i -11.2 ± 201i



1 2 2 1 1 2 2 2 4 2 2 2



0 0.0977 0.615 0.783 1.55 21.8 38.1 49.1 100 104 193 201



-1 0.40498 -0.043516 1 1 0.15566 0.16534 0.9946 0.85 0.099484 0.26457 0.055907



Table 14.1: The poles of the linear model and their multiplicity, frequency and damping.



of the poles in Table 14.1, which can be interpreted as the bandwidth of the linear model. Using the Zero-Order Hold discretization method, the discrete-time linear model then becomes ( xs (k + 1) = Φs xs (k) + Γs u(k) (14.6) ys (k) = Hs xs (k) At this point it convenient to investigate if the discrete model is controllable. That is, if it is possible for a finite control-input sequence u(0), u(1) · · · u(N ) to force the system from an arbitrary state x0 (0) to another arbitrary state x1 (N ) [Franklin et al. 2002]. This can be examined by forming the controllability matrix C for the model, which is   C = Γs Φs Γs Φ2s Γs · · · Φn−1 (14.7) Γs . s For a system to be controllable, the 27 × (4 · 27) matrix C has to be non-singular and thereby have full rank. By using the M ATLAB functions ctrb() and rank() the rank of C was found to be rank C = 27.



(14.8)



Thus, all states of the model in (14.6) are controllable through the model input. This makes it possible to continue with the design of the LQ controller.



14.2



Control Goals and Requirements



As mentioned earlier in this report, the overall goal of the control is to stabilize the helicopter model in a steady-state hover. Furthermore, the helicopter is also 117



CHAPTER 14. LINEAR QUADRATIC CONTROL required to have a fixed heading in hover. This amounts to the following requirements to the feedback control of the nonlinear model: ˙ =0 I Stationary translatory velocities must be maintained at e Ξ II Stationary yaw angle must be maintained at ψ = 0. With respect to the linear model and when omitting disturbances such as eg. wind, these demands can always be met using Linear Quadratic control, since in this case the controller guarantees stability. This is not necessarily guaranteed when controlling the nonlinear model. Only when the states of the nonlinear model do not deviate too much from the hover trim condition will it be possible for the controller to stabilize the model in hover. Real-world helicopters are subject to both disturbances and references. Due to the application, the helicopter is to be used for, it is chosen to include the possibility of applying references to the hover control of the helicopter. This approach will make it feasible to place the helicopter in flight conditions other than hover, e.g. with a velocity e x˙ = 1m/s. Because the linear model originates from a linearization of the nonlinear model in the hover equilibrium, a controller based on this linear model will not be able to stabilize the nonlinear model when subjected to large references. From an immediate assessment, a reasonable goal is that the controlled helicopter in steady-state should be able to follow: • A maximum reference on velocities of |e x| ˙ = 2 m/s, |e y| ˙ = 2 m/s and |e z| ˙ = 2 m/s. • Step references • References on only one output at a time; multiple references are not to exist simultaneously. • A maximum reference on yaw angle of |ψ| = π. Furthermore, the controller should also be able to reject disturbances to a certain extent. In this project, only wind disturbances are considered. This type of external disturbance influences the helicopter dynamics in two ways; a force generated on the helicopter fuselage and a change in the advance ratios µx , µy and µz mentioned in Section 6.2. A reasonable way of implementing a wind disturbance would be to account for both of the above effects. As with the references, an immediate assessment has led to a set of requirements for the controller. The controller should in steady-state be able to reject: • The effect of a 3-dimensional wind disturbance velocity vector w • A wind-vector magnitude of up to |e wmax | = 2 m/s • A wind-disturbance bandwidth of 2 Hz 118



14.3. LQR DESIGN The requirements on the handling of references and rejection of wind disturbances are to be met concurrently. Beyond the goals and requirements for the controlled helicopter, the LQ design techniques described in Section 14.3.2 allows for a degree of direct control over the performance of the closed-loop system. Specifically, the Pincer Procedure [Franklin et al. 2002] can be used to introduce a constraint on the transients of the closed-loop, thereby indirectly making it possible to constrain the settling times on all states. Thus, by using this procedure it is possible to set up demands on their settling times. The maximum allowable settling times on the controlled outputs are chosen as: ˙ is 5 s • Maximum settling time for b Ξ • Maximum settling time for ψ is 5 s It should be noted here that these requirements are made for the velocities in the BF, and not the EF. It is also important to emphasize that the above requirements on the settling times are design guidelines only, since they can not be related to the overall goals of the steady-state behavior of the helicopter. Furthermore, they are not necessarily met when controlling the nonlinear model.



14.3



LQR Design



This section encompasses the design of the Linear Quadratic controller for the nonlinear model. First, a brief introduction to the concept of optimal control is presented. Thereafter, the design of the closed-loop feedback without wind disturbances is presented, followed by a description of reference following by integral action. The controller performance is then adjusted to meet the requirements stated in Section 14.2. Last, the wind disturbance model is introduced and the controller is tuned with respect to rejection of this disturbance.



14.3.1



The Principle of Optimal Control



Without going into extensive elaboration on the subject, the following gives a brief summary of the principle in optimal control. The summary is based on [Franklin et al. 2002] and [Soerensen 1995]. Given the discrete model in (14.6), the purpose of optimal control is to determine an input u(k) such that the cost function N



J =



1X T [x (k)Q1 x(k) + uT (k)Q2 u(k)] 2



(14.9)



k=0



is minimized. Here N is the finite time-horizon, under which the minimization is performed. Due to the quadratic cost function this is known as least squares optimization. Q1 and Q2 are matrices that define the performance of the controller 119



CHAPTER 14. LINEAR QUADRATIC CONTROL by weighting the states relative to each other and the input. They are chosen by the control designer and must be symmetric and positive semidefinite. Since u(k) is defined in the control law as u(k) = −L(k)x(k),



(14.10)



minimizing (14.9) is equivalent to computing the feedback gain matrix L(k). The solution to (14.9) is referred to as the algebraic Riccati equations, L(k) = [Q2 + ΓT S(k + 1)Γ]−1 ΓT S(k + 1)Φ T



S(k) = Q1 + Φ S(k + 1)[Φ − ΓL(k)].



(14.11) (14.12)



These equations are solved backwards in time starting with k = N . Note that both L and S are time-varying matrices because they are computed for the finite sample sequence N . Since a linear control law is desired in the helicopter control problem, the feedback matrix L needs to be constant. Thus, by letting N → ∞ a steady-state solution for L(0) can be found. The control law then becomes (14.13)



u(k) = L(0)x(k),



An illustration of the linear system with feedback is depicted on Figure 14.2. This u(k) - Γs



+ h + 6



xs (k + 1) - z −1



xs (k)



q



q



- Hs



ys (k) -



Φs 



−Ls (0) 



Figure 14.2: The linear model with state feedback.



constant-gain solution of L is called the Linear Quadratic Regulator (LQR) because it is the optimal solution for a linear system when using a quadratic cost function, and because it is computed in for steady-state, which is often used within regulator design.



14.3.2



Multivariable LQR Control Design Techniques



The selection of the weighting matrices Q1 and Q2 is essentially the core design parameters when designing LQR control for a system. Trial and error combined with experience is often the designer’s method of finding weights appropriate for a given problem. However, a few techniques that act as guidelines for the designer do exist. According to [Franklin et al. 2002], Bryson and Ho suggested an approach where only the important outputs are weighted using a diagonal matrix Qy such 120



14.3. LQR DESIGN that Q1 = HTs Qy Hs .



(14.14)



Thereby, the states not included in the output y(k) are not punished directly in the cost function. The diagonal entries in Qy are then selected such that a fixed percentage change of each state makes an equal contribution to the cost [Franklin et al. 2002, p.400]. This can be achieved by selecting the entries as   2 1/y1,max 0 0 0 2   0 1/y2,max 0 0 , Qy =  (14.15) 2   0 0 1/y3,max 0 2 0 0 0 1/y4,max where y1,max , y2,max , y3,max and y4,max are the maximum allowable deviations on the four outputs. The diagonal entries of Q2 are chosen in a similar way, such that   1/u21,max 0 0 0   0 1/u22,max 0 0 . (14.16) Q2 =    0 0 1/u23,max 0 2 0 0 0 1/u4,max By introducing a scalar ρ it is still possible to weigh the input and output relatively by trial and error. Hence, the cost function, using the Bryson and Ho approach, becomes ∞



J =



1X T [x (k)HTs Qy Hs x(k) + ρuT (k)Q2 u(k)] 2



(14.17)



k=0



Another design technique applicable to multivariable systems is the Pincer Procedure. As mentioned in Section 14.2, this procedure allows the introduction of a constraint on the maximum settling time of the system states. This is done by constraining all discrete-time closed-loop poles within a circle of radius 1/α, where α ≥ 1. This ensures that every transient in the closed loop decays at least as fast as 1/αk [Franklin et al. 2002]. A way to introduce this on the optimal control design problem is to multiply the cost function in (14.17) with αk such that: ∞



Jα =



1X T [x (k)HTs Qy Hs x(k) + ρuT (k)Q2 u(k)]α2k 2 k=0 ∞



1X T = [z (k)HTs Qy Hs z(k) + ρvT (k)Q2 v(k)], 2



(14.18)



k=0



where z(k) = αk x(k),



v(k) = αk u(k).



(14.19) 121



CHAPTER 14. LINEAR QUADRATIC CONTROL The transformation of the states and input leads to a revised set of the state equation in (14.6), which is z(k + 1) = αΦs (αk x(k)) + αΓs (αk u(k)) = αΦs z(k) + αΓs v(k)



(14.20)



Thus, by using (14.20) as the basis for the cost function the resulting control law is v(k) = −Lα (0)z(k), which can be rewritten as αk u(k) = −Lα (0)(αk x(k)), and reduced to u(k) = −Lα (0)x(k).



(14.21)



Hence, the feedback matrix Lα (0) from (14.21) is optimal for the state equations in (14.20). And because the transformed state z(k) is guaranteed to be stable, using Lα (0) as the feedback gain with the original system therefore implies that x(k), according to (14.19), must decay at least as fast as 1/αk . The remaining issue is to relate the value of α to the maximum allowable settling time ts . [Franklin et al. 2002] suggests that α > 1001/k = 100Ts /ts ,



Ts = 1/fs .



(14.22)



Computing α this way ensures that all states settles to less than 1% within the ts specified.



14.3.3



Full-State Feedback Control



The following describes the implementation of above-mentioned methods on the linear model in (14.6). First of all, the weighting matrices have to be selected. ˙ and ψ can not be determined based on practical The maximum deviation on e Ξ demands; there are no requirements on maximum values of any of the outputs. Hence, the diagonal entries of Qy are chosen somewhat arbitrarily as  2  1/3 0 0 0  0 1/32 0 0  . Qy =  (14.23) 2  0 0 1/3 0  0 0 0 1/32 Saturations exist on the inputs, however. Based on the saturation values listed in the Nomenclature and the trim-condition values from (12.11) it is possible to 122



14.3. LQR DESIGN determine an upper limit for the deviation on the control signal. Thus, Q2 is chosen as   1/0.12 0 0 0  0 1/0.72 0 0  . (14.24) Q2 =   0 0 1/0.72 0  2 0 0 0 1/0.4 The weighting between output and input is initially chosen as ρ = 10. By applying the settling time ts =5 s from Section 14.2 to (14.22) it can be guaranteed that the requirements on settling times are met for all states. The results yield α = 1000.0025/5 = 1.0023. The discrete-time closed-loop poles are then restricted within a circle with radius |z| = 1/α = 0.9977.



(14.25)



The feedback Ls,α is computed using the M ATLAB function dlqr(), for which the inputs are the system matrices αΦs , αΓs and the matrices Q1 and Q2 . The resulting closed-loop system becomes ( x(k + 1) = (αΦs − αΓs Ls,α )x(k) + Γs u(k) . (14.26) y(k) = Hs x(k) One way to evaluate the performance of the closed-loop system is to investigate the transient response of the output to initial conditions. Conducting this test however, resulted in an unstable closed loop system, when Ψ had an initial condition. It is strongly suspected that this instability was caused by errors in the numerical solution of the recursively defined inflow equations, which are described in Appendix B. A more detailed description of these errors and their effect can be found in Appendix F. The problems could be overcome by increasing the weight on the input Str substantially, such that Q2 becomes   1/0.12 0 0 0  0 1/0.72 0 0  . Q2 =  (14.27) 2  0 0 1/0.7 0  0 0 0 1/0.042 Thus, less control effort is now available on the tail-rotor servo. Figure 14.3 displays the transient responses to four cases of unit-state initial conditions, with this new value of Q2 . Examination of the results shows that ev123
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Figure 14.3: The transient responses of the closed-loop control to unit-state initial conditions.



ery state is able to settle well within the 5 s specified. To be more precise, they all settle within 1 % before 2 s. This leaves room for an increase in the ρ-scaling between the outputs and inputs in the cost function. This would lessen the weighting on the states and increase the weighting on the input signals. However, as seen from the plots in Figure 14.3(a)- 14.3(d), the input signals are still well below 124



14.3. LQR DESIGN the saturation limits. Due to this, it is not considered to be necessary to increase ρ at this point.



14.3.4



Feedback Control with Integral Action



The control feedback is at present able to stabilize the nonlinear helicopter model in a hover. However, using only proportional state feedback it is not able to track references on the output or disturbances on the input or output. Thus, some sort of additional control needs to be introduced to allow the controlled system to meet the reference and disturbance requirements listed in Section 14.2. By introducing integral action in the controller model, it is possible to remove the effects of constant disturbances on the closed loop system and add reference tracking. The integral action is achieved by introducing the integral state xi (k), such that [Soerensen 1995] xi (k + 1) = xi (k) + e(k) = xi (k) + r(k) − y(k). r(k) is the reference vector for the system states, and e(k) is the output error. xi (k) integrates the output error of the system and can thus remove the steadystate error on the states if fed back negatively to the input. When the integral state model is introduced to the controller model from the previous section, the result is ( xs (k + 1) = αΦs xs (k) + αΓs u(k) The system model : (14.28) y(k) = Hs xs (k)  xi (k + 1) = xi (k) + r(k) − y(k) . The integral state model : (14.29) By augmenting the total state vector x(k) with the integral state such that x(k) =







xs (k) xi (k)



T



,



(14.30)



the augmented system description with integral action on the output error is      αΦs 0 αΓs   x(k) + u(k) x(k + 1) =   0 −Hs I       = αΦx(k) + αΓu(k)     e(k) = −Hs 0 x(k) . (14.31)    = H x(k) e        0 I x(k) x (k) =  i    = Hi x(k) To account for the augmented system when computing the optimal feedback gain Lα (0) it is necessary to include the integral states in the cost function. This can 125



CHAPTER 14. LINEAR QUADRATIC CONTROL be done by introducing two new weight matrices Qe and Qi ; one for the output error and one for the integral states. The cost function is then, again using the pincer procedure, ∞



Jα = =



1X T [e (k)Qe e(k) + xTi (k)Qi xi (k) + ρuT (k)Q2 u(k)]α2k 2 1 2



k=0 ∞ X



[(αk x(k))T Q1 (αk x(k)) + ρ(αk u(k))T Q2 (αk u(k))],



(14.32)



k=0



where Q1 = HTe Qe He + HTi Qi Hi .



(14.33)



The matrix Qe is essentially similar to Qy from Section 14.3.2 if r(k) = 0. The optimal control law computed, using (14.32) and the weight matrices, is then u(k) = −Lα (0)x(k)     xs (k) = − Ls,α (0) Li,α (0) xi (k)



(14.34)



Note that the feedback gain Lα (0) is partitioned into two gains: Ls,α (0) and Li,α (0). The structure for the augmented system in (14.31) with feedback is illustrated in Figure 14.4. r(k)+ e(k) - h − 6



1 z−1



xi (k) - −Li,α (0)



+ h + 6



u(k) -



Nonlinear Model



xs (k) q - Hs



y(k) q-



−Ls,α (0) 6



Figure 14.4: The closed loop system with augmented feedback yielding integral action.



For the computation of the feedback gain, the weighting matrices are chosen as (14.35)



Qe = Qy −4



Qi = 10



Qe



(14.36)



That is, the weighting on the output error is the same as the weighting on the output when no reference was present. The weighting on the integral states are much less than on the output error weights to make the integral control less aggressive 126



14.3. LQR DESIGN compared to the proportional control. It is possible to say that the matrices Qe and Qi together define the equivalent of a PI-controller. To investigate how well the controlled system performs when tracking r(k), the maximum step references of 2 m/s defined in Section 14.2 are applied to the system. Negative reference of the same size were also applied, and showed similar results. The responses are shown in Figure 14.5. Note that the responses and references are stated in the EF, which makes sense when navigating the helicopter in real-world situations. The relationship between a velocity vector in BF and EF is given by the rotation matrix Reb such that e



˙ = Reb b Ξ. ˙ Ξ



(14.37)



The rotation matrix Reb is described in Section 9.1. The plots in Figure 14.5 show good reference tracking capabilities of the closedloop system. The 1 % settling time on every output is within 3.5 s of the time of the step reference, and the overshoot is almost non-existent except for e y. ˙ The reason for the overshoot on this output state is assumed to be the increased weighting on the Str input. The movement along the b y-axis is influenced by thrust generated from the tail-rotor as well as main-rotor. By inspecting Figure 14.5(c), it can be seen that inputs Slat and Slon are decreased just after t =1 s. This forces the helicopter in a positive direction along the b y-axis and a negative direction along the b x-axis. During that time, Str is decreased to decrease the thrust generated by the tail rotor. This decreases the yaw angle ψ and thus directs the above-mentioned movement along b x and b y to an equivalent positive movement along e y-axis, which is what is desired. However, because of the less control effort available on Str , the settling of the helicopter movement in the direction of the e y-axis is slower than it would have been if more control effort was available. The conclusion is nonetheless that introduction of the integral action in the feedback has made it possible to track references on either of the output satisfactorily. However, it is also necessary to investigate to closed-loop performance to external disturbances.



14.3.5



Rejection of Wind Disturbance



To evaluate the closed-loop system’s performance while an external disturbance is present it is required to form a model of the disturbance. In the case of the wind disturbance, some of the properties of the disturbance have already been listed in Section 14.2, which is required to be rejected by the controller. To restate, the general properties of the three-dimensional wind-disturbance vector are: • The maximum wind speed is |e wmax | = 2 m/s • The maximum frequency of the wind speed is 2 Hz 127
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Figure 14.5: The transient responses to references on each of the outputs.



Accurate wind models can be of high complexity and describe many different wind conditions. In this project, a fairly simple wind model is used to simulate disturbances on the nonlinear helicopter model. Based on the model suggested in [Kadmiry 2002], the continuous-time disturbance model describing the wind 128



14.3. LQR DESIGN speed |e w(t)| used here is e



| w(t)| =



Nw (0, σt2 )



 |e wmax | |e wmax | + sin(ωg t) + . 2 2 



(14.38)



It basically consists of two signal models. The first term Nw (0, σt2 ) is a zero-mean white-noise stochastic process with variance σt2 . This term represents wind speed originating from turbulence. The second and third term in (14.38) enclosed in square brackets is a sinusoidal signal with frequency ωg and with signal values ranging from 0 to |e wmax |. This signal represents wind gusts. Hence, the wind speed model consists of the effects of turbulence and wind gusts. To be able to apply the above-listed property-requirements to the wind speed model in (14.38) it is presumed that the maximum allowable speed |e wmax | relates to the speed of the wind gusts only. Thus, the contribution made by the turbulence to the total wind speed is allowed to force |e w(t)| beyond 2 m/s and 2 Hz. With values inserted, (14.38) becomes |e w(t)| = Nw (0, 0.12 ) + sin(4π t) + 1.



(14.39)



The variance of the white-noise process is chosen somewhat arbitrarily as σt2 = 0.1; it should be well below 2 m/s, yet large enough to make an impact on the closed-loop system during simulation. The frequency of the wind gust is of course chosen as ωg =2 Hz. A plot of |e w(t)| is depicted in Figure 14.6. Now 3
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Figure 14.6: A time plot of the wind-speed disturbance |e w(t)|.



that the wind speed model is determined, it is necessary to determine a model for the change of direction of |e w(t)| in the three-dimensional earth frame. The wind-velocity vector e w(t) can be represented using spherical coordinates as   cos θw sin φw 0 ≤ θw ≤ 2π e w(t) = |e w(t)|  sin θw sin φw  , , (14.40) 0 ≤ φw ≤ π cos φw 129



CHAPTER 14. LINEAR QUADRATIC CONTROL where θw and φw designates the longitude and latitude, respectively. To simulate change of direction of the wind vector, a model of the change in these two angles over time needs to be formed. To keep it simple, the models are chosen as (14.41)



θw (t) = π sin(ωθ t) + π π π φw (t) = sin(ωφ t) + . 2 2



(14.42)



The rate of change of the direction of the vector e w(t) is determined by the frequencies ωθ and ωφ . These should be somewhat lower than the frequency of the 2π wind gusts, and are selected as ωθ = 2π 3 and ωφ = 5 . A plot of the wind disturbance is shown on Figure 14.7. Note that the simple model used in (14.41) and 4
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Figure 14.7: A time plot of the complete wind-velocity disturbance e w(t) =[e w e w e w ] T . x y z



(14.42) causes the wind-velocity vector to have fairly dominant e z-axis component for a large portion of the time. The wind disturbance influences the nonlinear model through the advance ratios µx ,µy , µz , drag on fuselage D, drag on the planes Dfp , Dtp , and tail fin Dtf . The advance ratios now become b



x˙ + wx ΩR b y˙ + wy µy = ΩR b z˙ + wz µz = . ΩR



µx =



(14.43) (14.44) (14.45)



The components of the drag on the fuselage must now be computed using b



˙ = bΞ ˙ old + b w, Ξ



(14.46)



˙ used in calcuwhich is to be understood in the sense that the new value of b Ξ lations equals the old value plus the wind-velocity vector. The same goes for 130
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Dfp , Dtp and Dtf . Since the wind-velocity needs to be expressed in the BF, it is transformed using the rotation matrix Rbe , which is described in Section 9.1. At this point it would be interesting to investigate the closed-loop system performance when it is subject to both references on the outputs and the wind disturbance. Figure 14.8 shows the system’s transient responses when tracking
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Figure 14.8: The transient reference-tracking performance of the closed-loop system when subject to wind disturbance.
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CHAPTER 14. LINEAR QUADRATIC CONTROL references, as in Figure 14.5, but including the disturbance. As seen from the plots, the integral action makes the closed-loop able to track the references fairly well. The wind disturbance can, because it directly affects the force computations in the nonlinear model, be considered as an input disturbance and can thus be rejected by the integral action. However, because the wind input is not constant, it can not be removed completely in steady state by the integral effect. Since the wind disturbance is known, it is possible to introduce that model in the controller and thereby counteract the disturbance effects. However, the complete knowledge of a wind disturbance is a fictive scenario and from a practical point of view it would not make any sense to include the disturbance model in the controller. An apparent property of the outputs shown in Figure 14.8 is the considerable fluctuation in b z˙ compared to the other outputs. This is very likely to be caused by the dominant b wz component of the wind disturbance. For large periods of the simulation time b w is pointing nearly along the b z-axis. Therefore, the output b z˙ is influenced more by the disturbance than the other outputs. This is also the reason why the step reference in Figure 14.8(d) is only 1.5 m/s. It was found that the closed-loop system became unstable when subjected to a reference of 2 m/s on b z. ˙ Thus it must be concluded that the model is more sensitive to wind disturbances acting nearly perpendicular to the main rotor.



14.4



Conclusion



In Section 14.2 several goals concerning the steady-state performance of the closedloop system with linear quadratic control. First of all, the closed-loop system should be able to hover in steady-state. Secondly, it should be able to track ref˙ and the yaw angle ψ while subject to wind disturerences on the velocities e Ξ bances. Following two LQR design techniques the attained controller was tuned and the closed-loop system’s transient response to both disturbance and reference inputs was investigated. The results showed that the controlled system was able to satisfy almost all of the listed goals. Only when tracking a reference given on e z˙ did the controller not perform completely as desired.
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State Estimator Design



15 Up until this point full state-information has been assumed for the LQR feedback. This is however, not the case for many real systems, including the Bergen Twin helicopter platform. As mentioned in Chapter 13 only a limited amount of sensory equipment is available and thus only a subset of the system states can be measured. To overcome this problem and make state feedback possible it is necessary to estimate the remaining states. This chapter encompasses the design of an optimal state-estimator, also known as a Kalman predictor.



15.1



Preliminary Estimator Considerations



An estimator uses the measurable outputs of a system to reconstruct the states of the system. The optimal estimator design used in this project is as the controller based on the linearized model (



xs (k + 1) = Φs xS (k) + Γs u(k) ym (k) = Hm xs (k)



(15.1)



.



Note however, that the output matrix Hm is different from Hs in the model (14.6) used for control. The outputs needed for optimal estimation are all the measurable states and not only the controlled states. Based on Chapter 13 the measurable ˙ and states are assumed to be the helicopter attitude Θ, its translatory velocity b Ξ ˙ The 9 × 27 output matrix thus becomes its angular velocity b Θ.



Hm



 1 0  0  0  = 0 0  0  0 0



0 1 0 0 0 0 0 0 0
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(15.2)
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CHAPTER 15. STATE ESTIMATOR DESIGN To verify that it actually is possible to reconstruct the complete state vector xs from the measurable outputs, one can form the 9 · 27 × 27 observability matrix 



Hm Hm Φs Hm Φ2s .. .







      O=      Hm Φsn−1



(15.3)



of the linear system, where n is the number of system states. O is required to be of full rank for the system to be observable. Performing the computation yields rank O = 27,



(15.4)



which is the number of full states and thus also full rank.



15.2



The Principle of Optimal Estimator Design



If the linear model in (15.1) is extended to encompass state noise ex (k) and output noise ey (k), such that (



xs (k + 1) = Φs xs (k) + Γs u(k) + ex (k) ym (k) = Hm xs (k) + ey (k)



,



(15.5)



it can be thought of as to represent the real system. These noise contributions are assumed to be white, uncorrelated sequences with a gaussian distribution and E{ex (k)} = 0,



E{ex (k)eTx (k)} = Rex



(15.6)



E{ey (k)} = 0,



E{ey (k)eTy (k)}



(15.7)



= Rey



By using the model in (15.1), it is possible to design a closed-loop estimator for the system in (15.5) as ˆ s (k + 1) = Φs x ˆ s (k) + Γs u(k) + K(k)[ym (k) − Hm x ˆ (k)], x



(15.8)



ˆ s (k) is the estimate of the state vector xs (k) and K(k) is the estimator where x feedback. A structural overview of the estimator is shown in Figure 15.1. 134
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Figure 15.1: The structure of the linear state estimation.



The problem in the estimator design process is to determine the feedback gain ˜ s as matrix K(k). By introducing the estimator error x ˜ s (k) = xs (k) − x ˆ s (k), x



(15.9)



it is possible to say, for a system as (15.5), that the optimal feedback gain is the one that minimizes the variance of the estimator error. Such an estimator is denoted the Kalman Predictor and K(k) the Kalman gain. Note that the optimal gain in (15.8) is time-varying. However, as with the control design it can be assumed that the system runs for such a long period of time that it mathematically can be treated as if it runs for an infinite time. Thus the problem of determining K(k) can be reduced to finding the steady-state Kalman gain K(0) [Franklin et al. 2002]. There is a duality between the Riccati equations used to determine the controller feedback gain L(0) in Section 14.3.1 and the equations used to determine K(0). This is because the solutions to the latter problem are also found by minimizing a cost function - this time expressed used the variance of the estimator error. Without elaborating further on the description of this solution, it is for estimator design purposes necessary to mention that there is a duality between the weighting matrices Q1 , Q2 and Rex , Rey . Thus, the latter two matrices can be used as design parameters when determining the Kalman gain. Ideally, Rex and Rey should equal the variance on the noise ex and ex in the system. Only when this is true, will it be possible to call the estimator optimal. However, knowledge of these all these variances is often not available and the designer has to select values for the entries Rex and Rey to find a suitable estimator gain. The gain is always optimal in the sense that it is the optimal solution to the problem of minimizing the cost function characterized by Rex and Rey . As with the control design, when the matrices are used as design parameters, often only the diagonal entries are different from zero. There are no specific guidelines when selecting the diagonal entries of Rex and Rey when no knowledge of the true noise variances is present. However, one can think of the relative size of the matrices as a measure of the focus of the estimator. If the diagonal entries of Rex are much larger than those of Rey , then 135



CHAPTER 15. STATE ESTIMATOR DESIGN the estimator assumes that the measured output ym (k) is accurate because of the small variance on the measurement noise. Thus, the estimator gain K(0) will be larger to emphasize the last term in (15.8). Since the estimator-error dynamics can be expressed as ˜ s (k + 1) = [Φs − K(0)Hm ]˜ x xs (k),



(15.10)



the gain K(0) determines the poles of the system, and thereby how fast the error decays. A large K(0) will thus make the error decay, and thus the estimator, faster. A small value will obviously have the opposite effect. Hence, by selecting the entries of Rex and Rey one controls the dynamics of the estimator. These dynamics should always be stable so that the estimated state ˆ (k) converges towards x(k) for k → ∞. x When measurement noise is not an important issue, it is usually satisfactory to design the estimator such that the poles of its error-dynamics are 2-4 times faster than the closed-loop poles of the controlled system [Franklin et al. 2002]. This will ensure that the total response of the system is dominated by the controller dynamics.



15.3



Estimator Design



Based on the information from the previous section, the task of designing the estimator comes down to selecting the weight matrices Rex and Rey . Since no information about the variances of the system error ex (k) and the measurement error ey (k) is available for the helicopter system, the matrices are chosen as Rex = I



(15.11)



Rex = 10−3 I.



(15.12)



and



The scaling of 10−3 is chosen to emphasize the measured values of the system output considerably when estimating the remaining states. This is done because no knowledge of the noise on the outputs was available and therefore no measurement noise is added during simulation. Thus, the estimator utilizes the measured outputs from the nonlinear system to a far greater extent than the information in ˆ s (k). the linear model when producing x This also gives rise to a large estimator gain and fast estimator-error dynamics. The feedback gain is computed using the M ATLAB function dlqr(). To investigate the speed of the dynamics of the estimator-error compared to the dynamics of the controller, a plot of the poles of linear closed-loop system along with the poles of the error dynamics is shown on Figure 15.2. For purposes of overview and comparison, the resulting closed-loop poles are transformed to continuous time using the relation z = esTs . As can be seen from the figure, the 136
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Figure 15.2: The poles of the closed-loop linear system and the estimator-error dynamics.



estimator-error dynamics are much faster than the closed-loop system dynamics. This should yield an estimation of the state vector governed very much by the measured outputs of the nonlinear model. A structural overview of how the estimator is inserted in the closed-loop is depicted in Figure 15.3. This structure is equivalent to the S IMULINK implementation of the entire controlled system. Notice that the entire state vector xs (k) is available from the nonlinear model, but only the measured outputs are used in the estimation. However, to investigate the performance of the estimator, when the helicopter is near the hover flight-condition, the information about the non-measurable entries of xs (k) are useful. They can be used to examine the transient behaviour of ˜ s (k). This is done for the flapping angles a and velocities the estimator error x a˙ for the main rotor, and the results are showed in Figure 15.4. For this simulation, the wind disturbance mentioned in Section 14.3.5 is also applied, but no references are applied because the estimator is based on the model linearized in hover, and to force it in a different flight condition from hover would result in steady-state errors on the state estimates. 137
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Figure 15.3: The structure of the closed-loop system with state estimation.
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(b) Estimator error on the flapping velocities.



Figure 15.4: The estimator error for the main-rotor flapping angles and velocities when closed-loop system is subject to wind disturbance.



As can be seen from Figure 15.4, the estimator error is bounded and fairly small. However, because the system is subject to the wind disturbance and because the nonlinear system is forced out of the hover equilibrium the error never reaches zero. By inspecting the plots it is also clear that the frequencies of the wind-velocity disturbance propagate through the observer. A similar set of plot for the flapping of the stabilizer bar is depicted on Figure 15.5, and similar conclusions as for the main rotor can be made here. The error is bounded and the closed-loop system is stable, so it must be concluded that the observer performs satisfactorily. The estimation errors on the remaining 138
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Figure 15.5: The estimator error for the stabilizer-bar flapping angles and velocities when closed-loop system is subject to wind disturbance.



˙ are not plotted. This non-measurable entries in the state vector, namely Υ and Υ, is because they are of less importance in the sense that it would be somewhat uncomplicated to mount sensors on the helicopter that could measure them, if this proves necessary. Tests of the closed-loop system’s reference-tracking capabilities have also been performed with the estimator in the loop. The same references as given in Section 14.3.5 were applied to the system and no noticeable performance reduction was present. All closed-loop tests were conducted in S IMULINK , and in Appendix E a figure of the simulation environment is depicted. Furthermore, all necessary S IMULINK and M ATLAB files are available on [CD 2006].



15.4



Conclusion



A state estimator is necessary in the controlled helicopter system because not all states of the Bergen Twin helicopter are measured by sensory equipment. Thus, a state estimator has also been introduced in the model-based design of the closedloop system. An optimal steady-state estimator (Kalman) gain has been computed using the M ATLAB function dlqr() based on selected variance matrices Rex and Rey for additive noise on the model states ex and additive noise on the outputs ex . The estimator performance in closed-loop has been investigated while the system was subjected to wind-disturbances, and the error on the non-measurable states has shown to be bounded and of acceptable size. The latter conclusion is based on the fact that the closed-loop system still was stable during the tests and 139



CHAPTER 15. STATE ESTIMATOR DESIGN that system also performed satisfactorily during reference-tracking. Despite the above conclusions, the performance of the estimator must be evaluated in view of the fact that the estimator is only simulated. Besides the general design considerations, not many important conclusions on estimator performance can be made when it is not implemented on the real system. Or, at least when it does not enter in a simulation environment where reasonably accurate, from a practical point of view, noise signals do exist.



140



Part IV



Conclusion and Future Work This part concludes the report. The first chapter summarizes the main results from the previous parts and evaluates them with respect to the overall goals of the project. The final chapter continues with the discussion of the results and main issues of the project by suggesting possible improvements and future perspectives.



141



Conclusion



16 The overall goal of this thesis has been to render a modified RC helicopter capable of low-speed autonomous flight, with the aim of participating in the International Aerial Robotics Competition. An assessment of the challenges involved herein has led to a number of project objectives, found in Section 1.1, which all are required to be completed successfully for the helicopter to achieve autonomous flight. The following listing comprises the main results from the project work towards the fulfillment of each of these objectives. A general conclusion with respect to the overall goal then follows. Objective B - Model: A full flight-envelope, nonlinear helicopter model has been developed using the 1st principles method. This model incorporates actuator dynamics, flapping-dynamics, force and torque generation, and rigid body dynamics and kinematics. The model has been tested qualitatively and behave as expected. At the time of writing, the model does not incorporate a mathematical description of the yaw-rate controller, which is an integral part of the helicopter. The description should be implemented in the model, as the yaw controller is required for the helicopter to be controllable for a pilot via a radio link, to enable acquisition of flight data. Besides this unimplemented feature, there is another issue regarding the model. During simulation of the model, some irregular behavior of the model dynamics were observed. The reason for this behavior has not been located, but is suspected to be related to a numerical solution to a recursive model equation, describing the air inflow through the rotors. An in-depth investigation should be conducted to find the reason for these irregularities. The nonlinear model has been implemented in the C programming language to permit real-time execution on computer on board the helicopter, and interfaces between the model and a M ATLAB/S IMULINK simulation environment have been defined. A verification of this implementation has not revealed any unexpected behavior. A thorough verification of the nonlinear model itself has yet to be conducted. This however, requires an accurate parametrization of the model along with flight data from the real helicopter. Objective C - Parametrization: The developed nonlinear model is generic in the sense that it can be adapted to describe different types of helicopters. This adaptation consists of parameterizing the model to suit a specific helicopter, which in turn means 143



CHAPTER 16. CONCLUSION that parameters for the specific helicopter have to be determined. At the time of writing, not all parameters have been determined, although an approach for obtaining the remaining parameters have been designed. The first step in this approach is to estimate the parameters through physical experiments. If this does not yield satisfactory results, the second step is to perform system identification using flight data from the helicopter. Objective D - Linearization: Linearization of the nonlinear model in a trim condition (operating point) is required for the design of a linear controller. A generic trimming method capable of determining arbitrary trim conditions of the helicopter model has been described and implemented. Furthermore, a generic linearization method capable of linearizing the nonlinear model in any of these trim conditions has been described and implemented. The application of these methods on the overall project goal has produced a linear model of the helicopter dynamics in a hover equilibrium. Objective A - Controller: A linear, optimal controller has been designed for stabilizing the helicopter, and to provide hover-like flight capabilities of the controlled system. Through simulations, the controlled helicopter has proven itself capable of maintaining stability and tracking step references applied on its translatory velocities of up to 1.5 m/s. Applying larger references has resulted in instability of the helicopter. The above step references have all been applied in combination with a wind disturbance. This disturbance was modeled as a sum of sinusoidal wind gusts with a velocity of up to 2.0 m/s and turbulence modeled as low amplitude white noise. As the correct helicopter parameters has not yet been identified, the controller is designed with basis in a linearized version of the model with nonverified parameters. Thus, no conclusions about the ability of the controller to stabilize the real helicopter can be made. Objective E - Estimation: The sensors on board the helicopter provide redundant information about the kinematic behaviour of the helicopter. Therefore, some means of intelligent sensor fusion have been designed and to some extent implemented on the real helicopter system. Specifically, an attitude-determination algorithm fusing the information from an on board magnetometer and Inertial Measurement Unit (IMU) has been designed and partly implemented on the on board computer (OBC). The verification of the implemented algorithm has produced promising results, however, further tests in more controlled test environments are required for more precise conclusions. Furthermore, a sensor fusion algorithm combining the measurements of the on board Global Positioning System (GPS), the IMU and the attitude esti144



mate has been designed. The purpose of this algorithm is to fuse redundant sensor information and thereby obtain one measurement vector, to be used by the state estimation. The sensor fusion algorithm is implemented in M ATLAB, where simulations produce satisfactory results. A state estimator based on a steady-state Kalman predictor has been designed to provide the controller with the non-measurable states. The estimator has proved itself capable of bounding the estimation error during simulations of the closed-loop system, when this was subjected to both step references and wind disturbances. Objective F - Instrumentation: With regards to the avionic instrumentation on the helicopter, several experimental setups have been used during the course of this project. The IMU and the OBC have been replaced to obtain a functional setup. With regards to the software development, only the attitude determination algorithm has been partly implemented on the helicopter system. The remaining sensor fusion algorithm, controller and state estimator have yet to be implemented. The overall conclusion of this thesis is that the goal of rendering the miniature helicopter capable of autonomous flight has not been achieved. This is a direct cause of the above conclusions. However, if the project is considered in a broader perspective, the underlying reason has been the magnitude of the individual objectives mentioned above. That is, the combined workload required for the completion of all objectives has been too extensive for a single student project within the time frame available.
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Perspectives



17 As mentioned in the conclusion, not all of the objectives have been fulfilled. This chapter describes some of the most evident and important subjects to be covered in order to render the model helicopter capable of autonomous flight. There is still work to be done on the nonlinear model, due to the fact that irregular behavior of the model was observed during simulation. At the time of writing, the source of this have not been identified. However, the numerical solution of the recursively defined inflow ratios is suspected of being the cause, but further study needs to be conducted, in order to draw any firm conclusion. The mathematical description of the yaw-rate controller has intentionally been left out of the modeling, but is required for a pilot to control the helicopter during e.g. flight data acquisition. A strategy for identifying the parameters of the helicopter have been described, but have not been carried out. To be able to compare the response of the nonlinear model with real flight data, and thereby verify the model, the steps described in this strategy needs to be carried out. For the controller to be able to utilize all the available sensor information in an intelligent way, a sensor-fusion algorithm has been developed. Parts of this algorithm have been implemented, however, a more controlled test environment is required for a definitive conclusion, on whether the algorithm performs satisfactory. At the beginning of this project, the effort required to fulfill the objectives seemed manageable, but the number of objectives and the size of the related workload, meant that not all areas have been given the necessary attention. A future strategy for obtaining autonomous flight could involve splitting the overall project into smaller parts, which can be distributed onto more student projects, so that the smaller parts can then be given the required attention.
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Part V



Appendices This, the final part of the report, contains the Appendices of the report. These range from eg. detailed elaborations on specific parts of the mathematical model to descriptions of practical issues regarding the helicopter platform.
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Internal Measurement Unit Vibration Issue



A During the first test flight flights an issue relating to the IMU was detected. In this appendix the issue is described. During the initial test of the helicopter sensory, it became clear that the accelerometer was not functioning correctly. This was later found to be caused by vibrations from the engine, which was saturating the accelerometer. Due to the structure of the accelerometer, it was at first not obvious that the erroneous output from the accelerometer was caused by vibrations from the engine. The accelerometer consists of two parts; a mechanical part that senses the accelerations and a electronic LP filter that suppresses high frequency noise. The mechanical part of the accelerometer has a ±2g limit before saturating, but due to the internal LP filter, it is not always possible to observe saturation on the output of the accelerometer. This is the case if the vibration saturating the mechanical part is high frequency relative to the bandwidth of the internal LP filter. In this case the saturated high frequency signal is filtered in the internal LP filter, and the output from the accelerometer would be within the saturation limit, implying that the sensor is not saturated. This constellation with an internal LP filter makes it difficult to detect saturation in the mechanical part of the sensor, when it is exposed to high frequency accelerations.



Test Setup To test the helicopter accelerometer a so-called shaker was used. The shaker is a device that can be used to vibrate an object at a desired frequency and amplitude. The helicopter accelerometer in mounted on the exiter part of the shaker, so that vibrations exerted on the accelerometer only affect one axis. The shaker setup consists of a number of components which is listed in table A.1.
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APPENDIX A. INTERNAL MEASUREMENT UNIT VIBRATION ISSUE Item



Name



Description



Accelerometer



B&K type 4339



Preamplifier



B&K type 2622



Amplifier



MB Electronics model 2250MB B&K type 1025



Used for feedback to keep accelerations accurate Used for amplifying the B&K accelerometer Used for amplifier for the MB Exiter Used to adjust the frequency and amplitude of the vibrations Used to vibrate the test object



Exciter Control Exiter



MB Electronics model PM-50



Table A.1: The equipment used for the test of the accelerometer.



Results of Test In the following figures the output from the sensor is shown in blue, and the same input is LP filtered1 and shown in red, to illustrate the instantaneous "pseudo mean" of the output from the sensor. In Figure A.1 the output from the accelerometer is shown, exposed to a low frequency low amplitude vibration. It can be seen from the figure that the mean 2 Acc. output Moving average of acc. output g [9.82 m/s2]
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Figure A.1: Low amplitude noise that does not saturate the accelerometer.



value of the output is approximately constant at around −1g, which is what is expected. If the sensor is exposed to vibrations with acceleration of more than ±1g in magnitude the mechanical part of the sensor will experience saturation at −2g, due to gravity. This is the situation in Figure A.2, where the sensor is exposed to low frequency with an amplitude of approximately ±1g. The mean value is again approximately −1g, but it can be seen that when the sensor is exposed to 1 This filtering is performed off line and should not be confused with the internal LP filter of the accelerometer
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accelerations that causes saturation, the mean value increases. 2 Acc. output Moving average of acc. output g [9.82 m/s2]
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Figure A.2: Low frequency noise that scarcely saturates the accelerometer.



In Figure A.3 the sensor is exposed to high frequency vibrations that saturate the mechanical part of the sensor. The saturation cannot be seen in figure, due to the fact that the saturated signal is LP filtered. If the vibrations exerted on the sensor were not saturating the sensor the mean value of the output from the sensor should be around −1g. It is clear from the figure that the mean value is not −1g, and for this reason it can be concluded that saturation is occurring during the experiment, even though it can not be observed directly. In Figure A.4 the 2 Acc. output Moving average of acc. output g [9.82 m/s2]
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Figure A.3: High frequency noise saturates the mechanical part of the accelerometer. The saturated output is low pass filtered by the internal filter, which is the reason that no saturation can be seen in the figure.



sensor is exposed to vibrations with an amplitude that causes saturation and a frequency that is far above the bandwidth of the internal LP filter. There are two solutions to this problem. One is reducing the vibrations from the engine by mounting the sensor in a suspension that mechanically dampens the high frequency vibrations. The second solution is to use an accelerometer that can handle higher accelerations before saturating. 157
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2 Acc. output Moving average of acc. output g [9.82 m/s2]
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Figure A.4: High frequency noise saturates the mechanical part of the accelerometer. The frequency of the noise is a lot higher than the bandwidth, and therefore the output from the accelerometer is apparently not exposed to high frequency vibration.
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Inflow Ratio



B In this appendix the inflow ratios of the main rotor and tail are derived. The reason for the necessity for this is that the derived equation for the main-rotor thrust is insufficient for calculating the thrust. Therefore a second derivation of the main-rotor thrust will be performed, using a theory that views the main-rotor as a circular wing.



Main Rotor Inflow Ratio In the following sections the traditional uniform steady-state approach for modeling the inflow through the rotors is used. The main rotor inflow ratio is defined as h



λmr =



z˙ − vi , ΩR



(B.1)



which, as can be seen, is a dimensionless coefficient, describing the sum of the vertical velocity of the helicopter h z˙ and the induced velocity vi . The illustration in Figure B.1 depicts the helicopter in hover. The mass flow through the rotor disc will be derived for the helicopter in a hover, and then argumentation will be made for the validity of the equations over the entire flight envelope. Assuming that the air around the helicopter travels through a virtual tube perpendicular to the TPP it is possible, via the laws of conservation of mass, to express the mass flux through the wake of the helicopter as being constant. In hover the air speed at station 1 is equal to the induced airflow, that is vi = v1 . Together with the assumption that the air far above the helicopter, at station 0, is stagnant, the change of velocity of the air from station 0 to station 2 can be described as ∆v = v2 − v0



(B.2)



= v2 ,



(B.3)



where vn is the airspeed at station n. Using the basic thrust equation describing the thrust T as the mass flow m ˙ multiplied by the change in velocity ∆v, T = m∆v ˙



(B.4)



= mv ˙ 2.



(B.5)



As can be seen from (B.1), the inflow ratio is described by the vertical velocity at station 1 vi , hence an expression for this is desired. The first step, towards 159
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Figure B.1: The three levels of resulting air velocities around the helicopter are considered. All velocities are assumed to be perpendicular to the TPP.



deriving the expression, is found using the principles of energy conservation and momentum conservation, which shows that [Prouty 1986, p.2] v2 = 2vi ,



(B.6)



This means that the air speed at station 2 is twice the air speed at station 1. The second step is to introduce the mass flow through the rotor disk, which can be described as m ˙ = ρAU,



(B.7)



where ρ is the density of the air, A is the area of the rotor disk and U is the velocity of the air through the rotor disk, which is valid if the flow U is perpendicular to the plane A. This is the case when the helicopter hovers, as depicted in Figure B.1. However, when the helicopter is in forward flight, as illustrated in Figure B.2, the inflow U is no longer perpendicular to the TPP, and the mass flow equation in (B.7) does no longer describe the mass-flow correctly. That is, there is no mathematical justification for using this mass-flow equation in forward flight. Argumentation for the validity of the equation in forward flight has, however, been made by [Prouty 1986, p.120], and as [Johnson 1994] explains with reference to [Glauert 1926]; ”While there is no strict theoretical justification for this approach at intermediate speeds, good agreement has been found with measured rotor performance and with vortex theory; thus the result may be accepted over the entire range of rotor speeds.” Thus, the mass-flow equation in (B.7) is assumed to be valid over the entire flight envelope. 160
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Figure B.2: Airflow through rotor in forward flight. The vector V represents the airflow past the helicopter due to the velocity of the helicopter and U is the resulting airflow.



Continuing the derivation of an expression for vi in (B.6) with this assumption, the third step is to derive a different expression for Tmr when the helicopter is in forward flight. As depicted in Figure B.2 the resultant velocity U at station 1 no longer equals vi but a sum of vi and the translatory velocity V of the helicopter. Expressing U in terms of the translatory velocity composants and vi , U=



r p



hx ˙2



+ h y˙ 2



2



2



+ (h z˙ − vi ) .



(B.8)



Inserting (B.6) in (B.7) the thrust of the helicopter is (B.9)



T = 2ρAvi U. Inserting (B.8) in (B.9) and rearranging with regards to vi yields T = 2ρAvi



r p q



= 2ρAvi



hx ˙2



hx ˙2



+ h y˙ 2



2



2



+ (h z˙ − vi )



(B.10)



2



(B.11)



.



(B.12)



+ h y˙ 2 + (h z˙ − vi ) ⇔ T



vi = 2ρA



q



hx ˙2



2



+ h y˙ 2 + (h z˙ − vi )



A dimensionless thrust coefficient is introduced to ease the notation later on, CT =



T



2



2



ρA (ΩR)



⇔ T = CT ρA (ΩR) .



(B.13)
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APPENDIX B. INFLOW RATIO Inserting (B.13) in (B.12) gives 2



CT ρA (ΩR)



vi = 2ρA



q



hx ˙2



(B.14)



. 2



+ h y˙ 2 + (h z˙ − vi )



The inflow ratio is defined as in (B.1) and when inserting the above expression for vi , 2



h



λ=



z˙ − ΩR



CT ρA (ΩR) ΩR2ρA



q



hx ˙2



2



(B.15)



+ h y˙ 2 + (h z˙ − vi )



h



=



z˙ CT ΩR − q . ΩR 2 2 h x˙ 2 + h y˙ 2 + (h z˙ − vi )



(B.16)



Using the previously defined advance ratios from (6.13), together with the vertical advance ratio h



µz =



z˙ , ΩR



(B.17)



the inflow ratio can be expressed as CT λ = µz − q . 2 µ2x + µ2y + λ2



(B.18)



This equation is solved to find λ using a Newton-Rhapson method. This concludes the derivation of the inflow ratio, which will be used later on.



Tail Rotor Inflow Ratio The tail rotor inflow ratio is derived in the same way as the main rotor inflow ratio. The inflow ratio for the tail rotor is defined as t



λtr =



y˙ − vi,tr . Ωtr Rtr



(B.19)



The only difference originates from the fact that the tail rotor rotates in the xzplane, whereas the main rotor rotates in the xy-plane. The thrust of the tail rotor is defined as (B.20)



Ttr = 2ρAtr vi,tr Utr . with Utr defined as Utr =
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r



p



tx ˙2



+ t z˙ 2



2



2



+ (t y˙ − vi,tr ) .



(B.21)



Inserting B.21 into B.20 and isolating vi,tr gives Ttr



vi,tr = 2ρAtr



q



tx ˙2



(B.22)



. 2



+ t z˙ 2 + (t y˙ − vi,tr )



As for the main rotor a dimensionless coefficient of thrust is introduced CT,tr =



Ttr



2



2



ρAtr (Ωtr Rtr )



⇔ Ttr = CT,tr ρAtr (Ωtr Rtr ) ,



(B.23)



and inserted into (B.22) gives vi,tr =



C ρA (Ω R )2 q T,tr tr tr tr , 2 2ρAtr t x˙ 2 + t z˙ 2 + (t y˙ − vi,tr )



(B.24)



which can be inserted into (B.19), to yield an expression for λtr , t



λtr =



y˙ − Ωtr Rtr



CT,tr ρAtr (Ωtr Rtr )2 q 2 Ωtr Rtr 2ρAtr t x˙ 2 + t z˙ 2 + (t y˙ − vi,tr )



(B.25)



t



=



y˙ CT,tr Ωtr Rtr .− q . Ωtr Rtr 2 2 t x˙ 2 + t z˙ 2 + (t y˙ − vi,tr )



(B.26)



Introducing dimensionless advance ratios for the tail rotor t t y˙ z˙ x˙ , µy,tr = µz,tr = , Ωtr Rtr Ωtr Rtr Ωtr Rtr t



µx,tr =



(B.27)



the inflow ratio of the tail rotor λtr can be written as CT,tr , λtr = µy,tr − q 2 µ2x,tr + µ2z,tr + λ2tr



(B.28)



which is the desired expression of the tail rotor inflow. This concludes the derivation of the tail rotor inflow ratio.
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Modeling of The Main Rotor Forces and Torques



C This appendix derives the affect of the forces acting on the blades of the helicopter. The equations will be derived by looking at main rotor with no flapping hinge offset and no flapping restraint, and then expanding the model of the main rotor with flapping-hinge offset and then flapping restraint. In Figure C.1(a) the main rotor is shown, without flapping-hinge offset and without flapping restraint. L L



(a) The main rotor with no flappinghinge offset (e = 0) and no hinge restraint (Ks = 0).



(b) The force acting on the blade, as shown in Figure C.1(a), can be moved to the main rotor hub. This is the only force acting on the helicopter as there is no hinge offset nor hinge restraint.



Figure C.1: Main rotor without hinge offset and without flapping restraint.



The resulting force acting on the blade is transfered to the helicopter through the flapping hinge, which means that the force acting on the blades can be “moved” to the center of the main-rotor hub. This means that the resulting force acting on each blade can be modeled as if the forces were acting in the center of the hub. If the main-rotor model is expanded with flapping-hinge offset, the forces affect the helicopter differently. The forces are still affecting the blade in the same way, but the force affects the helicopter differently, due to the flapping-hinge offset. In Figure C.2(a) the main rotor is shown with flapping-hinge offset. The resulting force from the blades can still be “moved” to flapping hinge, as shown in figure C.2(b), but because the hinge is no linger situated in the center of the hub, there will be an extra torque term compared to the main rotor with no flapping-hinge offset. 165
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e



e



(a) The main rotor with flapping-hinge offset (e 6= 0) and no hinge restraint (Ks = 0).



(b) The force acting on the blade can be moved to the flapping hinge, as it is through this the force is transfered to the helicopter. The force acting on the flapping hinge and the hinge offset being different from zero means that there will be an extra torque term acing on the main rotor.



Figure C.2: Main rotor with hinge offset and without flapping restraint.



The extra torque is present because the resulting force from the blades does not act in the center of the hub, which is where all forces and torques are summed up, before they are transferred to the CM. In Figure C.3(a) the main rotor is expanded to include both flapping-hinge offset and flapping restraint. The resulting force L L β



e



KS



(a) The main rotor with flapping-hinge offset (e 6= 0) and with hinge restraint (Ks 6= 0). The hinge restraint Ks results in a torque about the flapping hinge.



β



e



KS



(b) The force acting on the blade can, as in Figure C.2(b), be moved to the flapping hinge. The flapping restraint Ks results in an extra torque about the flapping hinge.



Figure C.3: Main rotor with hinge offset and with flapping restraint.



acting on the blade can, as before, be “moved” to the flapping hinge as illustrated in Figure C.3(b). The only difference compared to the previous example is that the flapping restraint also affects the helicopter. The affect is an extra torque that is equal to the flapping restraint Ks times the flapping angle β.
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Non-linear Model



D This appendix summarizes the equations constituting the non-linear model, and describes the order of evaluation.



Mapping and Normalization The body-velocities are mapped to the HF by (6.10) - (6.12) ˙ v x˙ = b x˙ − b θκ h b b ˙ ˙ h y˙ = y˙ + φκv − b ψκ



h



h



˙ h, z˙ = b z˙ + b θκ



(D.1) (D.2) (D.3)



and the accelerations ¨ v x ¨ = bx ¨ − b θκ h ¨ v − b ψκ ¨ h y¨ = b y¨ + b φκ



(D.4)



b¨



(D.6)



h



h



b



z¨ = z¨ + θκh .



(D.5)



The advance ratios of the HF is calculated as described by (6.13) h



x˙ ΩR h y˙ µy = ΩR h z˙ µz = . ΩR



µx =



(D.7) (D.8) (D.9)



The body-velocities are mapped to the TF through the relations in (7.37) - (7.39) ˙ v,tr x˙ = b x˙ − b θκ t ˙ v,tr − b ψκ ˙ h,tr y˙ = b y˙ + b φκ



t



t



˙ h,tr , z˙ = z˙ + θκ b



b



(D.10) (D.11) (D.12) 167



APPENDIX D. NON-LINEAR MODEL and the advance ratios of the TF are calculated from (7.40) t



x˙ Ωtr Rtr t y˙ = Ωtr Rtr t z˙ . = Ωtr Rtr



µx,tr =



(D.13)



µy,tr



(D.14)



µz,tr



(D.15)



Actuator Dynamics The actuator dynamics are inverse-Laplace transformed from (5.1) - (5.4), and rewritten as differential equations. 2 2 θ¨0 = K0 ωn,0 Scol − 2ζ0 ωn,0 θ˙0 − ωn,0 θ0 2 2 A¨1 = KA ωn,A Slat − 2ζA ωn,A A˙ 1 − ωn,A A1 2 2 ¨ ˙ B1 = KB ωn,B Slon − 2ζB ωn,B B1 − ωn,B B1



(D.18)



θ¨tr =



(D.19)



2 Ktr ωn,tr Str



− 2ζtr ωn,tr θ˙tr −



2 ωn,tr θtr ,



(D.16) (D.17)



and the rate limitation is taken into account such that |θ˙0 | ≤ θ˙0,max |A˙ 1 | ≤ A˙ 1,max |B˙ 1 | ≤ B˙ 1,max |θ˙tr | ≤ θ˙tr,max .



(D.20) (D.21) (D.22) (D.23)



Flapping Dynamics Stabilizer Bar The lock number of the stabilizer bar is calculated with basis in (6.50) γsb =



ρCls,sb csb Ro4 . Ib,sb



(D.24)



The flapping of the stabilizer bar is calculated as described by (6.53) ¨sb + Dsb a˙ sb + Ksb asb = Jsb Υsb + Esb λ + Gsb , a where the coefficient matrices can be found on [CD 2006] 1 1 /maple/flapping_controlrotor.mw
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(D.25)



Main Rotor The input to the main rotor is calculated as a mix of the input from the swash plate and the input from the stabilizer bar according to (4.3) A1,mr = A1 Kb − b1,sb Kh



(D.26)



B1,mr = B1 Kb − a1,sb Kh .



(D.27)



The lock number of the main rotor is calculated according to (6.50) γ=



ρCls cR4 . Ib,mr



(D.28)



The flapping of the main rotor is calculated by use the differential equation ¨mr + Da˙ mr + Kamr = JΥmr + Eλ + G, a



(D.29)



where the coefficient matrices can be found on [CD 2006] 2



Force and Torque Generation Main Rotor The force along z-axis is calculated by M APLE as the integration of (7.9) h



Fz,mr = −



b ρ Cls c 2π 2



Z



2π



0



Z



R−e



0



  Up Ut2 θb + dr dΨ, Ut



(D.30)



from which the lift coefficient is calculated according to (7.30) as CT =



−h Fz,mr



(D.31)



2,



ρA (ΩR)



and the inflow ratio from (7.33) is now calculated as λn − µz + √ λn+1 = λn −



2



1−



CT µ2x +µ2y +λ2n



CT λn 2(



µ2x +µ2y +λ2n



)



(D.32)



3 2



2 /maple/flapping.mw
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APPENDIX D. NON-LINEAR MODEL The two remaining forces generated by the main rotor is calculated according to (7.7) - (7.8)    Z 2π Z R−e b ρ Up h Fx,mr = c Ut2 −Cd sin (Ψ) + Cls θb + 2π 2 0 Ut 0 (D.33)   Up β cos (Ψ) + sin (Ψ) dr dΨ Ut    Z 2π Z R−e b ρ Up h 2 c Fy,mr = Ut Cd cos (Ψ) + Cls θb + 2π 2 0 Ut 0 (D.34)   Up β sin (Ψ) − cos (Ψ) dr dΨ Ut and the torques according to (7.21), (7.22) and (7.25)   Z 2π Z R−e b Up b ρ 2 h sin (Ψ) dr dΨ + Ks b1 (D.35) ecCls Ut θb + τmr,x = 2π 2 U 2 t 0 0   Z 2π Z R−e b b ρ U p h 2 cos (Ψ) dr dΨ + Ks a1 (D.36) τmr,y = − ecCls Ut θb + 2π 2 Ut 2 0 0    Z 2π Z R−e Up b ρ Up h τz,mr = c Ut2 (r + e) −Cd + Cls θb + dr dΨ. (D.37) 2π 2 0 Ut Ut 0 Finally, the resulting torques caused by the main rotor are mapped to the BF according to (7.26) b    h τx,mr τx,mr + h Fy,mr κv b τy,mr  = h τy,mr − h Fx,mr κv + h Fz,mr κh  . (D.38) b h τz,mr τz,mr − h Fy,mr κh Tail Rotor The thrust of the tail rotor is calculated from (7.47) as     1 1 ρ 1 2 2 t µx,tr + µ2z,tr + θ0,tr + Fy,tr = Cls,tr btr ctr Rtr (Ωtr Rtr ) λtr + 2 2 2 3  1  µx,tr t φ˙ + µz,tr t ψ˙ , 4Ωtr



(D.39)



and the appertaining lift coefficient of the tail rotor from (7.53) CT,tr =



−t Fy,tr



(D.40)



2,



ρAtr (Ωtr Rtr )



together with the inflow ratio from (7.56) λtr,n − µy,tr + √ λtr,n+1 = λtr,n −
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2



1−



CT µ2x,tr +µ2z,tr +λ2tr,n



CT λtr,n 2(µ2x,tr +µ2z,tr +λ2tr,n )



3 2



(D.41)



The torque is calculated from (7.50) as t



τy,tr



  Cd,tr ρ 2 2 = Cls,tr btr ctr Rtr (Ωtr Rtr ) −µ2z,tr − µ2x,tr − 1 + 2 4Cls,tr ! ! µx,tr t φ˙ µz,tr t ψ˙ θ0,tr λ2tr t ˙ 2 t ˙ 2  1 + + 2λtr + + ψ + φ . Ωtr Ωtr 6 2 8Ω2tr



(D.42)



Finally, the resulting torques caused by the tail rotor is according to (7.52) mapped to the BF by the relation b



  t  τx,tr Fy,tr κv,tr b τy,tr  =  t τy,tr  b −t Fy,tr κh,tr τz,tr



(D.43)



Drag The drag on the fuselage is calculated according to (7.57) - (7.59) as ρ ˙ b x˙ Dx = − dx Ax |b x| 2 ρ b Dy = − dy Ay |b y| ˙ b y˙ 2 ρ b Dz = − dz Az |b z˙ − vi | 2



b



(D.44) (D.45) b



 z˙ − vi ,



(D.46)



while the drag on the fins and planes according to (7.60) - (7.62)   ρ ˙ h,tp − vi b z˙ + b θκ ˙ h,tp − vi Dtp = − dtp Atp b z˙ + b θκ 2  ρ Dtf = − dtf Atf t y˙ − vi,tr Ktf t y˙ − vi,tr Ktf 2   ρ ˙ h,fp − vi b z˙ − b θκ ˙ h,fp − vi . Dfp = − dfp Afp b z˙ − b θκ 2



(D.47) (D.48) (D.49)



Mapped to the BF, the resulting forces and torques caused by the drag is described by    b Dx Fx,d b Fy,d  =  b Dy + Dtf  b b Fz,d Dz + Dtp + Dfp  b   τx,d Dtf κv,tf b τy,d  = −Dfp κh,fp + Dtp κh,tp  , b −Dtf κh,tf τz,d b



(D.50)



(D.51)



according to (7.63) - (7.64). 171
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Force and Torque summation According to (8.3), the resulting forces are described by   h Fx,mr + b Dx − mg sin(θ) b F = h Fy,mr + t Fy,tr + b Dy + Dtf + mg sin(φ) cos(θ) , h Fz,mr + b Dz + Dtp + Dfp + mg cos(φ) cos(θ) while the torques according to (8.5) are described by   h τx,mr + h Fy,mr κv + t Fy,tr κv,tr + Dtf κv,tf b τ = h τy,mr − h Fx,mr κv + h Fz,mr κh + t τy,tr + Dfp κh,fp + Dtp κh,tp  . h τz,mr − h Fy,mr κh − t Fy,tr κh,tr − Dtf κh,tf



(D.52)



(D.53)



Rigid Body Dynamics and Kinematics First the translatory acceleration is calculated according to (9.22) as b¨



Ξ=



b



F b˙ ˙ − Θ × bΞ M



followed by the angular acceleration from (9.21) as    b¨ ˙ × I bΘ ˙ Θ = I−1 b τ − b Θ .



(D.54)



(D.55)



The body-velocities are mapped to earth-velocities through the relations from (9.9) and (9.15) ˙ = Reb (Θ) b Ξ ˙ Ξ e ˙ ˙ Θ = Peb (Θ) b Θ. e



(D.56) (D.57)



State Integration The accelerations and velocities are integrated through the Runge-Kutta integration in (10.1) - (10.5) 1 (k1 + 2k2 + 2k3 + k4 ) 6 k1 = hf (tn , xn )  k2 = hf tn + h2 , xn + h2 k1  k2 = hf tn + h2 , xn + h2 k2



(D.59)



k4 = hf (tn + h, xn + k3 ) .



(D.62)



xn+1 = xn +
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Linear Model and S IMULINK Diagram



E This appendix contains the system matrices for the linearized model in the hover equilibrium as well as a diagram depicting the S IMULINK simulation environment used during controller and estimator tests.



S IMULINK Diagram Nonlinear Helicopter Model
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Figure E.1: The S IMULINK simulation environment
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0 0 0 0 9.80 −5.62E−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



                     



0 0 0 −9.82 3.70E−4 6.45E−3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



0 0 0 −1.41E−2 2.79E−3 −7.19E−4 1.15 6.40E−2 −1.80E−3 0 0 0 1.84E−2 4.86E−1 6.02 0 0 0 −5.07 0 0 0 0 0 0 0 0



0 0 0 −2.79E−3 −7.77E−2 −2.37E−4 −1.99E−1 3.65E−1 1.50 0 0 0 6.22E−3 6.02 −4.86E−1 0 0 −5.07 0 0 0 0 0 0 0 0 0



0 0 0 −4.38E−4 8.00E−5 −7.83E−1 5.63E−4 1.88E−2 6.82E−2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



1 0 0 −4.52E−3 −1.33E−2 −2.37E−5 −4.25 4.66E−2 7.35E−3 0 0 0 6.22E−4 2.02E2 −2.30E1 0 0 1.99E2 −9.72E1 0 0 0 0 0 0 0 0



−3.76E−5 9.98E−1 5.72E−2 1.33E−2 −4.52E−3 −1.13E−2 −1.45E−1 −1.43 −2.52E−3 0 0 0 −1.84E−3 −2.30E1 −2.02E2 0 0 −9.72E1 −1.99E2 0 0 0 0 0 0 0 0



−6.57E−4 −5.72E−2 9.98E−1 0 6.36E−2 0 0 4.88E−3 −1.50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



0 0 0 −1.53E−2 7.56E−4 0 5.32E−3 3.45E−2 0 0 0 0 −1.07E4 0 0 0 0 0 0 0 0 0 0 0 0 0 0



0 0 0 −5.61 −1.04 0 −3.72E2 3.35E2 6.59E−1 0 0 0 0 −7.46E2 −2.06E3 0 0 0 0 0 0 0 0 0 0 0 0



0 0 0 −1.04 5.61 0 1.04E3 1.19E2 2.41E−1 0 0 0 0 2.06E3 −7.46E2 0 0 0 0 0 0 0 0 0 0 0 0







0 0 0 5.42E−4 −9.40E−5 8.74E−1 −6.61E−4 8.41E−3 −4.34E−1 1 0 0 −2.06E1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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174 A1−13 = 



A14−27 = 



0 0 0 1.04E−2 −6.30E−3 0 −4.43E−2 −1.19 −2.41E−3 0 1 0 0 −2.06E1 −200 0 0 0 0 0 0 0 0 0 0 0 0



                     



0 0 0 −6.30E−3 −1.04E−2 0 −3.72 1.42E−2 6.59E−3 0 0 1 0 200 −2.06E1 0 0 0 0 0 0 0 0 0 0 0 0



0 0 0 −3.65 9.48E−1 0 3.38E2 8.23 −5.90E−1 0 0 0 0 0 1.84E3 0 0 0 −9.72E3 0 0 0 0 0 0 0 0



0 0 0 9.47E−1 3.65 0 2.56E1 −1.08E2 −1.98E−3 0 0 0 0 −1.84E3 0 0 0 9.72E3 0 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −9.72E1 −2.00E2 0 0 0 0 0 0 0 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2.00E2 −9.72E1 0 0 0 0 0 0 0 0



0 0 0 −6.19E−2 −4.61E−3 −9.93E1 −3.24E−2 −9.55E−1 −1.46E2 0 0 0 2.30E3 0 0 0 0 0 0 0 0 0 0 −104 0 0 0



0 0 0 −2.37E−1 −9.12E−1 0 −6.41 2.71E1 4.96E−4 0 0 0 0 4.60E2 0 0 0 9.72E3 0 0 0 0 0 0 −104 0 0



0 0 0 9.11E−1 −2.37E−1 0 −8.46E1 −2.05 1.47E−1 0 0 0 0 0 −4.60E2 0 0 0 −9.72E3 0 0 0 0 0 0 −104 0



0 0 0 0 −5.33 0 0 −1.94 1.24E2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −104



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1.70E2 0 0 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1.70E2 0 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1.70E2 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 −1.70E2
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0  0   0   0   0   0   0   0   0   0   0   0   0  B=  0  0   0   0   0   0   0   0   0   0  7000   0   0 0
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7000 0 0



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7000 0



 0 0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0   0  7000



(E.1)



Numerical Issues in Inflow Solution



F During the controller design and test, the nonlinear model was simulated several times. A controller was designed to stabilize the helicopter in a hover. During this test, some problems were experienced. When the helicopter was given an initial condition on the yaw angle of 1 rad, together with a certain controller, the model did not perform as expected. In the following examples of a simulation that shows unstable as well as stable behavior of the model, is described as to why the closed-loop simulation did not perform as expected.



Unstable Closed Loop System Simulation In the following, eight figures will be presented showing different inputs and states of the helicopter. Together, these figures give an idea of the reason for the problem.
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(a) Input to the main and tail rotor
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(b) Input to the servos



Figure F.1: Inputs to servos and rotors.



In this simulation the helicopter is initialized in a hover with the yaw angle Ψ equal to 1 rad. The controller is then supposed to drive the yaw angle to zero. In Figure F.2(b) it can be seen that the force generated by the tail rotor Fy,tr is positive even though the collective pitch on the tail rotor θ0,tr is negative. This contradicts the expectation, as a reduction in positive collective pitch on the tail rotor θ0,tr , should lead to a reduction in positive thrust from the tail rotor Fy,tr . 177



APPENDIX F. NUMERICAL ISSUES IN INFLOW SOLUTION From figure F.3 is can be seen that the states of the main rotor and the forces
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(a) Inflow ratio and advance ratios for the tail ro- (b) Force and torques generated by the tail rotor tor Figure F.2: Inflow ratios, forces and torques for the tail rotor.



acting on the helicopter is not evolving as expected for a helicopter stabilized in a hover. This is not surprising, as the yaw angle seen in Figure F.4(b), is increasing rapidly, which are making the inputs from the controller saturate. The cause of
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(a) Inflow ratio and advance ratios for the main rotor
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(b) Forces generated by the main rotor



Figure F.3: Inflow ratios and forces for the main rotor.



the rapidly increasing yaw angle Ψ is that the tail rotor is generating a positive force, in spite of the negative pitch angle θ0,tr , effectively inverting the control signal, and thereby making the helicopter unstable. The reason for the inversion of the tail rotor force has not been determined, but it is believed to be a result of the numerical solution used in finding the rotor inflow λtr . Because the inflow is found by a recursive Newton-Raphson solution, it is not possible to inspect the 178
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(a) Torque generated by the main rotor
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(b) Yaw angle and earth velocities of the helicopter



Figure F.4: Forces of the main rotor. Yaw angle and velocities of the helicopter.



equation to determine where the problem could be.
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Stable Closed Loop System Simulation A similar simulation has been performed, where the controller is tuned differently. The controller is able to drive the yaw angle to zero, as can be seen from Figure F.8(b), without any non-expected behavior of the states. It should be noted 0.3
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Figure F.5: Inputs to servos and rotors



that the inflow ratio of the tail rotor λtr is this simulation is approximately one fifth in magnitude compared to the unstable simulation. It is suspected that this could be part of the reason why this simulation completes successfully, unlike the previous simulation. 25 Force/Moment [N]/[Nm]
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(a) Inflow ratio and advance ratios for the tail ro- (b) Force and torques generated by the tail rotor tor Figure F.6: Inflow ratios, forces and torques for the tail rotor.



More testing of the nonlinear model should be performed to find the exact 180
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(a) Inflow ratio and advance ratios for the main rotor
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(b) Forces generated by the main rotor



Figure F.7: Inflow ratios and forces for the main rotor.
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(b) Yaw angle and earth velocities of the helicopter



Figure F.8: Forces of the main rotor. Yaw angle and velocities of the helicopter.



reason for the unexpected behavior of the model. This unstable behavior is unacceptable if the model is to be used for an Unscented Kalman filter on board the helicopter. Furthermore, for controller design the simulation model has to behave approximately as the real helicopter, which is not the case with the present implementation of the model.
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