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This report deals with the goal of achieving an autonomous flight, with a model airplane. Only the in-flight stability is considered in the report, discarding route planning capability and takeoff/landing scenarios. In order to achieve an autonomous flight, a model describing the dynamics of the physical airplane has been derived. Based on this model, a controller for stability has been developed. Implementation of this controller was made possible by design and implementation of a system platform. The model of the airplane has been derived, by the use of analytical and semi empirical methods, and is divided into a longitudinal and a lateraldirectional part, for stability considerations. H∞ control theory has been used in the development of a longitudinal stability controller. A compact system platform design has been developed, consisting of a PC/104 on-board computer, sensors and actuators. Sensors include gyroscopes, a DGPS unit, and an orientation sensing device, actuators consists of 4 servo motors. The system design has been build up around the MathWorks xPC Target solution, which allows for a hard-real time execution of Simulink models. The developed hardware platform has been tested and found fully functional. Two test flights have been performed; Log data was successfully obtained from the first test flight, and verifyed the dynamics of the derived model. The second test flight resulted in a crash of the airplane, after four minutes of flying. The crash was caused by several factors, all indicating that a larger model airplane is needed.



Foreword This report has been made on the 8. semester at the Department of Control Engineering, in the spring of 2004 at Aalborg University. The theme of the semester is Modelling and Control. This report primary addresses supervisors and students at the E-studie section at 8. semester, by which the demands regarding qualifications are given to the reader. Literature references are given in the form [name, year, page]. I.e. [Pamadi, 1998, p.24] is a reference to page 24 in the book titled "Performance, Stability, Dynamics, and Control of Airplanes" writen by Bandu N Pamadi. The group would like to thank Ass. Prof. Anders La Cour-Harbo, for his assistance as model airplane operator, during test flights, and also thank Mr. Erik Wirring and Mr. Henrik Gosvig Thomsen at Trimble Center Danmark A/S for their help with providing a DGPS signals. The report consists of a main report, an appendix, and an attached CD-ROM. The main report covers the primary system development and implementation. The appendix contains material which would, if placed in the main report, disroupt the flow trough the report. The attached CD-ROM contains the following material: • The report in PDF and PS format.
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Preface



Surveillance activities have in recent years become more and more common, in order to obtain knowledge of remote events. Such surveillance tasks include a wide range of cival and military applications. An example of a civil application is the surveillance of oil tankers, passing through Danish waters, illegally cleaning their tanks and leaving oil spill in the waters. During the Golf war, the American military used a large number of remotely operated airplanes for around the clock area surveillance. Common for all the surveillance activities are, that autonomous devices are playing a larger role. The Danish government has bought autonomous airplane, in order to eventually monitor Danish waters. The development of autonomous operating devices, requires extensive knowledge about the dynamics of the device, and the environment in which the device is placed, as well as sufficient and accurate sensing and actuation capability. This report focuses on achieving a fully automated flight of a model airplane. This involves modelling and implementation of an on-board system platform, where data logging from sensors and actuators plays an important role, in order to verify the airplane model. All this leads to the capability of designing a controller, such that autonomous flight is achieved.
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Introduction This report concerns the topic of achieving an autonomous stable flight of a model airplane. This means that only the in-flight scenario is considered, disregarding take-off and landing. A model airplane is typically steered by three flaps, which are referred to as the rudder, aileron and elevator, see figure 1.1. By use of remote control to steer the airplane, an operator can maintain stable flight, and perform manoeuvres.



Rudder



Aileron



Elevator



Figure 1.1: The figure shows the flaps on the airplane and how it usually is controlled



The idea of this project is to replace the operator’s manual control of the model airplane, with a Controller, placed in the fuselage of the model airplane, such that the Controller controls the stability of the airplane and ensures that it follows a planned route. This design idea is illustrated in figure 1.2. In order to obtain an autonomous flight, detailed knowledge about the dynamics of the model airplane is required. Furthermore, design and implementation of the Controller must be carried out. In the following chapters these topics are considered. The following definitions will be used in the report. System platform: The collective name for the complete model airplane and the system integrated into it. This includes the on-board computer, actuator, and sensor hardware integrated into the fuselage, as well as the developed software. Semi autonomous flight: Stable flight maintained by a controller, without considering take-off and landing. 3



1.1. Summarizing the Modelling History



Controller



Figure 1.2: The figure shows the new way of controlling the airplane, with the Controller placed inside the airplane



Full autonomous flight: Maintain stable flight, and perform route execution by implementing a controller, without considering take-off and landing. The challenge of designing and creating an autonomous model airplane, and performing an autonomous flight, has a history of four projects at Aalborg University, where four groups have worked with various aspects of achieving autonomous flight. At present time autonomous flight has not yet been achieved. By reviewing the status, experience and know-how, these groups have obtained through their work, the priorities and goals of this project, can be determined. The review is divided in two parts for each project, which are: modelling of the airplane and system platform. The review is given in the following two sections, and will form the basis for the further development of the airplane model in chapter 2, and the system platform in chapter 3.



1.1 Summarizing the Modelling History In order to perform an autonomous flight with a model airplane, a typical approach would be to derive a model, in order to understand the dynamics of the airplane in order to develop a controller. This has been done in four previous projects, by combining analytical methods, based on Computational Fluid Dynamics (CFD) with empirical data from general aviation airplanes. 2000 This was the first autonomous model airplane project, and thereby also the first work with modelling of the airplane modelling. The modelling included a simplified linear and non-linear model of the general aviation airplane, without consideration of the angle of attack, sideslip etc. No oscillations in the body-fixed angles were noticed, when applying disturbances in elevator, ailerons or rudder angles. 2001 This project group concluded that the 2000 model did not include the necessary dynamics, and therefore more detailed model work was done in this project, which was based on the theory given by Bandu N. Pamadi [Pamadi, 1998]. A linear and a non-linear model were derived, and the normalized motion variables were introduced. Furthermore the aerodynamic coefficients were specified, and the resulting equations were rewritten into a state-space representation. For verification a step in aileron, elevator, and rudder angles were performed one at a time and the free
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responses were examined. The free response of the pitch, roll, and yaw angles were examined as well. After the verification of the model airplane, the group concluded that the result obtained from the verification was as expected. 2002 This project continued with the same approach as in the 2001 project. The result was a similar model, but some faults in the modelling was discovered and corrected, except from at least one. It seemed like that the velocity vector, was affected too much by disturbances in the angle of attack, since a step of 5 degree in the angle of attack, resulted in a change in forward velocity of approximately 100 m/sec. This is more than a factor 3, compared to the reference velocity. A solution to this problem was not found in the project. 2003 No new contributions were made to the modelling part.



1.2 Summarizing the System Platform Development History From the first project, the basic idea has been to develop, a system which was capable of logging data from all sensors and actuators, and on which a controller could be implemented. Common for all previous designs, except the first project, have been the use of a PC/104 computer as the onboard computer. And in each design relying on the RS-232 and/or the RS-485 serial connections on the PC/104, for sensor and actuator interface implementation. This design idea, is illustrated in figure 1.3. Sensor interfaces
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Servo 1 (Rudder) Servo 2 (Elevator) Servo 3 (Throttle) Servo 4 (Aileron)
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Remote Control Reciever unit



Figure 1.3: The common point of view taken in previous projects, to the task of designing the system platform.



2000 The choice of the model airplane, motor and servo motors were made, and these were assembled. No sensors were available form the beginning, but it was decided that three gyroscopes and a DGPS unit were needed. Interfaces between these sensors, and the on-board computer, were however not made. This means that no platform was made for logging data or implementation of a controller. 2001 In this project a PC/104(486DX66), a 3 axis orientation sensing module, interfaces to both the gyroscopes, and the servo motors were purchased. Besides these interfaces, a servo motor interface was developed, which was capable of sampling servo motor control signals from the remote control receiver unit. The communication to these interfaces consists of both the RS-232
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and the RS-485 standard. Difficulties were experienced in the communication when sampling several units, and also difficulties to obtain a stable sample rate at 10Hz. 2002 The interfaces used in the 2001 project were also used in this project. The group had difficulties with obtaining stable communication from the RS-485 serial port on the PC/104. To overcome this instability, converter boards were used, converting from RS-485 to RS-232. The consequence of this was that each item on the RS-485 bus now required a RS-232 serial port. It was concluded that the PC/104 was not capable of sampling two RS-232 serial ports with 9Hz however a sample rate of 9Hz on one port and 1Hz on the other port was possible. It was also concluded that a more efficient way of collecting data, would be to have an I/O board, which could replace some of the interfaces. Furthermore this group made test flights, in order to determine the payload that the model airplane could carry. 2003 An I/O board was purchased in this project, and also a more powerful PC/104 (Pentium 266MHz). Due to late delivery of the I/O board, no software was developed for the PC/104. A Linux kernel was however implemented, but no data collection was performed. Component List Because several groups have been working on this project before, different hardware devices are available. A list of these can be seen below, arranged into groups in accordance with figure 1.3. Basic Model Airplane Items (1) Graupner Trainer 60 model airplane. (2) OS FS91 Engine. (3) Fuel tank. On-board computer items (4) PC/104 Main board, EuroTech CPU-1232, Pentium 266MHz 2 serial ports, USB and Ethernet. (5) PC/104 Main board, EuroTech CPU-1220, 486DX 75MHz 4 serial ports and Ethernet. (6) PC/104 Add-on board, RS-232 module 4 ports. (7) PC/104 Add-on board, RTL Ethernet module. (8) PC/104 Add-on board, Real time devices I/O board, DM6210. (9) PC/104 Add-on board, Vehicle Power Supply V104. Sensors (10) Gyroscope, BEI QRS11, 2 units. (11) Lassen SK II GPS module. (12) GSM device, Siemens M20. (13) 3-Axis orientation sensing module. Actuators and control (14) Robbe Futaba FP-R116FB, 5-channel FM Receiver (15) Robbe Futaba Servo Motors S3001, 4 units (16) Robbe Futaba Field Force 6, Remote control unit. Custom Interface Boards (17) Milford Instruments, Servo motor driver board. (18) Gyroscope serial interface (RS-485), AAU. (19) Servo motor sampling board (RS-485), AAU. (20) RS-232 to RS-422/485 converter board, 2 units.
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1.3 Project Goals Review of the history of this project shows, that an autonomous test flight has not yet been performed. This is apparently due to various hard- and software problems. As a consequence a stable complete system platform has not yet been developed. The group considers this as a mandatory step in this project, and therefore regards it as a high priority. When a functional platform is available, the goal is to obtain log data from a test flight, for use in model verification of the airplane. The next step is achieving stable flight by implementing a stability controller, which can be viewed as semi-autonomous flight. When this is achieved and tested, the final step would be to design and implement route planning capability, making the airplane fully autonomous. The project goals can be seen below, as a prioritised list. (a) Design and implement a complete system platform, ready for future implementation of a controller, allowing for autonomous operation. This includes hard- and software aspects for an on-board computer, sensor and actuator implementation, and integration into the fuselage of the model airplane. (b) Derive a dynamic model of the model airplane. (c) Perform a manual test flight of the resulting system platform, testing the on-board computer, sensors and actuators as a whole, and obtaining log data from the test flight for use in model verification. (d) Verify the model with data from the first test flight. (e) Design and simulate a controller, allowing for stable semi-autonomous flight. (f) Test this stability controller, in a test flight. (g) Design and implement route planning capability, allowing for full autonomous flight. (h) Test the complete controller, in a test flight. In this report all of the listed goals, are however not obtained. The goals which have been achieved are the development of the system platform (a), and derivation of a model of the airplane (b). Furthermore a manual test flight is performed for collecting log data (c), and these data are used for verifying the model (d). Finally a controller is developed and simulations with this controller are performed (e). The outline of this report is as follows: Chapter 2 - Airplane Modelling. Documents model development, which can be used for design of a controller. This model is divided in two separate parts, one concerning longitudinal dynamics and one concerning lateral and directional dynamics. Verification of the derived model with log data obtained from the first test flight is also placed in this chapter, which fulfils project goals (b) and (d). The lateral and directional model development, and verification is placed in appendix C, because of the same theoretical approach and structure. Chapter 3 - System platform development. Documents how data logging capability and controller implementation are made possible. The chapter is divided in sections concerning analysis,
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development and implementation. It also covers considerations regarding integration of the various components into the fuselage, power consumption and weight. This covers project goal (a). Chapter 4 - Control development. A control design is chosen, designed, and simulated. The choice of controller type is an H∞ controller - project goal (e). Chapter 5 - Results and analysis of the two test flights which have been performed. This fulfils goal (c). Chapter 6 - Project conclusion. Besides the chapters, the following appendixes are included in order to support some of the topics covered. These appendixes are referenced in the chapters, where further knowledge of the topics can be obtained in the appendixes. Appendix A - Documents the implemented protocol for PC/104 and servo interface board communication. Appendix B - Strip theory. Appendix C - Lateral-directional model, state space representation and verification. Appendix D - Parameter tables including the physical measurements, constants, empirical parameters and aerodynamic derivatives. Appendix E - Definitions of the different coordinate systems, and documentation of the Earth Fixed and Navigation Coordinate system transformation. Appendix F - Test appendix which documents the tests performed on the servo interface board, and the communication with the PC/104. Appendix G - Schematics of the gyroscope and servo interface board.
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Modelling of the Airplane In order to design a controller for autonomous flight, it is important to know the dynamics of the system. In order to obtain the dynamics, the previous groups has derived a dynamic airplane model and performed a model verification based on simulations only. The two latest project groups have discovered some errors in the modelling part, which have resulted in a wrong velocity vector of the airplane. Furthermore, one of the groups found the connection between the elevator deflection, and the airplane dynamic to be unreasonable. This project continues from the previous work, with the modelling of the model airplane. In this chapter the model derived by group 02gr832 [Grp 832, 2002] in 2002 will be named 2002 model, the model derived by group 03gr833 in 2003 will be named 2003 model etc. The methods for deriving a dynamic model, are based on analytical methods and semiempirical methods based on experimental data from i.a. wind-tunnel tests. For more advanced modelling the Computational Fluid Dynamics (CFD) method could be used. This method requires very complex simulations, and a extensive knowledge of advanced aerodynamics. However, this method has been wider used over the last ten years [Pamadi, 1998], since it has high accuracy, and because of the fast prototyping option. To derive the dynamic airplane model in this project, it has been decided to use the analytical and semiempirical methods. The first section describes the basics of the physical airplane. This includes the notation used in this report, definitions and basic aerodynamic theory. The model errors discovered by the project groups in 2002 and 2003 and this project group, will be evaluated. The second section derives the static stability equations. The airplane stability has it’s basis in a system with six-degree of freedom (DoF), where the first three are translatory motions, and the last three are rotational motions. Based on some assumptions, which will be described, it is possible the separate the motions equations into two sets of three DoF systems. These two independent sets of equations are the longitudinal and lateral-directional motion equations. The third section considers the dynamic stability, and deals with the airplane as a dynamic system. At first the aerodynamic forces and moments acting on the airplane are analyzed. The six motion equations are derived: Three for longitudinal motion and three for lateral-directional motion. In order to simplify the motion equations, it is necessary to introduce assumptions regarding the static stability motion equations. The fourth section will determine the system matrices for a state space representation. Those will be derived from the motion equations for both longitudinal and lateral-directional subsystems. 9



2.1. Basic Airplane Theory



The natural frequency and damping will be derived and evaluated for both subsystems. Finally a verification of the linearized dynamic model is performed, analyzed and evaluated. This is done by comparing the newly derived 2004 model output, with the 2002 model output, and the model output of a General Aviation Airplane [Pamadi, 1998]. As the first group, who has performed a successful test-flight, a comparison with the obtained log data will be carried out.



2.1 Basic Airplane Theory Airplane performance and stability is normally divided into three main classes based on the forward velocity: subsonic airplanes (0-1 Mach), supersonic airplanes (1-5 Mach) and hypersonic airplanes (above 8 Mach). Since the the Graupner Trainer 60 model airplane has a maximum velocity of 30 m/s (0.0816 Mach, measured by group 02gr832 [Grp 832, 2002]) this chapter will only discuss aerodynamics and stability at subsonic velocities.



Angle of Attack and Pitch Angle The angle of attack, α, is an important stability parameter in the vertical plane, and is defined as the angle between the forward velocity vector, U0 , and the body-fixed x-axis, see appendix E.1, or in axis terminology, the angle between xs and xb . If the sideslip angle is zero, see section 2.1, the xs axis coincides with relative wind vector (in opposite direction). The angle of attack is shown in figure 2.1.



Center line, xb c.g.



α −



Horizontal Reference Line



θ0 U0, xs



Figure 2.1: Definitions of the angle of attack.



The pitch angle θ0 is used to describe the orientation of the airplane, and is defined as the relative to the horizontal plan. The definition is the angle between the horizontal plane and the velocity vector, U0 .



Sideslip,Yaw and Bank Angles The sideslip (β) and yaw (φ) angles are two important stability angles in the horizontal plane. The sideslip angle is defined as the angle between the forward velocity vector, and the symmetry plane of the airplane, as shown at figure 2.2. The sign convention is positive angle direction to the right (starboard). The Yaw angle is defined as the angle between a reference plane and the symmetry plane (xz plane) of the airplane. The reference plane is fixed to the navigation coordinate system, see appendix E.1, and is set to coincide the airplane symmetry plane at steady state flight (before entering a disturbance).
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x-z reference plane



Yaw Angle



x-z symmetry plane



ψ Side slip



β



v



Figure 2.2: Definitions of the sideslip and yaw angles.



Bank/Roll angle



φ



Figure 2.3: Definition of the bank angle (roll angle).



The bank angle or roll angle is defined as a change in the angle in the rotation about the longitudinal axis, as shown in figure 2.3. The sign convention is positive angle in the counter clockwise direction.



Elevetor, Rudder, and Aileron Sign Convention



The sign convention of elevator, rudder and aileron deflection are shown in the figures 2.4 and 2.5. The aileron deflections are defined positive, when the starboard flap (right wing) is faced downward. This results in a counter clock-wise moment, Clδa . The rudder deflection angle is defined positive, when the rudder is located to the port side (left side) relative to the fuselage centerline. Finally, the elevator deflection angle is defined positive, when the elevator is downward relative to the horizontal tail chordline.
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For: δa > 0 Cl < 0 Clδa < 0



Cl



Right aileron: δa-



83°



Left Aileron: δa+



δe



− +



Right aileron: δa+ Left Aileron:



(a) Aileron deflection



δ a-



(b) Aileron and elevator deflection



Figure 2.4: Sign convention for aileron and elevator deflection.



+



−



δr Figure 2.5: Sign convention for rudder deflection



2.1.1 Aerodynamic To describe the basic aerodynamics of an airplanes, it is necessary to define the two nondimensional parameters, Reynold number (Re) and Mach number (M). These depends on the density, viscosity of air, and the velocity of the body and the attitude of the body relative to the airstream. The Reynold number is defined as: Re =



ρ · V∞ · L Inertia f orce = V iscous f orce µ



(2.1)



Where ρ is the density of the air, V∞ the velocity of the airplane at steady state (t = ∞), L is the length of the fuselage and µ is the viscosity of the air. The Mach number is defined as the ratio between the speed of the airplane and the speed of sound a. V∞ (2.2) M= a
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The Aerodynamic Notation Basicly there are four forces acting on the airplane during flights. These are lift, gravity, drag, and thrust forces. In the following sections the airplane will be described at steady state flight, where the trust force equals the drag force and the lift force equals the gravity force. In aerodynamics the forces and moments acting on the airplane vary with velocity, air density, and angle of attack. As a result of this, the aerodynamic coefficients, which depend on the body shape, angle of attack, Reynolds number, and Mach number, are introduced. The lift and drag force coefficients are defined as: Lif t : Cl = Cl (α, Re, M )



(2.3)



Drag : Cd = Cd (α, Re, M )



(2.4)



In the same way, the moments acting on the airplane are defined in the way of coefficients. Ex. the pitch moment coefficient is defined as: M oment : Cm = Cm (α, Re, M )



(2.5)



Note that the index is lower case. This is the notation for an airfoil (cross section of the wing), see figure 2.7 on page 15. When the coefficients are represent as a finite wing (finite wing span), the index is capital. Often the coefficients are depending on many parameters such as angle of attack, deflection of elevator, aileron or rudder, and sideslip. Thus, for stability and control derivatives the literature often uses short-hand notation. For example the partial derivative of the thrust force along the x-axis with respect to angle of attack would e.g. be: Cxα =



∂Cx ∂Cα



(2.6)



If a coefficient is limited to one section of the airplane e.g. fuselage, an lower case "f" will be added to the index. For example the resulting moment coefficient consist of the tail contribution, the fuselage contribution and the wing contribution. This will be expressed as: Cm = Cm.t + Cm.f + Cm.w



(2.7)



The Cm.t coefficient contains both the horizontal and vertical tail contributions. However, in some cases it is necessary to divide the contribution into two parts. In that case the following notation will be used: Cm.t = Cm.ht + Cm.vt



(2.8)



Aerodynamic Centre of the Wing The wing pitching-moment coefficient Cm is essential when describing the forces and stability of an aircraft. To understand this phenomenon the zero-lift condition is defined. This condition occurs when the lift on the upper surface equals the negative lift from the lower surface, and thereby cancels out each other. For symmetric airfoils these forces acts at the same point on the wing chord, but
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Cl



Cmac = Cmo



Ο1 α



+



Cd



8



Ο2 V



Aerodynamic Centre



Figure 2.6: Aerodynamic Centre and Centre of Presure of an airfoil



for cambered airfoils, see figure 2.7, this is not the case, and a resulting moment, Cm , is induced, see figure 2.6. In the linear range of angles of attack, the moment can be expressed as: Cm = Cmo + ξCl



(2.9)



where Cmo is the pitching-moment at zero-lift, and does not depend on the location of the reference point O. However, the empirical constant ξ, which acts on the lift coefficient and depends on the location of the moment reference point O. This value can be obtained from a reference book [E., 1978]. If the reference point, O1 , is located near the leading edge of the wing, and an increase of the the lift coefficient Cl occurs, the ξ will become negative, because the lift coefficient acts aft to the reference point. On the other hand, if the reference point, O2 , is located near the trailing edge of the wing, and Cl increases, then ξ will be positive and the moment Cm will increase proportional to the Cl lift coefficient. Somewhere between O1 and O2 , ξ will be zero, and thereby will changes in the lift coefficient, Cl , not affect the resulting moment. This point is called the Aerodynamic centre, and the pitching moment coefficient at the this point (Cmac ) will be equal to the Cmo , within the linear range of angle of attack. To change the aerodynamic coefficients, the wing has two flaps named ailerons. These mechanical devices deflects from the trailing edge, and are of the plain flap type [Pamadi, 1998, p.24]. The two ailerons on the Graupner Trainer 60 moves in opposite direction of each other, which means when the left aileron deflect in positive direction, the right aileron deflect in negative direction, resulting the at rolling and pitching moment.



2.1.2 The Physical Airplane From section 2.1.1 it can be seen that the aerodynamic coefficients have a strong relationship to the physical parameters of the airplane structure. In the following section the parameters of the physical airplane structure will be defined.



Wing Parameters The cross section of an infinite wing is called the airfoil section. This section of an infinite wing construction (infinite wing span), carries information of the drag coefficient, the lift-to-drag ratio, the value of maximum lift coefficient, pitching moment and stall dynamics. According to National Advisory Committee for Aeronautics (NACA) [Pamadi, 1998, p.15], the objective of a good airfoil cross section is a high lift-to-drag ratio, a high value of maximum lift
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coefficient, a low drag coefficient and low pitching moment and a smooth gradual stall. In others words, the wing cross section is of big importance regarding the dynamics of an airplane. In figure 2.7 the geometry of a typical airfoil is illustrated. The line that is centered between the upper and lower surface, is named camberline, and the straight line between the leading edge and the trailing edge is called the chordline. y Upper Surface Trailing Edge Camberline



yc



Leading Edge



x Chordline xc



Lower Surface



Figure 2.7: Airfoil (2D-section) of an infinite wing.



ΛLE



ct



cr



c



b



Figure 2.8: Planform of a wing



To determine the aerodynamic properties of a wing, it is necessary to define the wingspan b, the planform area S, the aspect ratio A, the mean cord c¯, and the leading edge sweep angle ΛLE . The aspect ratio is a common used parameter based on the wing planform area S and the wing span b. The planform can be defined in two different ways: one including the area of the cross-section between the wing and the fuselage and the other without this section. These two definitions are denoted S and Sexp for exposed wing area. The parameters can be derived from figure 2.8.
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As the wing span b, we define the fuselage diameter bf to be the width of the fuselage at the maximum thickness point. For generally aviation airplanes at subsonic speeds, the leading edge sweep is close to zero.
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Centre of Gravity For conventional aviation airplanes, the aerodynamic centre (a.c.) is ahead of the centre of gravity (c.g.) in order to have a positive moment M. The moment from the vertical tail contribution is compensating, by having a negative moment. This is necessary to trim the airplane, and thereby achieve stability. To simplify the calculations, the thrust vector is approximated to pass through the c.g. and the power effects of the engine (wind from air propeller) is ignored. The pitching moment is a summarization of the wing, fuselage and the tail contributions, see figure 2.9, and can be expressed as: Cmcg = Cm.w + Cm.f + Cm.t



(2.13)



= CL.w x ¯a + Cmac.w + Cm.f − CL.ht ηt V¯1 where,



(2.14)



St lt V¯1 = S¯ c



(2.15)



V1 is called the horizontal tail volume ratio and η is the dynamic pressure ratio at the horizontal tail. For more details see appendix D.1. CL.w



CL.ht



Aerodynamic Center



Cmac α



M, Cm.f



Center of Gravity



xac xa lt xcg



Figure 2.9: Aerodynamic forces and moment acting on the airplane.



The lift coefficient CL is the summarization of the wing, fuselage and tail lift contributions, but since the fuselage and tail lift-coefficients are very small compered to the wing-lift coefficient, the lift-coefficient it assumed to be equal to the wing-lift (CL ≃ CL.w ). The derivative of equation 2.13 with respect to CL then becomes: dCm.f dCmcg dCL .ht ¯ =x ¯cg − x ¯ac + ( )− )V1 ηt dCL dCL dCL



(2.16)



where, x ¯a = x ¯cg - x ¯ac . From equation 2.16 it can be seen, that the level of static stability depends on the location of the c.g., and as this moves forward, the longitudinal static stability will increase. dC =0, or in other words, until the airplane Let the c.g. move aft, with stick-fixed elevator, until dCmcg L gets neutral stable. This point is called the stick-fixed neutral point and is denoted N0 . dCm.f dCL .ht ¯ )− )V1 ηt dCL dCL dCm.f dCL .ht ¯ )+ )V1 ηt = x ¯a c − ( dCL dCL



0 = N0 − x ¯a c + ( N0
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where at and aw are the lift curve slopes for the tail and the wing contributions respectively. These parameters are based on empirical calculations, and the interested reader could obtain detailed information from the reference book [E., 1978]. If the c.g. moves aft to the stick-fixed neutral point,N0 , the airplane will get unstable, and the required skills to the operator increases dramatically. If equation 2.18 is inserted in equation 2.16, the stability criteria can be expressed as: dCmcg =x ¯cg − N0 (2.19) dCL The most forward location of the c.g. point (¯ xcg.f ) can be calculated from the maximum lift coefficient, maximum elevator deflection, and the stick-fixed neutral point, by the use of the following equation: Cmδ (2.20) x ¯cg.F W = N0 − (δe.max − δe.o ) CL.max The maximum lift-coefficient occurs during high angles of attack, and since the origin of the lift vector is at the aerodynamic centre, and not the at the c.g., the destabilizing lift-momentum increases. In order to counteract rotation of the airplane, the lift-force from the tail must be increased by elevator deflection. At the maximum elevator deflection angle, it is not possible to increase the Ch t further. If this obtained lift is not sufficient, the airplane will be out of control. This location of the c.g. is the most forward location and is denoted xcg.F W , as shown in figure 2.10



With Ground Effectt



With Free Flight



xcg.FW



N0 ∆x



Permissible c.g. travel



Trailing Edge Leading Edge



Figure 2.10: Permissible of the centre of gravity.



Within the boundaries, N0 and xcg.F W , the airplane will be controllable and longitudinal static stable (pitch sable). From a stability point of view it is desirable to locate the c.g. as far in front of the Stick-fixed neutral point as possible. On the other hand, from a longitudinal control point of view, it is desirable to move the c.g. aft from the xcg.f in order to keep good control capability at maximum lift CL.max (high angle of attack). From this correlation an appropriate weighting between control and stability performance must be determined. It must be mentioned, that during take-off and landing a significant ground effect will increase the maximum lift, and thereby decrease the controllability [Pamadi, 1998, p.215]. This results in a aft-moving xcg.F W as shown in figure 2.10.



2.2 Static Stability of the Airplane In order to establish a dynamic model of the airplane, it is necessary to derive the motion equations of a stable airplane. The stability refers to how an aircraft responds to the small disturbances
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in the angle of attack α, the sideslip angle β and the bank angle φ (see section 2.1 on page 10). The stability can be divided into both the static stability and the dynamic stability. In this section, the static stability is studied in detail. The dynamic stability will be analyzed in the next section. Lw



Lt



Aerodynamic Center



Mac.w



α Mf Center of Gravity



Mt W



Figure 2.11: Aerodynamic forces and moment acting on an airplane in steady level flight



The static stability is considered in a steady level flight condition. A steady level flight refers to cruise flight with a constant altitude. The forces and moments acting on the airplane can be seen in figure 2.11. In steady level flight all the forces cancel out each other, but the moments acting on the airplane are not. Generally, L represents rolling-moment, M is pitching-moment, and N is yawing-moment. This definition is different from the physical section, where the L was due to the lifting force. From the viewpoint of the airplane structure, the he moments L, M , N are the summarization of the fuselage, the wing and the tail contributions. The moments are derived with the following assumption: The total aerodynamic forces or moments in longitudinal or lateral-directional motion are equal to the sum of the individual contributions from fuselage, wing, and tail surfaces. In steady level flight the static stability of the airplane can be analyzed. The stability is analyzed, by evaluating the initial response of the dynamic model, when the it is disturbed in the angle of attack α, the sideslip angle β or the bank angle φ. [Preston, ]. As stated previous the moments are not cancelled out in steady state level flight condition, i.e. the moments are the contributors to the static stability. Generally speaking, the moments contributors have different natures of stability, some of them have a stable nature and the others have an unstable nature. The specific criteria for stability of the three moments are put forward in the following subsections. The static stability will, in this section, be studied in coefficient form. In coefficient form, Cl is the rolling-moment coefficient, Cm as the pitching-moment coefficient and Cn is the yawing-moment coefficient. It is noted that Cl is different from the lift coefficient presented in physical airplane section 2.1. The stability with respect to a disturbance in angle of attack α is named the static longitudinal stability, with respect to a disturbance in the sideslip angle β it is named the static directional stability, and with respect to a disturbance in the bank angle φ is the named static lateral stability. The figure 2.12 shows that an airplane is a dynamic system with six-DoF, three for linear motions and three for angular motions. The six motion directions are coupled, and in order to simplify the model it is necessary to decouple the six interfered motion directions into 2 sets of independent motion directions. These are known as longitudinal motion and lateral-directional motion direction. The decoupling is based on the following assumptions:
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z Vertical axis Figure 2.12: The Body-Fixed System in an Airplane



1. The airplane is a rigid body and has a vertical plane of symmetry (see section 2.1 on page 10). 2. The aerodynamic forces and moments are linear functions of angle of attack/sideslip and other deflection variables. 3. Under small disturbances, the longitudinal deflections do not influent by the lateral-directional forces or moments and vice versa.



2.2.1 Static Longitudinal Stability Longitudinal stability refers to stability around the lateral axis (see figure 2.12) and is also called pitch stability. It primarily depends on the location of the centre of gravity (xcg ) [Pamadi, 1998]. Based on the assumptions 3 and 4, it is possible to analyze the static longitudinal stability by considering the airplane as three separated parts. These parts are the fuselage, the wing and the tail, and are all contributors to the stability. It is necessary to exhibit the following assumption 1. Small disturbances in the angle of attack occur in the vertical plane. 2. The airplane response in pitch is slow. The assumptions indicate the pitch rate q can be ignored and we say that the airplane is in static longitudinal motion. The criteria for static longitudinal stability is dM 0, otherwise Cnβ < 0 means that N is destabilizing moment. Fuselage Contribution Cnβ.f The fuselage contribution to static directional stability is influenced by the geometry of the wing and the wing placement with respect to the fuselage. This contribution is different from the fuselage contribution to static longitudinal stability, because the contribution is depended of the
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wing section. The Cnβ.f is rewritten into Cnβ.BW to show the fuselage contribution to the static directional stability has relationship with the wing. This can be written in coefficient form as:    lf SB.S Cnβ.BW = −KN KRl (2.23) S b where KN is an empirical wing-fuselage interference factor, KRl is an empirical factor, SB.S is the projected side area of the fuselage, S is the reference wing area, lf is the length of the fuselage, b is the wing span. Due to Cnβ.BW < 0 the contribution of the fuselage to the static directional stability is destabilizing. Wing Contribution Cnβ.w The wing contribution primarily depends on its dihedral Γ and leading-edge sweep ΛLE (see section 2.1 on page 10). For low subsonic speeds, the dihedral contribution, shortened as Cnβ.Γw , can be approximately estimated using the simple strip theory (see appendix B.1) Cnβ.Γw = −0.075ΓCL Obviously Cnβ.Γw < 0, i.e. the wing contribution due to dihedral angle is destabilizing. The leading-edge sweep angle ΛLE , contributes to the static directional stability for the subsonic speed, with Cnβ.Λw ! sin Λ 4c tan Λ 4c Cnβ.Λw 1 A2 A = × cos Λ 4c − − + 6¯ xa − 4πA πA(A + 4 cos Λ 4c ) 2 8 cos Λ 4c A CL2 where x ¯a is the distance between the centre of gravity and the wing aerodynamic centre in terms of mean of aerodynamic chord of the wing. x ¯a > 0 if the centre of gravity is aft of the wing aerodynamic centre, which leads to a stabilizing effect. Tail Contribution Cnβ.t The horizontal tail contributes to the directional stability due to both dihedral angle and leadingedge sweep angle. However, the horizontal tail contribution is small and can be ignored. At the same time, the vertical tail is the largest contributor to the static directional stability. This means that the contribution of the tail is equal to the vertical tail contribution. Cnβ.vt = kavt (1 +



Svt lvt ∂σ )ηvt ( ) ∂β Sb



where k is an empirical parameter, avt is the lift-curve slope of the vertical tail, (1 + ∂σ ∂β )ηvt is the combined side wash and dynamic pressure ratio term, Svt is the theoretical area of the vertical tail, lvt is the length of the vertical tail, S is the reference wing area, b is the wing span. All the terms are positive hence Cnβ.vt is positive. The contribution of the vertical tail belongs to the stable directionality. Total Static Directional Stability The total static directional stability can be expressed as: Cnβ = Cnβ.f + Cnβ.w + Cnβ.t With the specific form Cnβ = Cnβ.BW + Cnβ.w + Cnβ.vt
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Static Lateral Stability The lateral stability is the inherent capability of the airplane to counter a disturbance in bank angle φ. It refers to roll stability about the longitudinal axis (see figure 2.12). In level flight, the two wings are both in a horizontal plane and the bank angle is zero. However, when disturbed one of the wings produces more lift force than the other, hence it causes a rolling-moment L. The criteria for lateral stability is Lβ < 0 or Clβ < 0 and vice versa. Fuselage Contribution Clβ.f The fuselage has a negligible contribution to the rolling-moment due to its symmetry around the longitudinal axis. But the fuselage has a considerable effect on the wing. This is taken into account in the combined contribution of wing-fuselage. Wing Contribution Clβ.w The wing contribution to lateral stability mainly depends on the wing-fuselage interference, the wing dihedral angle and the wing leading-edge sweep. Due to the different wing-fuselage configuration, the wing-fuselage interference effect is different. The wing-fuselage configuration is divided into high-wing configuration and low-wing configuration. As shown in figure 2.14, (a) is high-wing configuration and 2.14 (b) is low-wing configuration. For high-wing configurations the contribution is stabilizing and for low-wing configurations the contribution is destabilizing. The Graupner trainer 60 model airplane has the high-wing configuration, hence a stable contribution to the static lateral-directional stability.



(a)



(b)



Figure 2.14: Wing Configuration



Tail Contribution Clβ.t Ignoring the small contribution of the horizontal tail, the vertical produce a rolling-moment, so it is main contributor to static lateral stability. Since the horizontal tail contribution is ignored, Clβ.t is written as Clβ.vt . For subsonic speed: Clβ.vt = −kavt (1 +



∂σ Svt zvt cos α − lvt sin α )ηvt ( )( ) ∂β S b



where lvt and zvt are respectively the horizontal and vertical distance between the centre of gravity and the vertical tail aerodynamic centre. Other terms have been defined in the subsection 2.2.2
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Total Static Lateral Stability The total static lateral stability of the airplane can be written as: Clβ = Clβ.f + Clβ.w + Clβ.t in specific form Clβ = Clβ.f + Clβ.w + Clβ.vt



2.2.3 Summary In this section, the static stability of the airplane is derived as three stabilities: Longitudinal, Directional and Lateral stability. They are also known as pitch, yaw and roll stability. In the static stability, the contributions from the fuselage, the wing, and the tail are added together to achieve the total static stability. All the static stability coefficients are calculated in the appendix C.1.1 on page C103 using Matlab.



2.3 Dynamic Stability of the Airplane In the previous section 2.2, the static stability has been studied, and in this section the dynamic stability will be analyzed. Dynamic stability refers to the airplane response over time when disturbed from a given angle of attack α or bank angle φ (or sideslip angle β). There is a general view of the structure of this section depicted in the figure 2.15. As shown in figure 2.15, the dynamic stability of the airplane will be studied in the following four steps: firstly, we input both the aerodynamic forces and momentums to the airplane, then a nonlinear dynamic model of the airplane can be derived by using the mathematics and aerodynamic theories. Secondly, the coupled motion equations of the nonlinear model are obtained from small disturbances. In the third step, aerodynamic coefficients are defined to decouple and linearize the motion equations. Finally, two sets of independent and decoupled linear motion equations are shown up. After estimating all the aerodynamic derivatives, the two independent decoupled, linear models can be calculated. In the following subsections, the four steps are discussed one by one. To begin with the nonlinear model of an airplane, the equations of aerodynamic forces and moments will be derived.



2.3.1 Aerodynamic Forces and Moments on the Airplane The aerodynamic forces and moments acting on the airplane are based on the Newton’s Second Law, which is valid in the inertial coordinate system Oxi yi zi (see appendix E). The aerodynamic forces and momentums can be described as in the inertial coordinate system as: F~ ~ M



= m· =



~ dH dt
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Mathematics Aerodynamics
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Aerodynamic Coefficients Step 3



Evaluate the Stability Derivatives of Longitudinal Step 4



Evaluate the Stability Derivatives of Lat.-Dire. Step 4



The Motion equations of Longitudinal (Linear Model)



The Motion equations of Lateral-Directional (Linear Model)



Figure 2.15: Four-Step Method for Deriving A Dynamic Airplane Model



~ is the velocity of the airplane and H ~ is the angular momentum. The subscript i repwhere, V resents the inertial system Oxi yi zi , in which the acceleration and the change rate of the angular momentum are measured. To simplify the complicated airplane system, four assumptions are made before the analysis of the aerodynamic forces and moments:



1. The airplane is a rigid body. 2. The airplane has vertical plane of symmetry. 3. The rotation of the Earth around the Sun is ignored. 4. The rotation of the Earth around it’s own axis is ignored.



Furthermore, the two coordinate systems used in this section are, the inertial axes system Oxi yi zi and body-fixed system Oxb yb zb (see appendix E). The navigational axes system Oxe ye ze (see appendix E) is assumed to be an inertial system, as a consequence of the assumptions applied. In the study of airplane the flight dynamics, the navigational axes system and body-fixed axes system are usually used. In the body-fixed system Oxb yb zb is it easy to calculate the time-varying moments and products of inertia. To simplify the computation, the original of the body-fixed axes system is defined to coincide with the centre of gravity of the airplane.
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Aerodynamic Forces In the navigation system Oxe ye ze , ~o dV dt



F~ = m



!



(2.24)



e



where, V~o is the velocity of the airplane with respect to the inertial system. The subscript o means the velocity of the airplane, outer subscript e shows that the velocity has component in the navigation system Oxe ye ze .  



Applying with the moving axes theorem [Pamadi, 1998, p.320], the term ~o dV dt



!



=



e



~o dV dt



!



b



~o dV dt



e



is rewritten:



b ~o + ~ωe,b ×V



where, ~o )b = ˆib U + ˆjb V + kˆb W (V ! ~o dV ˙ = ˆib U˙ + ˆjb V˙ + kˆb W dt b



and b ω ~ e,b = ˆib p + ˆjb q + kˆb r



In the coordinate form, F~ is resolved into three components in the body-fixed system Oxb yb zb as F~ = ˆib Fx + ˆjb Fy + kˆb Fz , combining with the equation 2.24 [Pamadi, 1998] Fx = m(U˙ + qW − rV ) Fy = m(V˙ + rU − pW ) ˙ + pV − qU ) Fz = m(W



(2.25) (2.26) (2.27)



Aerodynamic Moments The momentum in the navigation system is formularized ! ~b d H ~ = M dt e



As the same treatment with the aerodynamic forces, ! ! ~b ~b dH dH b ~b ×H = + ~ωe,b dt dt e



b
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where, ~ b = ˆib Hxb + ˆjb Hyb + kˆb Hzb H ~b dH = ˆib H˙xb + ˆjb H˙yb + kˆb H˙zb dt and b ~ e,b ω = ˆib p + ˆjb q + kˆb r



With the idea of a point mass δm attached to the rigid body having the moment, in this case, we have assumed that the airplane is a rigid body, whose original point is fixed. So the total rotational inertial Iij , i, j = x, y, z in xb , yb , zb respectively equal the summation of each point mass momentum of the rigid body in the body-fixed axes system. Ixx , Iyy , Izz are called the principle moments of inertia. There are six other mutual inertias denoted as Ixy , Ixz , Iyz , Iyx , Izx , Izy , we call them products of inertia. Noticing that Iij = Iji , i, j = x, y, z and i 6= j. In view of the assumption, the airplane has a vertical plane of symmetry, which is the Oxb zb plane, so Ixy = Iyz = 0. By the notation of the angular momentum, it equals the cross product of the ~ = I~ × ω rotational inertial and the angular velocity, i.e., H ~ [Pamadi, 1998]. ~ M



= ˆib [pI ˙ x − Ixz (pq + r) ˙ + qr(Iz − Iy )]   2 ˙ y + Ixz (p + r 2 ) + qr(Ix − Iz ) +ˆjb qI +kˆb [rI ˙ z − Ixz (p˙ − qr) + qp(Iy − Ix )]



~ is rewritten the coordinate form as well The momentum M ~ = ˆib L + ˆjb M + kˆb N M With the equality of correspondence principle in two polynomials, we have: L = pI ˙ x − Ixz (pq + r) ˙ + qr(Iz − Iy )



M N



2



2



= qI ˙ y + Ixz (p + r ) + qr(Ix − Iz ) = rI ˙ z − Ixz (p˙ − qr) + qp(Iy − Ix )



(2.29) (2.30) (2.31)



As mentioned in section 2.2 on page 17, L is called the rolling moment, M is denoted as the pitching moment, and N is the yawing moment. Up to now, the general nonlinear coupled motion equations are derived as equations (2.25∼ 2.27) and (2.29∼ 2.31), where the variable such as U , V , W , p, q, r are called the motion variables of the airplane. From the six equations, it illuminates that the motion of the airplane has six degrees of freedom, three for linear transportation and three for angular rotation.



2.3.2 The Motion Equations in Small Disturbances In our case, the dynamic stability is constrained on the behavior of the airplane when it encounters small disturbances. We assume 1. The airplane is in a steady flight before it encounters a disturbance.
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i.e. the airplane is statically stale before encounters small disturbances. It offers a set of inertial values of motion variables. For instance in the steady flight, the steady value of the linear velocities Uo is the reference flight velocity, Vo = 0, Wo = 0 and the steady value of the angular velocities po = 0, qo = 0, ro = 0. Under the disturbance condition, the equations of the motion variables are U



= U0 + ∆U



V



= V0 + ∆V = ∆V



W



= W0 + ∆W = ∆W



p = p0 + ∆p = ∆p q = q0 + ∆q = ∆q r = r0 + ∆r = ∆r To derive the disturbance motion equations by expanding the nonlinear motion equations around the equilibrium level condition, the following assumptions must be taken into account to 1. The disturbed motion is sufficiently small ranges in the disturbance variables. 2. All the steady state value of the motion variables are zero except the flight velocity Uo (as the reference velocity). 3. All the disturbance velocities are sufficient small in comparison with the flight velocity Uo . These assumptions also give the simplification when extending nonlinear motion equations. Afterwards the equations (2.25∼ 2.27) and (2.29∼ 2.31) are rewritten in small disturbances to ∆Fx = m∆U˙ ∆Fy = m(∆V˙ + rU0 ) ˙ − qU0 ) ∆Fz = m(∆W



(2.33)



(2.32) (2.34)



∆L = pI ˙ x − rI ˙ xz



(2.35)



∆M



= qI ˙ y



(2.36)



∆N



= rI ˙ z − pI ˙ xz



(2.37)



Furthermore we define:



u=



∆U Uo



v = ∆α = ∆V U0



w = ∆β =



∆W U0



(2.38)



and ∆Cx =



∆Cl =



∆Fx 1 2 2 ρU0 S



∆L 1 2 2 ρU0 Sb



∆F ∆Cy = 1 y ρU 2 S 2 0 ∆Cm = 1 ∆M ρU 2 Sb 2 0
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∆Cz =



∆Cn =



∆Fz 1 2 2 ρU0 S



∆N 1 2 2 ρU0 Sb



(2.39)



(2.40)
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2.3.3 Aerodynamic Coefficients In the end of the previous subsection 2.3.2, we derive six ∆Cx , ∆Cy , ∆Cz , ∆Cl , ∆Cm , ∆Cn coefficients. They are denoted as aerodynamic coefficients. To estimate the six aerodynamic coefficients, we define the disturbance variables such as u, v, w, p, q, r and their time derivatives, where v = ∆α and w = ∆β, as well as the change in the pitch angle ∆θ, the change in the bank angle ∆φ, the change in the elevator deflection ∆δe , the change in the aileron deflection ∆δa , the change in the rudder deflection ∆δr and the change in the engine control parameter ∆δt . The idea to estimate the six coefficients is to estimate the derivatives of the coefficients with respect to the disturbance variables. Of course there is inherence to derive the differentials, for example, ∆Cx , ∆Cz and ∆Cm always take differential with respect to u, ∆α, ∆θ, ∆α, ˙ q, ∆δe , ∆δt and likewise ˙ ∆φ, p, r, ∆δa , ∆δr . All ∆Cy , ∆Cl and ∆Cn always take differential with respect to ∆β, ∆β, these differential terms are denoted as dynamic stability derivatives. The idea fulfilment of taking differential with disturbance variables presented before bases on the assumptions as follows



1. The instantaneous aerodynamic forces and moments depend on the instantaneous values of the motion variables. 2. The aerodynamic forces and moments vary linearly with motion variables. 3. The longitudinal and lateral forces and moments are uncoupled. 4. The assumptions above are valid only if the airplane flies on a small disturbance and all the disturbance variables are small.



with these assumption the six coupled aerodynamic coefficients can be decoupled into the longitudinal aerodynamic coefficients ∆Cx , ∆Cz and ∆Cm and the lateral-directional aerodynamic coefficients ∆Cy , ∆Cl and ∆Cn . Furthermore the longitudinal and lateral-directional aerodynamic forces and moments are independent and vary linearly with motion variables. From the coupled aerodynamic coefficients, we have obtained the corresponding decoupled stability derivatives. To obtain the decoupled linear motion equations as to the final linear model of the airplane, it is essential to estimate the dynamic stability derivatives and the static stability derivatives derived in previous section 2.2.



2.3.4 Estimate the Aerodynamic Stability Derivatives As mentioned before, the aerodynamic coefficients in the disturbed motion can be separated into two motions coefficients



- the longitudinal aerodynamic coefficients: ∆Cx , ∆Cz and ∆Cm - the lateral-directional aerodynamic coefficients: ∆Cy , ∆Cl and ∆Cn
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Taking equations (2.32 ∼ 2.37) into equations (2.39 ∼ 2.40), simultaneously using the equation (2.38), we have



∆Cx = ∆Cy = ∆Cz = ∆Cl = ∆Cm = ∆Cn =



mU0 u˙ 1 2 2 ρU0 S mU0 (∆β˙ + r) 1 2 2 ρU0 S mU0 (∆α˙ − q) 1 2 2 ρU0 S pI ˙ x − rI ˙ xz 1 2 2 ρU0 Sb qI ˙ y 1 2 2 ρU0 Sb rI ˙ z − pI ˙ xz 1 2 2 ρU0 Sb



(2.41) (2.42) (2.43) (2.44) (2.45) (2.46)



Equations (2.41 ∼ 2.46) are expanded around the equilibrium level flight condition with Taylor series expansion method and are ignored all the higher than first-order terms



For Longitudinal



∂Cx ∂Cx ∂Cx ∂Cx ∂Cx ∂Cx u+ ∆α + ∆θ + ∆α˙ + q+ ∆δe ∂u ∂α ∂θ ∂ α˙ ∂q ∂δe ∂Cx ∆δt + · · · + ∂δt ∂Cz ∂Cz ∂Cz ∂Cz ∂Cz ∂Cz u+ ∆α + ∆θ + ∆α˙ + q+ ∆δe = ∂u ∂α ∂θ ∂ α˙ ∂q ∂δe ∂Cz + ∆δt + · · · ∂δt ∂Cm ∂Cm ∂Cm ∂Cm ∂Cm ∂Cm u+ ∆α + ∆θ + ∆α˙ + q+ ∆δe = ∂u ∂α ∂θ ∂ α˙ ∂q ∂δe ∂Cm ∆δt + · · · + ∂δt



∆Cx =



∆Cz



∆Cm
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(2.47)



(2.48)



(2.49)
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For Lateral-Directional



∂Cy ∂Cy ∂Cy ˙ ∂Cy ∂Cy ∂Cy ∆β + ∆β + ∆φ + p+ r+ ∆δa ˙ ∂β ∂φ ∂p ∂r ∂δa ∂β ∂Cy + ∆δr + · · · ∂δr ∂Cl ∂Cl ˙ ∂Cl ∂Cl ∂Cl ∂Cl ∆β + ∆φ + p+ r+ ∆δa = ∆β + ˙ ∂β ∂φ ∂p ∂r ∂δa ∂β ∂Cl + ∆δr + · · · ∂δr ∂Cn ∂Cn ˙ ∂Cn ∂Cn ∂Cn ∂Cn ∆β + ∆φ + p+ r+ ∆δa = ∆β + ˙ ∂β ∂φ ∂p ∂r ∂δa ∂β ∂Cn + ∆δr + · · · ∂δr



∆Cy =



∆Cl



∆Cn



(2.50)



(2.51)



(2.52)



where, δe is the elevator deflection, δa is the aileron deflection, δr is the rudder deflection, and δt is the engine control parameter. Terms such as ∂Cx , ∂Cz and ∂Cm are called stability ∂u ∂u ∂u ∂C ∂C n n , are called control derivatives. Using the short-hand notation derivatives, those such as ∂δr ∂δa to represent the stability and control derivatives, we have the longitudinal and lateral-directional motion equations for small disturbance respectively



For Longitudinal



Cxδe ∆δe + Cxδt ∆δt



Czδe ∆δe + Czδt ∆δt



Cmδe ∆δe + Cmδt ∆δt







   d d = m1 − Cxu u − Cxα˙ c1 + Cxα ∆α dt dt   d − Cxq c1 + Cxθ ∆θ dt    d d − Czα ∆α = −Czu u + m1 − Cz α˙ c1 dt dt   d d − m1 + Czq c1 + Czθ ∆θ dt dt   d = −Cmu u − Cmα˙ c1 + Cmα ∆α dt   d d Iy1 − Cmq c1 ∆θ + dt dt
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(2.53)



(2.54)



(2.55)



2.3. Dynamic Stability of the Airplane



For Lateral-Directional



Clδr ∆δr + Clδa ∆δa



Cnδr ∆δr + Cnδa ∆δa







   d d d m1 − b1 Cyβ˙ − Cyβ ∆β − b1 Cyp + Cyφ ∆φ dt dt dt   d d ∆ψ (2.56) + m1 − b1 Cyr dt dt     d d d2 = −b1 Clβ˙ − Clβ ∆β + −b1 Clp + Ix1 2 ∆φ dt dt dt   2 d d + −b1 Clr − Ixz1 2 ∆ψ (2.57) dt dt     d d2 d = −b1 Cnβ˙ − Cnβ ∆β + −b1 Cnp − Ixz1 2 ∆φ dt dt dt   2 d d + −b1 Cnr + Ixz1 2 ∆ψ (2.58) dt dt



Cyδr ∆δr + Cyδa ∆δa =



In our flight, we assume that the thrust is always produced by full engine hence ∆δe = 0. Equations (2.53 ∼ 2.58) are simplified into



For Longitudinal



Cxδe ∆δe



Czδe ∆δe



Cmδe ∆δe







   d d = m1 − Cxu u − Cxα˙ c1 + Cxα ∆α dt dt   d − Cxq c1 + Cxθ ∆θ dt    d d − Czα ∆α = −Czu u + m1 − Cz α˙ c1 dt dt   d d − m1 + Czq c1 + Czθ ∆θ dt dt   d = −Cmu u − Cmα˙ c1 + Cmα ∆α dt   d d Iy1 − Cmq c1 ∆θ + dt dt
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(2.59)



(2.60)



(2.61)
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For Lateral-Directional



Cyδr ∆δr + Cyδa ∆δa



Clδr ∆δr + Clδa ∆δa



Cnδr ∆δr + Cnδa ∆δa



   d d d = m1 − b1 Cyβ˙ − Cyβ ∆β − b1 Cyp + Cyφ ∆φ dt dt dt   d d + m1 − b1 Cyr ∆ψ (2.62) dt dt     d d d2 = −b1 Clβ˙ − Clβ ∆β + −b1 Clp + Ix1 2 ∆φ dt dt dt   2 d d (2.63) + −b1 Clr − Ixz1 2 ∆ψ dt dt     d d d2 = −b1 Cnβ˙ − Cnβ ∆β + −b1 Cnp − Ixz1 2 ∆φ dt dt dt   2 d d (2.64) + −b1 Cnr + Ixz1 2 ∆ψ dt dt 



The derivative coefficients in equations (2.59∼2.64) are both static stability derivatives presented in section 2.2 on page 17 and dynamic stability derivatives presented in this section. They are totally called the aerodynamic stability derivatives. To obtain the decoupled, linear dynamic model of the airplane, it is necessary to estimate all the aerodynamic stability derivatives. The evaluation values of all the derivatives are calculated and fulfilled in virtue of Matlab (see appendix D.2).



2.3.5 Summary From one nonlinear model of the airplane to the two decoupled linear models of the airplane, altogether twelve assumptions are considered to simplify and linearize the nonlinear model. Furthermore four different coordinate systems are used to derive the motion equations such as the inertial coordinate system, the navigational coordinate system, the body-fixed system and the stable coordinate system. However employing the transform theory to the coordinate systems, except the stable system, (see appendix E.1) we obtain the mathematic motion linear equations expressed in body-fixed coordinate system. To get specific expression of these linear equations, hence state space form, all the aerodynamic derivatives in the equations have been estimated. The specific value of each derivative can be check up from the table exhibited in appendix D.2.2. In next section, linear equations (2.59∼2.64) will be represented in standard state-space form. There are two independent state-space expressions, which are the longitudinal state-space equation and the lateral-directional state-space equation. Based on the state-space expressions, two linear and independent model will be built up in Simulink hence a control strategy will be designed in next chapter.



2.4 State-Space Representation and Airplane Responses To implement and verify the airplane model, the motion equations in section 2.3.4 are rewritten into state equations.
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2.4.1 Longitudinal State-Space Description The longitudinal motion states are determined to be: Velocity deviation (u), change in angle of attack (∆ α), pitch rate (q), and change in pitch angle (∆θ). For longitudinal motions, there are only one input, since the thrust is defined as a constant. This input is the elevator deflection (δe ). The equations 2.59∼2.61 are rewritten such that, the four states are isolated. The resulting equations are:



du dt d∆α dt dq dt d∆θ dt



1 [(Cxu + ξ1 Czu )u + (Cxα + ξ1 Czα )∆α + (Cxq c1 + ξ1 (m1 + Czq c1 ))q m1 (2.65) +(Cxθ + ξ1 Czθ )∆θ + (Cxδe + ξ1 Czδe )∆δe ] 1 = [Czu u + Czα ∆α + (m1 + Czq c1 )q + Czθ, ∆θ + Czδe ∆δe ] (2.66) (m1 − Cz α˙ c1 ) 1 = [(Cmu + ξ2 Czu )u + (Cmα + ξ2 Czα )∆α + [Cmq c1 + ξ2 (m1 + Czq c1 )]q Iy1 (2.67) +ξ2 Czθ ∆θ + (Cmδe + ξ2 Czδe )∆δe ]



=



= q



(2.68)



where Cxα˙ c1 m1 − Cz α˙ c1 Cmα˙ c1 m1 − Cz α˙ c1



ξ1 = ξ2 =



The state equations can be rewritten into standard state space matrices, see figure 2.16, form as D



Input



B



+ + x_dot



1 S



+



C



x



+ Outputs



A



Figure 2.16: General state space model.



equation 2.65. The A and B matrices will have the subscription "long" for longitudinal system matrices. x˙ long = Along xlong + Blong ulong



(2.69)



where xlong







 u  ∆α   =  q  ∆θ 34



ulong =







∆δe
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Along



and







a11  a21 =  a31 a41



a11 =



a13 =



a12 a22 a32 a42



 a14 a24   a34  a44



a13 a23 a33 a43



Cxu + ξ1 Czu m1



 b1  b2   =  b3  b4



Cxα+ξ1 Czα m1



a12 =



Cxq c1 ξ1 (m1 + Czq c1 ) m1



Blong







a14 =



Cxθ + ξ1 Czθ m1



a21 =



Czu m1 − Cz αc ˙ 1



a22 =



Czα m1 − Cz α˙ c1



a23 =



m1 + Czq c1 m1 − Cz α˙ c1



a24 =



Czθ m1 − c1 Cz α˙



Cmu + ξ2 Czu Iyl



a32 =



Cmα + ξ2 Czα Iyl



a31 =



a33 =



Cmq c1 + ξ2 (m1 + Czq c1 ) Iy1



a41 = 0



b1 =



a42 = 0



a43 = 1



Cxδe + ξ1 Czδe m1



b3 =



2m ρUo S



Iy1 =



b4 = 0



c1 =



Iy 1 2 c 2 ρUo S¯
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ξ2 Czθ Iy 1



a44 = 0



Czδe m1 − c1 Cz α˙



b2 =



Cmδe +ξ2 Czδe Iy 1



m1 =



a34 =



c¯ 2Uo
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Clong







1  0 =  0 0



0 1 0 0



0 0 1 0



The system matrices are calculated to be:



Along



 0 0   0  1



Dlong



 0  0   =  0  0 







 −0.1055 −0.2651 0 −0.3535  −0.3535 −12.0521 1.0000  0  =  1.3609 −29.8208 −3.8495  0 0 0 1.0000 0



Blong







 0  −0.7679   =  −25.2170  0



x˙ lat = Alat xlat + Blat ulat



(2.70)



2.4.2 lateral-directional State-Space Description The lateral-directional motion states are determined to be: Change in side slip angle (∆β), change in roll angle (∆φ), roll rate (p), change in yaw angle (∆ψ), and yaw rate (q). The inputs are aileron deflection (δa ) and rudder deflection (δr ). The principle for deriving the system-matrices, are identical to the derived longitudinal system-matrices, and are calculated in appendix C.1. The matrices are:



Alat







  =  



−0.1012 0.0115 −0.0056 0 −0.9969 0 0 1.0000 0 0 −200.1457 −0.5000 −19.3746 0 5.7432 0 0 0 0 1.0000 19.3671 −0.0003 −0.3921 0 −0.8328



Blat







  =  



0 0.2739 0 0 209.1235 18.3880 0 0 −2.4740 −51.0966



Clat







1  0 =  0 0



0 1 0 0



0 0 1 0



 0 0   0  1



     



     



ulat =



Dlat



xlat







∆δa ∆δr







  =  



∆β ∆φ p ∆ψ r



     











 0  0   =  0  0



2.4.3 Airplane Response The standard state-space representations for longitudinal and lateral-direction motions, have been derived separately. In the this section, the response regarding longitudinal motion, will be analyzed, when encountering a small disturbance. The lataral-directional airplane response are discussed in appendix C.1.
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For normal systems with both input and output, there are two types of responses: the free response and the forced response. The free response is characterized by given set of initial conditions and a zero input u = 0. This response shows the transient behavior or dynamic stability of the airplane due to disturbances, like local wind gusts. For the free response the longitudinal model is reduced to: x˙ long = Along xlong



(2.71)



The characteristic equation of the longitudinal motion is |λlong I − Along | = 0



(2.72)



The roots of the characteristic equation (2.72) for a conventional stable airplane (Cmα < 0) are two pairs of complex conjugate roots. The four roots or the eigenvalues of the system matrix Along are: λlong1,2 = −8.3207 ± j2.6623



λlong3,4 = −0.0428 ± j0.3507



(2.73) (2.74)



From the eigenvalues it can be seen, the system is dynamic stable of nature because of the negative real part. The two parts can be evaluated separately, and the damping ratio and natural frequency can be calculated from the following equations: r ξ=√ r 2 + s2 p ωn = r 2 + s2



where r is the real part and s is the imaginary part of the roots. Furthermore the time period T and either the half or the double amplitude time ta , can be calculated from: T =



2π p ωn 1 − ξ 2 0.69 ta = |r|



if r is positive, ta is the time for half amplitude, otherwise ta is the double amplitude time. The values of the damping factors, natural frequencies, time periods, and settlings time, for the Graupner trainer 60 airplane is shown in table 2.4.3 The roots λlong1,2 is heavily damped, and has a higher natural frequency. This oscillation motion is called the short-period because of the higher frequency, and due to the heavily damping ratio, it is under normal conditions not necessary to add controller compensation. In general stable airplanes this will feel like a bump to the pilot, and the pilot does not have to take any action to eliminate this motion. The roots λlong3,4 are lightly damped, and with a lower frequency. This motion is called the phugoid or long-period motion, and because of the light damping, these motions should be eliminated by controlling the elevators. In the figure 2.17 the physical motion of an airplane, when during a long-period motion, is illustrated. At first, at the bottom of the motion cycle, the airplane increases the pitch angle and begins to climb and loose forward velocity. As the airplane gains altitude, the pitch angle will decrease, and at the top of the motion cycle, the pitch angle will be zero and the forward velocity will be
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Coefficient



Value



ξ1,2



0.6528 [.]



ξ3,4



0.1211 [.]



ω1,2



8.7365 [rad/sec]



ω3,4



0.3533 [rad/sec]



T1,2



2.3689 [sec]



T3,4



17.9161 [sec]



ta,1,2



0.0829 [rad/sec]



ta,3,4



16.1215 [rad/sec] Table 2.1:



α



θ=0



α



U



U



θ −



θ



α U



Figure 2.17: Motion of an airplane during a phugoid motion.



it’s lowest. Since the angle of attack remains the same, the decrease in pitch angle will result in a smaller lift coefficient, and the airplane will loose lift which will flattening the flight path. After the top positions is reached, the airplane will begin loosing altitude, and the pitch angle will become negative. This results in a decreasing of the wind stream velocity which increases the lift coefficient, and the cycle will start all over again. The free responses of longitudinal motion are shown in section 2.6, and the free responses of lateral-directional motion can be referred in the appendix C.1. Another response is the forced response, which is characterized by a given time history of inputs without any disturbances and with zero initial conditions. The forced response implies the steady-state behavior of the airplane. Unit-step response is one of the common forced responses. When the airplane encounters small deflection of the inputs, the steady-state solution gives the corresponding steady-state values of each state.



2.4.4 Matlab Implementation The simulations performed in this chapter are implemented in Matlab, by use of the Simulink toolbox and standard m-files. The dynamic model has been divided into six m-files and one Simulink file, see table 2.2. The files are located on the project CD-ROM in: /matlab/modelling/*.m. To perform the comparison between the test flight data and the model output, two m-files have been made. These files import the log data, add this necessary sensor adjustments, executes a simulation and plots the output. The result is shown i section 2.6. The files used in this process
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Filename



Content



File type



constants.m



Physical constants, e.g. air density



m-file



airplane.m



Distances and length of the physical airplane, e.g. wingspan



m-file



estimation.m



Estimations of the aerodynamic coefficients



m-file



inertia.m



Rotational inertia of the physical airplane



m-file



longitudinal.m



Motion equations and state-space representation of the longitudinal direction



m-file



lateral.m



Motion equations and state-space representation of the lateral direction



m-file



calculation.m



Main file, which compute all the m-files i.e. all system matrices



m-file



airplanemodel.mdl



Simulation of the 2004 model (requires the calculation.m to be executed)



Simulink file



Table 2.2: Matlab files used for simulations of the dynamic airplane model.



are shown i table 2.3. The main file modelvslogdata.m computes the gpslogdata.m file and imports the log data from the log2.mat file. Filename



Content



File type



modelvslogdata.m



Logdata import, sensor adjustments, model simulation and plotting



m-file



gpslogdata.m



Flight path plot in 2-D, and marks the logdata selection used for model verification.



m-file



log2.mat



logdata from the test flight



data file



Table 2.3: Matlab files used for verification of the dynamic airplane model.



2.5 Corrected Errors in Previous Derived Models The basis for the dynamic modelling, is the work done by the previous groups. The work of group 02gr832 [Grp 832, 2002], who made a complete dynamic model, which however contained errors. The project group was aware of some of these errors, but were not able to correct them, before the project deadline. This has, however, been the main objective in this project, regarding
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modelling. The following errors have been discovered in the 2002 model: • Parameters with radian unit used as degree unit, without conversion. • The model response from deflections in the elevator, ailerons and rudder was too large. • Some minor errors the inertia calculations. • General calculations errors (mainly sign errors). • Repeated definitions of parameters (overloading). The major reason for the modelling errors, was the wrong use of units in the parameters. This was due to the empirical parameters, which were calculated analytical and afterwards corrected with an empirical factor. This empirical factors were read from slopes in figures, from a reference book [E., 1978], and the analytical calculations were based on other literature. The mistake were caused by the different units convention used in the two types of literature. The graphs used for empirical corrections had to degree unit [E., 1978] and the analytical calculations had radian unit [Pamadi, 1998]. However, a large dissimilarity can be seen from the B matrix in the longitudinal 2002 model and the B matrix in the GAA model, see table 2.5. 2002 model



GAA



2004 model



b1,long



0.0000



0.0000



0.000



b2,long



0.0002



-0.1609



-0.7679



b3,long



-139.84



-11.86



-25.22



b4,long



0.0000



0.0000



0.000



Table 2.4: Coefficients of the B-matrices in longitudinal direction.



This difference has the effect of a higher sensitivity in the pitch rate state (b3,long ), due to the input signal. This value has changed as a result of a change in the pitch moment coefficient with respect to elevator deflection (Cmδe ). In the 2004 model the b2,long coefficient has a significant larger value than the GAA. This however, has no significant influence on the model output, since the value is small compared to the b3,long coefficient.



2.6 Model Verification To verify the dynamic model of the airplane a series of simulations have been performed. The objective for the simulations has been to compare the newly derived 2004 model with previous derived models and with measurements from the first flight. This verification is divided into two main section. In the first section, the model derived by group 02gr832 [Grp 832, 2002], (the same model as group 03gr830 [Grp 833, 2003]), is compared with the General Aviation Airplane (GAA) presented in [Pamadi, 1998, p.542], and of course the newly derived 2004 model. The verification will be performed with different initial conditions (free response) in the three models. The free response is similar to suddenly changes in forces or moments acting on the airplane e.g.
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gusts of wind. The forced response is performed with a step of 5 [deg] on the input for 0.5 [sec]. In the second section, a comparison between the 2004 model and the log data from a first flight is performed. The log data contains the input to the servos, and this data will be fed to the model as input, and the output will be analyzed. Only the longitudinal model will be verified, since the procedure is the same for the lateral-directional model verification. The simulation and result for lateral-directional model verification can be seen in appendix C.1. In short, the verification will contain: The three-model verification: • Free longitudinal response with 10 % disturbance in forward velocity and 5 [deg] disturbance in the angle of attack. • Free longitudinal response with 5 [deg/sec] disturbance in the pitch rate. • Free longitudinal response with 5 [deg] disturbance i the pitch angle. • Forced longitudinal response with 5 [deg] input in elevator angle for 0.5 [sec]. The flight verification: • 8 [sec] model verification with data from the first flight 5.1.



2.6.1 Three-Model Verification The free response from a 10 % disturbances in forward velocity and 5 [deg] disturbance in angle of attack, is shown i figure 2.18. The response shows a very short settling time in the angle of attack which results in a rapid change in the pitch rate, and thereby also the pitch angle. This relates to the short-period motion. The 2002 model and the 2004 model are very similar, and compared to the GAA response, their response are faster. This seems reasonable since a GAA has a higher inertia to deflected moment ratio (e.g. Iy to Cm,δe ratio) than the smaller Graupner Trainer 60 airplane and since the shortperiod natural frequency is lower than for the Graupner Trainer 60 airplane (3.6 < 8.7 [rad/sec]). The forward velocity deviation (u), in the top of the figure, shows that the 2004 model have the same amplitude as the GAA model and again the frequency is higher. This relate to the longperiod motion. The reasons are the same as for short-period motions, but here the damping is higher for the Graupner Trainer 60 airplane. The reason for this deviation could be the high-wing and positive dihedral-wing configuration, which stabilizes the airplane [Pamadi, 1998, p.294]. The dihedral angle is the angle between the plane of the wing and a horizontal plane. This makes sense since the GAA has a low-wing configuration with only a small dihedral angle, compared to the GAA. The groups 02gr832 [Grp 832, 2002] and 03gr830 [Grp 833, 2003] were aware of the scaling problem with the forward velocity deviation u, and are illustrated in the figures 2.18-2.21 the deviation is often out of scope, and does not seem realistic. In figure 2.21, a plot of the forced airplane response is shown. A 5 [deg] step in the elevator angle is applied to the models for 0.5 [sec]. As it can be seen the step is applied 10 sec. into the simulation. As expected the natural frequency of the long-period motion is faster for the 2004 model, compared to the GAA, but also the amplitude of all four states, is higher in the 2004 model. This means that 2004 model has a higher sensitivity with respect to elevator deflection, than the GAA. In all three models the short-periode motion is highly damped, but also here the
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Figure 2.18: Free longitudinal response with 10 % disturbance in u and 5 [deg] disturbance in the angle of attack



amplitudes are different. If we look into the pitch angle, the GAA has a pitch angle of -6 [deg] and the the 2004 model has a pitch angle of -9 [deg], while the 2002 model has a pitch angle of -35 [deg]. The large sensitivity to elevator deflection in the 2002 model supports the error discovered by group 02gr832 [Grp 832, 2002]. This however is corrected in the 2004 model.



2.6.2 Flight Verification The best model verification that could be done, is a comparison between the model and a test flight. This project group has, as the first group ever, been able to perform a test flight. As explained in section 5.1, the purpose of the first flight was to verify the on-board system platform. The 2004 model is derived with some assumptions, see section 2.2 among them, the airplane must be in steady state level flight before encountering a disturbance. Since we only have data from one flight, which was performed to achieve other goals than model verification, the log data for model verification was very limited. The entire flight time was less than one minute, and be cause of the many large disturbances, and the fact that the throttle was decreased in the last part of the flight, this only leaves a time span of 8 [sec] to model verification. From the GPS data in
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Figure 2.19: Free longitudinal response with 10 % disturbance in u and 5 [deg] disturbance in the angle of attack.



section 5.1 the time segment used for model verification is emphasized. The log data contained data from: • Input to all servos, from manually remote control. • Gyro sensors i x and y directions (pitch and roll rates). • Orientation sensor data in x and y directions (pitch and roll angles). • GPS sensor in 2D mode (position i one plane). To perform the model verification, all the states in the longitudinal matrices were initialized to the value at the beginning of the time segment used for verification. The simulation was then performed with the input from the manual flight, obtained from the log data. The result is shown together with the log data in figure 2.22. From figure 2.22 it can be seen that most of the flight dynamics is present in the model. However, the response is a faster in the 2004 model, as if some kind of time offset occurs between the flight log data and the model output. Note that the pitch rate from the 2004 model has a tendency to be at a higher level than the pitch rate from the flight log data. This however, could be a result of a insufficient gyro meter calibration. It could also be due to dynamic model errors.
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Figure 2.20: Free longitudinal response with 5 [deg] disturbance i the pitch angle.



2.6.3 Recommendations for Hardware Design In order to log useful data from the sensors on-board the airplane, it is necessary to know the natural frequency of both longitudinal and lateral-directional motions. These are derived is in section 2.4, and are:



ωn,long,max = 8.74[rad/sec] ≃ 1.39[Hz]



ωn,lat,max = 4.83[rad/sec] ≃ 0.77[Hz]



(2.75) (2.76)



These estimations should be used in the hardware implementation and in the controller design. The accuracy of the dynamic model is evaluated to be sufficient for state estimation. However, to achieve even higher accuracy, and thereby better performance or stability, it will be perforable to have sensor input for all states.
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Figure 2.21: Forced longitudinal response with 5 [deg] input in elevator angle for 0.5 [sec].



2.6.4 Model Conclusion The dynamic model of the Graupner Trainer 60 airplane, has been verified by a comparison to a General Aviation Airplane [Pamadi, 1998] and by a comparison with log data from the first flight. The longitudinal and lateral-directional model verifications have been analyzed separately. The longitudinal verification shows very good consistency with the log data from the test flight, and it is evaluated to have sufficient accuracy and dynamic for controller or estimator development.
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Figure 2.22: Logdata from a test-flight vs. model output.



The lateral-directional verification shows good accordance with the General Aviation Airplane (GAA) from [Pamadi, 1998], see appendix C.1 . The free response of the model, shows very good accordance with the GAA. However, the forced response shows a high sensitivity from aileron deflection, and this influences the model output when fed with the aileron angles from the first flight. Even trough the sensitivity is to high for aileron deflections, the dynamics of the model is preserved. The resulting lateral-directional model is evaluated to be have sufficient accuracy for controller design.
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System Platform Design and Implementation The design principle for the system platform will be established, and implemented in this chapter. Initially the actuator and sensor functionality demands are analysed and determined, such that the scope of the interfaces can be identified. This is followed by an examination of previous design principles, such that design aspects can either be discarded or reused. Based on the knowledge obtained trough this analysis, and new thinking, an improved design is deduced. The primary components in this design, will in the remainder of the chapter, be designed and implemented. System platform flight preparation is performed as a final step, this includes considerations regarding integration of the resulting hardware system into the airplane fuselage. The chapter contains references to the component list presented in section 1.2 on page 6, which are given in the form: (Component list item X).



3.1 Determining the Design Principle Because this project is limited only to cover the autonomous flight itself, that is, landing and takeoff must be performed by an operator, the design principle must incorporate the functionality of changing between the take-off/landing scenario and the in-flight scenario. This means that control of the actuators, is either performed by the operator via remote control or from the on-board control system. This functionality must be included in the actuator interface.



3.1.1 Actuators and Sensors In order to achieve autonomous operation of the airplane, information about the current state of the flight must be measured, such that proper future actions or corrections can be made. This means that actuators and sensors must be chosen, allowing the system platform to interface with the surrounding environment. Control of a model airplane is typically performed by controlling the aileron, rudder and elevator. This is done by servo motors controlled via remote control, for a standard model airplane. There is no reason to change this principle, which makes the choice of actuators obvious. However several options are available when monitoring the current state 47
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of the model airplane. In general all system states are measured, which makes the choice of sensors determined by the State-Space model representation (Section 2.4 on page 33). Given the requirement of autonomous flight, and the conclusion made in the modelling section, the following states will indicate the required sensors: Directional change Pitch, roll and yaw rates are all states in the model, which makes them obvious choices. A rate of change measurement is provided by use of an instrument called a gyroscope. Whether it is the pitch, roll, or yaw rate which is measured, is decided by the orientation of the gyroscope. Only pitch and roll rates are chosen as sensor measurements, because only two gyroscopes are available (Component list item 10). These are more important regarding basic stability in the air, where as the yaw rate is only in connection with the direction of the airplane in a plane. This can information can be obtained with GPS data. Orientation The current direction of the airplane, depends on the orientation of the airplane with respect to the navigational coordinate system (See appendix E.1.3 on page E128). Such information is useful with respect to the navigation of the airplane. This type of data is typically acquired, with a sensor relying on gravity, and the magnetic field of the earth, which is called a magnetometer. Position In order to perform route planning and execution, information about the position of the airplane, with respect to navigational coordinate system is required. Such data is obtained by use of GPS, or DGPS when higher accuracy is needed. The DGPS solution is chosen. These choices of measurements have also been evaluated in previous projects, as being obvious choices, which is why such sensor hardware is available (Component list items 10 - 13). These sensors together with the described actuators will be reused in this project.



3.1.2 Previous Design Principle In section 1.2 on page 5, a review of the design history of the system platform is provided. As it is evident, the basic principle has been to use the serial ports of a PC/104 computer, together with several interface boards, in order to interface to the actuators and sensors. No successful design has yet been developed, in spite of several modifications to the basic design. The result has however been an addition of several interface boards, making the system more complex. The last design which was implemented, was in the 2002 project, this design principle can be seen in figure 3.1. As can be seen in the figure, the design makes use of five external circuit boards (Item 17 - 20). This results in several physical components, which each require separate power connections. It also adds to the complexity of the system, making it more susceptible to breakdowns due to component failure, or bad connections in the wiring. The design is described as having problems with an acceptable sampling rate, when sampling the various sensors connected to the serial ports. It is our assessment that this problem is due to insufficient software design. This design also allows for manual control via a remote control unit, which is also a demand in our design. Detection of the actual operating state is indicated by a dedicated receiver channel,



48



Chapter 3. System Platform Design and Implementation



Sensors



Sensor interfaces



On-board Computer (Item 4)



Actuator interfaces



Gyroscope (Pitch)



Analoge



Gyroscope (Roll)



Analoge



Signal conversion



RS-485



RS-485 / RS-232 converter board (Item 20)



Actuators



Servo motor interface board (Item 17)



Gyroscope interface board (Item 18)



Signal PC/104 - CPU Board conversion Signal Signal conversion conversion Signal conversion



RS-232



Servo 1 (Rudder)



Servo motor signal generator RS-485 / RS-232 converter board (Item 20)



Servo 2 (Elevator)



4



Signal conversion



RS-232 Signal conversion



RS-485



Servo 3 (Throttle)



Servo motor sampling board (Item 19)



RS-232 RS-232



DGPS



RS-232



Orientation Sensing Module



Sampling of servo motor control signals



Detection of Autonomous / Manual mode



Switch



RS-232



4



Servo 4 (Aileron)



4



Remote Control Reciever unit



Figure 3.1: Design principle for the on-board system, developed in the 2002 project.



which transmits the current position of a switch on the remote control unit. A circuit which is part of the servo motor sampling board (Item 19) performs the detection functionality. This sub-circuit design is evaluated as adequate, and will be reused in the new design. An inconsistency exists in this design, which is not mentioned in the 2002 report. The design cannot be realised, because the EuroTech CPU-1220 PC/104 only has four RS-232 serial ports, and the 2002 design requires five ports.



3.1.3 An Improved Design The main design goal for our design will be to develop a more compact and integrated design. This means eliminating several of the external circuit boards, and connections. Introduction of a digital and analogue I/O board will provide the possibility for a more efficient and direct design approach. Several of the additional interface boards used in previous design can be eliminated, because no signal conversion is needed. And it is also possible to achieve a much faster communication speed, by using the digital I/O ports as parallel digital interface, in comparison with the RS-232 and RS-485 standards used previously. The failure to produce a fully operational system design, is mainly due to software platforms used, which means a new approach must me taken. Further discussion of this will be done in section 3.2.1 on page 52.



Sensor interfaces By using the analogue input on the I/O board, the two gyroscope unites can be interfaced directly, which eliminates two of the external interface boards (Item 18 and 20). This also provides a much faster sampling of the gyroscope signal, in comparison with the previous design where several signal conversions are performed. The DGPS and orientation sensor units use a RS-232 as the default interface. An optimal interface to these units, would be to use a direct approach by allocating a RS-232 port for each unit.
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Actuator interfaces There is no argument for separating the servo motor interface, as it is done in the previous designs. However the design idea of having external hardware which interfaces to the servo motors is good, because it relieves the work load of the main processor. By designing a multi-functional circuit board (Servo interface board), which handles both sampling, in manual mode, and generation of servo motor control signals, in autonomous mode, the functionality of the three external circuit boards (Item 17, 19, and 20), can be joined into one board. As mentioned the previous design of the detection circuit will be reused, and integrated onto this new circuit board. With the digital I/O board available, a fast and efficient interface can be developed to the new servo interface board.



The Resulting Design When the new design is implemented and integrated into the fuselage, it must be possible to interface to the on-board computer, in order to download log data or change the controller, without having to disassemble the airplane. Such a feature can i.e. be implemented using a RS-232 or Ethernet connection. The new design concept comprises of the following items, and is illustrated in figure 3.2. - Onboard computer with an I/O board. - Gyroscopes performing pitch and roll rate measurements. - DGPS unit performing position fixes. - Three axis orientation sensing instrument, for determining airplane orientation. - Multi-function circuit board for generating and sampling control signals to the servo motors, and detection of the current mode of operation (autonomous/manual).
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Figure 3.2: The new 2004 design principle.
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Implementation Demands and Guidelines The rate with which the physical parameters of the airplane system must be sampled, depends on several factors. The lower sampling limit depends on the dynamics of the system, that is, sampling of the system must be done fast enough to perceive state changes. The absolute upper limit is given by the choice of sensor hardware. However setting the sampling rate to this upper limit, could result in superfluous data, because no new information is contained in the signal, and would require unnecessary data processing and storage. Certain external disturbances to the system, i.e. gusts of wind, which have a higher frequency than the natural frequency of the airplane system, must however also be included in the sensor information, such that a controller compensation can be made. This means a sufficient and appropriate sample rate, is determined by the disturbances to the system. In order to acquire knowledge about such disturbances, sensor implementation is initially performed at the maximum possible sample rate. In the final stage of system development and implementation, this rate could be lowered in order to maximize the performance of the system, with respect to processing power, depending on the data collected form the first test flights. The natural frequencies of the system, have in section 2.4 been estimated to the following: (Equation 2.75)



fn,long,max = 1.39[Hz]



(3.1)



fn,lat,max = 0.77[Hz]



(3.2)



The double of these frequencies are chosen as the minimum sampling demand for the sensors, according to Nyquist sampling criteria. In the remainder of this chapter, each of the primary component groups will be designed and implemented. Issues regarding the integration of the final hardware system into the airplane fuselage, is considered and performed as the final step.



3.2 The On-board Computer System An on-board main processing system is needed in order to interface to the various actuator and sensor modules, perform data acquisition, and allow an implementation of the controller itself. Because this system must be placed and operated, within the fuselage of the airplane, there are certain constraints regarding power consumption, and the actual size of the system. Use of an embedded solution could provide a compact light weight system, with a low power consumption. However such a solution could also prove insufficient regarding processing power, and would typically demand extensive software development. If a standard PC solution was to be used as an onboard computer, several real-time software solutions exist, limiting software development to only sub-system drivers. Size and power consumption would however be disadvantages. The PC/104 industrial platform has been developed as a compact PC platform, allowing for the main advantages of a PC platform, as well as being very compact and having a relative low power consumption. We will use the PC/104 solution as the on-board computer.
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3.2.1 On-board Computer Software There are several software platform options available for obtaining hard Real-Time processing capability on a PC system, i.e. RTAI, RT-Linux, and QNX. These solutions do however typically require some setup and development of general software, leaving less time for development of the actual actuator and sensor driver software. Furthermore, implementation of controller designs on these software solutions, is a inconvenient and time consuming process. A resulting controller must first be made discrete, numerical data from the resulting matrixes written into i.e. C code arrays, and finally the code must be compiled and transferred onto the target platform, before it can be executed. This process must be repeated each time a change is made, i.e. when performing controller parameter changes, which slows development time considerably. R Recently MathWorks has developed the xPC Target as a toolbox for Matlab. It is a highperformance, host-target prototyping environment that enables you to connect Simulink and State flow models to physical systems and execute them in real-time on PC-compatible hardware. xPC Target is ideal for rapid prototyping and simulations, which incorporates hardware interfaces, of i.e. control systems. xPC Target enables you to add I/O blocks to your models, automatically generate code with Real-Time Workshop, and download the code to a second PC running the xPC Target real-time software. The controller implementation process is transparent, and very fast because the xPC toolbox is integrated into the Matlab environment. The contrast between the typical method and the xPC Target principle, is illustrated in figure 3.3.
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Figure 3.3: Illustration of a typical and xPC controller implementation process.



In comparison with the standard solutions, not only controller implementation is more efficient, but also the initial setup and installation of the xPC Target software. The xPC Target tool is an optimal tool for use in our system, which is why we will utilize it as the main software platform.
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The xPC Target Solution As default, the xPC Target real-time kernel and the current Simulink model, are downloaded to a boot-disk, which the target computer boots from and starts executing the model. However by use of the xPC Target Embedded Option, a permanent installation can be downloaded to the harddrive, and new Simulink model transferred and controlled over an Ethernet or RS-232 connection. When using the xPC Target platform for data acquisition, log data is stored in the memory of the target computer, because the xPC Target toolbox does not provide access to the file system of the target computer. This in a drawback of this tool, but when taken into account with respect to battery lifetime, it is not a problem. However if an failure occurs, which results in a crash, and the power is lost, no log data can be recovered. Various driver blocks are provided in the toolbox, however in custom applications such as interfacing to specific hardware, custom code must be developed. Such custom code can easily be integrated into the xPC real-time environment, through a feature called S-function, which is a standard in the Simulink environment. An S-function is basically a framework of code, C, C++, or Ada, which is represented by a graphical block in a Simulink model. All block parameters, such as the sampling rate, the initial conditions, the number of input and output ports, etc. are all setup by use of specific functions which are specified in the Matlab reference literature [Matlab, 2003]. When executing a simulation, each S-function executes a function for each sample step. It is here custom code is placed, such as an interface to specific hardware, hereby making the S-function a driver. Custum code can also be exetuced the first time the S-function is executed, and when it terminates. This is possible by use of specific functions. Each S-function which is running a specific task, can be given an independent sampling time. The upper limit is set by the sampling time of the primary task. This allows for great flexibility in the driver block development. During model execution, the xPC Target includes parameters which provide useful information regarding the processing load of the processor. These are respectively referred to as the raw, average, minimum and maximum task execution time (TET, Average TET, Min TET, and Max TET). The task execution time (TET) is the amount of processing time in seconds, execution of all S-functions, scopes, etc. takes per sample. This information is always logged, when a model is executed.



3.2.2 Implementing the On-board Computer System Two PC/104 CPU boards are available from previous projects: The EuroTech CPU-1220 and EuroTech CPU-1232 (Component list items 4 and 5). Either of these boards would be more than sufficient regarding processing power, when using the xPC Target platform. The CPU-1232 board would be the obvious choice because is has a low power consumption and a high speed processor. We are however forced to use a RS-232 connection to interface to the xPC Target computer, because of incompatibility issues with the integrated Ethernet chip on each board. This means that the PC/104 CPU board must have a total of three RS-232 ports, one port for the xPC Target interface and two ports for sensor interfaces (See section 3.1.3 on page 49). The CPU-1232 only has two RS-232 connections, which makes the CPU-1220 the board which will be used. For digital and analoge I/O the Real Time Devices DM6210 PC/104 add-on board [RTD, 2002](Component item 8) will be used. It is a standard board regarding performance.
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Using the S-function principle, driver blocks for each sensor and actuator interface, will be designed and implemented as can be seen in the following sections. A low-level access to i.e. the address space of the PC, as well as the RS-232 UART, is not provided directly in the S-function documentation. We have however achieved this, by disassembling the source code of the standard xPC toolbox blocks, which provide this functionality. Interfacing the xPC Target computer through a RS-232 connection, results in a very slow transfer time. When using 115k baud, tests show that a transfer of 6M b data, which is equivalent to 10 signals logged for 10 minutes, takes about 15 minutes. This must be taken into account, with respect to battery lifetime, when performing in-the-field data logging.



3.3 Actuators The actuators in the airplane consists of four identical servo motors placed in the fuselage as seen in figure 3.20 on page 72. To control these, it has been chosen to build a servo interface board, that allows both the PC/104 and the remote receiver to control the servo motors. This board should also implement the functionality for sampling the servo motor signals when controlled by the remote.



3.3.1 Servo Motors The servo motors used in this project are of the type "Robbe Futaba S3001". This is a standard servo motor used in i.e. model airplanes. When flying the airplane, the servo motors have to be constantly updated with the desired position, at least each 30 ms, otherwise the position of the servo motors can be wrong. It is chosen to update with a frequency of 20 ms. This updating is done by generating a servo control signal (PWM pulse), where the duty-cycle indicates the position of the servo motor (0◦ − 180◦ ). It is chosen to represent this range by an 8 bit value, which produce a stepsize of 0.7◦ /bit. The high period of the cycle is between 1 ms and 2 ms, this range covers all of servo motor positions (See figure 3.4).
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Figure 3.4: Continues PWM-signal to a servo motor, where the position shifts from 0◦ to 180◦



Servo interface board In the two flying scenarios (autonomous/manual), the updating of the servo motors should respectively be done by the PC/104, or via the remote control. The shift between flying autonomous and manually should be done from the remote control, so it always is possible for the operator to switch to manual flight mode. In order to separate the signals for the two modes, it is necessary to have a switching device for the servo signals. When flying manually the servo board has to sample the PWM-signals generated by the remote control and provide them for the PC/104. It is chosen to establish this communication as a parallel
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bus in order to minimize the communication time. This parallel bus communicates accordingly to the protocol described in appendix A on page A97 and test of this communication can be seen in appendix F on page F131. Flying in the autonomous mode, the data direction is reversed, meaning that the servo board will receive an 8 bit value from the PC/104. A microcontroller, PIC 16F877, is implemented for controlling sampling and generation of these signals, as well as the parallel interface to the PC/104. In figure 3.5 this design is shown and because this board is placed in a physical demanding environment, it is chosen to lay out a print board.
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Figure 3.5: Basic principle of the servo board



Autonomous/Manual detection The receiver used in this project, has an extra channel compared to the number of servo motors used in the airplane. This extra channel is controlled by a switch on the remote control, and used to detect if it is autonomous or manual flight that is chosen. The design of the detection circuit is a design made by one of the previous groups (01gr830), and consists of a low-pass filter and a comparator, giving either a low or a high signal output. Receiver problems The receiver that was purchase by previous groups is a type of receiver that communicates with the remote control via frequency modulation (FM). This way of communicating can be sensitive to electrical and magnetic disturbances. After having implemented the system in the airplane, tests regarding operating range and the effect of noise was performed. These test showed that this type of communication only allowed for short range stable communication. When the limit of transmitting range was reached the servo motors performed random movement. To correct this problem it was decided to buy a new FM remote control receiver, which uses Pulse Code Modulation (PCM) as the transmission principle. This new receiver provided the necessary communication range, and improved the stability due to more noise resistant digital signal transmissions. The receiver is a Robbe Futaba PCM 1024. Generating PWM signals When the PC/104 is controlling the servo motors, the updating of the servo motors is done via the developed servo interface board. The servo interface board gets the desired positions from the PC/104 and updates the servo motors each 20 ms. The position which can be between 0◦ and 180◦ is given by a 8 bit value. This value is then converted into a time period between 1 and 2 ms, where 1 ms is equal to 0◦ , and 2 ms is equal to 180◦ . Updating of the servo motors is done in a sequence starting with servo motor 1, when the internal timer in the MCU reaches the desired value, indicating the position, an interrupt occurs and the next servo motor will be updated, see figure 3.7. This sequential way of updating is chosen because when implementing this on the microcontroller it is easy to ensure correct updating
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frequency. The PC/104 only has to communicate with the servo board, when a new position of the servo motors is desired. This relieves the PC/104 of updating the servo motors each 20 ms. 1-2 ms



Servo 1 1-2 ms



Servo 2 1-2 ms



Servo 3 1-2 ms



Servo 4 20 ms



Figure 3.6: PWM-signal structure as it is generated by the servo interface board.



Sampling of PWM signals The receiver generated PWM-signals are sampled by the servo interface board, this sampling is done in a sequence similar as when generating PWM-signals. The new receiver generated control signals can be seen in figure 3.7. To get a position value usable for the PC/104, it is necessary to measure the high period of the control signal. This principle is carried out by letting the raising edge of the control signal to servo motor 1/2 or 3/4 activate a timer in the MCU and the value of this timer is read, when the falling edge of the four servo motors occurs. The sampling is always done in two steps, since there is a gap between servo motor 1/2 and servo motor 3/4. When a sampling of all the servo motors is done, the value is stored in the MCU and overwritten when sampling another sequence. The PC/104 can after a sampling sequence, request for a specific servo motor value (position). The PC/104 can upon a request only get the newest value of the servo motors. 1-2 ms



Servo 1 1-2 ms



Servo 2 1-2 ms



Servo 3 1-2 ms



Servo 4 14 ms 14 ms



Figure 3.7: PWM-signal structure generated by the PCM remote control reciever unit (Robbe Futaba PCM 1024).



Switching between PWM Generation and Sampling Since there are two different sources that can control the servo motors, it is necessary to have a circuit, which can switch between these, and only have one device controlling the servo motors at any time. This is done by having a 2-input multiplexer, which is controlled by the auto/manual signal generated by the detection circuit. In autonomous mode the PWM-signals produced by the servo board are lead through the multiplexer, and in manual mode, the receiver generated PWM-signals are lead through to the servo motors. When switching between autonomous and manual flight the continuous updating of the servo motors are not destroyed, this can be seen in the test placed in appendix F.0.3 on page F132. The shift between autonomous and manual is covered by the developed protocol,
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which can be seen in appendix A A schematic of the complete servo interface board can be seen in figure G.2 on page G136.



Servo motor interface software In section 3.3 on page 54 it was mentioned that the servo motors should be able to run in two different modes: manual mode and autonomous mode. Because of this both the main program and the interrupt routines will be divided in two separate parts. When flying in the manual mode the servo board should sample the signals, and provide these for the PC/104 upon request. In the autonomous mode the servo board receives 8 bit values from the PC/104. These are an indication of the length of the PWM signals(servo motor position), which is generated by the servo interface board and controls the servo motors. Main Program On figure 3.8 a block diagram of the main program is shown. On start-up the servo board is initialized with the general configuration for running in the desired environment. After this, the program is divided in two parts dependent on the selected mode. The purpose of the main program after this start-up is to keep running in the desired mode and communicate with the PC/104 as mentioned above to either update or sample the PWM signals until a new mode is selected. When a new mode is selected, the microcontroller will run a special communication routine according to the implemented protocol (see appendix A) in order to change the parallel communication flow between the PC/104 and the microcontroller without having data collision. In manual mode it can be seen on figure 3.8, that if the bit COMREADY is zero, the main program will start sampling a set of PWM signals (se section 3.3.1) consisting of either PWM 1/2 or PWM 3/4 from the receiver. If one of the servo motors is already receiving a signal from the receiver the actual sampling will not start until the PWM generation period is finished in order to secure correct start of sampling. The control of the COMREADY bit is handled by the two routines SamplePWM() and ComToPC(). In order to update the PC/104 with new sampled values the figure shows that if COMREADY is set and the PC/104 controlled bit CTRL2 is set, the servo board will send the sampled value that the two address bit (ADR1/ADR2) bits refers to, (see appendix A). To prevent the communication, in autonomous mode between, the servo interface board and the PC/104 from interfering with the PWM generation, the communication has to be stopped ahead of the generation of PWM signals. This can be seen on figure 3.8, where the program for controller driven mode, will disable the communication by clearing COMREADY, when timer 0 is close to overflow and thereby start generating PWM signals upon an interrupt. As mentioned in section 3.3.1 the PWM signals generated by the microcontroller will be sent to the servo motors one at the time. In this mode the COMREADY bit is set in the interrupt routine when the PWM generation is finish. Whenever the COMREADY bit is set and the PC/104 controlled bit CTRL2 is set, the servo interface board will start receiving new values for the servo motor that the two address bit (ADR1/ADR2) is referring to. Interrupt routines As in the main program, the interrupt routines are divided into two separate sequences. In figure 3.9 the interrupt flow diagram is shown. In manual mode there is no interrupt action taken. This means that the interrupt routine will simply return to the main program if any interrupt is generated.
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Figure 3.8: The diagram shows the main program flow for servo board software



While flying in the autonomous mode two timer interrupts can occur. The first one is the timer 0, which is starting the generation of PWM signals to the servo motors every 20 ms. When generating the PWM signals, timer 1 is used for creating the desired length of the signals by first pre-scaling the timer register and afterwards setting one PWM signal(m) to 0 and then setting the next PWM signal(m + 1) to 1. In this manner the four implemented servo motors are updated by the servo board every 20 ms with the value from the PC/104.



Servo interface board test In appendix F on page F131 the developed servo interface board is tested. These tests include the following scenarios: updating of PWM values to the PC/104, shift between manual/autonomous,
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Figure 3.9: The diagram shows the interrupt flow for servo board software



and the two ways of generating PWM signals. The performed tests shows, that this part of the system communicates according to the protocol and shift of PWM generation happens without destroying the updating frequency. The servo interface board is therefore found fully functional.



Signal Adjustment The angle of the various flaps, depend on the position of the servo motors, which has a position resolution of 8-bits. Non-linearities in the mechanical setup of the servo motor and flap connections, are eliminated by performing measurements of each parameter, and adjusting accordingly. A fourth order polynomial fit, is sufficient and has been performed for each adjustment. The resulting transfer functions are equation 3.4 - 3.9. In figure 3.10, the measurements and polynomial fitting can be seen. These signal adjustment transfer functions, will be incorporated into the xPC driver code.



θElevator = 2.0061 · 10−10 ADC 4 − 1.1866 · 10−7 ADC 3 + 2.8429 · 10−5 ADC 2 (3.3) +5.5646 · 10−4 ADC − 0.4338 [rad]



θAileron = −1.5460 · 10−9 ADC 4 − 6.7351 · 10−7 ADC 3 − 9.0885 · 10−4 ADC 2 (3.4) +0.0083ADC − 0.4747 [rad]



θRudder = 1.6389 · 10−10 ADC 4 − 7.6055 · 10−8 ADC 3 + 1.4564 · 10−5 ADC 2 (3.5) −0.0061ADC + 0.6504 [rad]
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Figure 3.10: Signal adjustment of the servo motor position, to the angle of the elevator, aileron, and rudder flaps. Blue: Measured curve, Green: Transfer function curve.



byteV alueElevator = −498.8975θe4 + 151.9402θe3 − 23.9990θe2 + 253.4329θe



(3.6)



byteV alueAileron = 888.6200θa4 − 138.9799θa3 − 206.5505θa2 + 239.3106θa



(3.7)



byteV alueRudder = 113.3660θr4 − 45.8468θr3 + 10.9251θr2 − 210.5604θr



(3.8)



+152.7505



+107.8762



+127.4140



Servo Board xPC Interface The xPC Target interface to the PIC Servo board, is provided by implementation of a S-function which interacts with the Digital I/O (DIO) interface on the DM6210 data acquisiton board. Control of the DIO on the DM6210, must be in accordance with the designed protocol (Appendix A.1), i.e. complying with the change of master/slave procedure, which means changing the I/O status of the databus port. As which is the case for each S-function, upon start up, initial conditions must be set. The permanent communication direction of the control bus, and the current databus master/slave setting, depending on the SELECT bit. The software structure for this functionallity is illustrated in figure 3.11 The sampling time of this interface block, is based on the typical period time of the servo motor control signal. In actuator control mode, when the servo board generates servo motor control signals, an update is insured by setting the sampling time to 10ms .



3.4 Sensors In the following section, the implementation of the sensors in the airplane, is described. This include the electrical interfaces and interfaces to the xPC.
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Figure 3.11: Software flowdiagram of the Servo board interface S-function.
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3.4.1 Orientation Sensing Module The orientation sensing module performs pitch, roll, compass, temperature, and magnetic field measurements, with a typical measurement and computation time of 50 ms. The module uses a standard RS-232 serial connection as the primary interface, and outputs data as an ASCII string, where data is separated by a leading character determined by the data source, as can be seen in figure 3.12. The module either outputs data continuously, or in a single-shot mode. The output string can be configured such that only relevant data is included in the output string, which in this case is pitch, roll, and compass information.



$
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Error code
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Figure 3.12: The structure of the orientation sensing ASCII output string.



Signal Adjustment Compass, roll, and pitch output are all provided directly in degrees. The chosen unit for angles is radians, this requires a simple conversion, shown in equation 3.10. π rad/deg · θP itch,Roll,Compass[deg] 180 = 0.01745329 rad/deg · θP itch,Roll,Compass[deg]



θP itch,Roll,Compass[rad] =



(3.9)



This conversion will be included in the S-function driver.



xPC Interface In order to interface the orientation sensing module to the PC/104 xPC Target, an S-function with low-level access to the RS-232 UART must be developed. The task of the S-function is then to empty the UART buffer, identify the relevant data by locating the leading and ending characters, and convert the string data to a floating point (single) number. This software flow can be seen in figure 3.13. Optimal performance is achieved by operating the module in one-shot mode, thereby having full control of the data flow from the module, and avoiding implementation of a buffer mechanism. When the ASCII output string is configured to only include pitch, roll, and compass measurements, the packet size is 25 bytes. At the maximum communication speed, which is 38400 baud, packet transferral takes 8, 1 ms, and transmission of a packet request (4 bytes) is 1, 1 ms. Together with the measurement time, the total is 59,2ms . Packet processing on the PC/104 requires conversion of three floating point numbers in ASCII format, to single datatypes. When using standard C string manipulation libraries, tests show that this task requires 60 ms. This results in a maximum sample rate of approximately 110 ms. The S-function block sampling time is set to 0.11sec. This code implementing this functionality can be seen below. The shown principal for retrieval of the compass data, is reused for pitch and roll data.
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Figure 3.13: Software flowdiagram of the S-function interfacing to the orientation sensing module.



C code: S-function driver code implementing the PC/104 RS-232 / TCM2 Orientation unit interface. bufCount = rl32eReceiveBufferCount(3);



// Get the byte count in COM3 UART buffer



i = 0; while(i < bufCount){ string[i] = rl32eReceiveChar(3); i++; }



// Empty the contents to a temp string // // //



rl32eSendChar(3,’s’); rl32eSendChar(3,’?’); rl32eSendChar(3,’\r’); rl32eSendChar(3,’\n’);



// Request data string (COM3), for next // sample // //



//Get compass heading value pdest1 = strchr( string, ’C’); // Locate (pointer) the ’C’ and ’P’ pdest2 = strchr( string, ’P’); // chars. if((pdest1 != NULL) & (pdest2 != NULL)){ // If not found terminate, else i = 0; // while(pdest1[i] != pdest2[0]){ // Step trough the ASCII number stringResult[i] = pdest1[i+1]; // storing it in a final string i++; } stringResult[i-1] = ’\0’; // which is terminated, sscanf(stringResult,"%f",&compassheading); // converted to a float,
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y1[0] = compassheading * 0.01745329;



// and to radians.



}



3.4.2 DGPS Module The Lassen SK II GPS module, which is available, performs 2- and 3-dimensional position and velocity fixes, and has differential GPS (DGPS) capability, which allows for a greater 3D precision. The module uses a RS-232 interface, and communicates data via the Trimble Standard Interface Protocol (TSIP)[Trimble, 1999]. Position and velocity data are automatically transmitted continuously at 1 sec. intervals, and status information such as GPS health at 5 sec. intervals. All types of data are transmitted according to the TSIP packet structure, which can be seen in figure 3.14. One package only includes e.g. position data. Packet ID (0x??)



DLE (0x10) 0 (MSB)



1



Data string (n bytes) 2



DLE (0x10)



2+n



ETX (0x03) 3+n (LSB)



Figure 3.14: TSIP Packet structure.



Signal Adjustment This GPS unit has several possible output coordinate systems to choose from, LLA, ENU, UTM, and ECEF. We will use the latter Earth-Centred Earth-Fixed (ECEF) coordinate system, and perform coordinate transformations to the navigation coordinate system, in order to provide a measurement of the system states. (See appendix E.2 on page E129).



xPC Interface In order to ensure that a packet is complete and valid, the DLE (Data Link Escape) and ETX (End Of Text) bytes must be included, when identifying and locating a packet type. Besides ECEF position and velocity fixes, several status packets must also be extracted, in order to monitor the overall status of the unit. The data which is extracted are the following: • 0x42 - ECEF Position fixes. (3 x 4 bytes) • 0x43 - ECEF Velocity fixes. (3 x 4 bytes) • 0x46 - Unit health status. (1 bytes) • 0x6D - Current satellite count. (4 bit) • 0x6D - Current operation mode (2D/3D). (3 bit) • 0x82 - DGPS status. (1 bytes)
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Because data is transmitted as bursts of several packets, the number of which varies, as well as some packets also varies in length, it is necessary to implement a buffer mechanism in this S-function driver. By setting the sampling time of this block i.e. 4 times faster than the rate with which GPS data is acquired, it is possible to determine when a burst has ended, locate each relevant packet, and extract data as an S-function output. This principal can be illustrated with the following flow diagram (Figure 3.15). Sample step start
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Figure 3.15: Software flowdiagram of the DGPS module interface S-function.



The primary code structure of this S-function can be seen below. C code: S-function driver code implementing the PC/104 RS-232 / Lassen SK II GPS unit interface. bufCount = rl32eReceiveBufferCount(1); if(bufCount != 0){ if(bufCount != staticBufCount){ staticBufCount = bufCount; staticCount = 0; } else{ if(staticCount == 2){ staticCount = 0; i = 0;



// // // // //



Get current byte count in buffer Terminate if buffer in empty If current count is different from pervious, update old count and reset



// Buffer stability is the case // after 3 test of likeness



65



3.4. Sensors



while(i < bufCount){ // Empty and store buffer string[i] = rl32eReceiveChar(1); // in temp. array i++; // } i = 0; while(i < bufCount){ // Cycle trough all byes in buffer // Get XYZ ECEF position fix if((string[i]==0x10) & (string[i+1]==0x42) & (string[i+19]==0x03)){ // DLE and ETX // bytes are included when locating // the relavant packet stringResult[0] = string[i+5]; // Get X pos. fix single (float) bytes stringResult[1] = string[i+4]; // stringResult[2] = string[i+3]; // stringResult[3] = string[i+2]; // y1[0] = *(float*)&stringResult[0]; // And output from S-function as float *** CODE REMOVED: Same principal for Y and Z pos. fixes *** } *** CODE REMOVED: Same principal for vel. fixes, Sat. count, DGPS status ect. *** // Get Health status if((string[i]==0x10) & (string[i+1]==0x46) & (string[i+5]==0x03)){ y7[0] = string[i+2]; } } staticCount++; } }



3.4.3 Gyroscope Module The detection of pitch and role velocities is carried out by two gyroscopes, of the type BEI QRS 11. These gyroscopes outputs a differential voltage of (−2.5 V) and (2.5 V) inside the operating range of −50 deg/sec and 50 deg/sec respectively [BEI, 2003]. Test of the output shows that this signal can go as high as ± 4 V, before it saturates, this range is however not liniear with respect to the angular velocity.



Interface Design In order to sample the signal with the I/O-board, it is necessary to have a signal relative to GND. This is achieved by amplifying the gyroscope signals with a gain of one [AD620, 1999]. To avoid aliasing and because of noise on the signal, it is filtered through an 8th order switched capacitor filter, with a corner frequency set to 50Hz . This type of filters has the advantages of high order and simple implementation. We have chosen a MAX 296 filter which need a clock signal that are 50 times the 3 db corner frequency [MAX296, 1996]. An easy and flexible way to generate the clock signal, is to let the servo interface board generate it. The interfaces to the gyroscopes are implemented on a common gyroscope interface board. The output signal for roll (GyroR) and pitch (GyroP), has a linear output range of −2.5 V and 2.5 V. The schematics for the gyroscopes interface boards is shown in appendix G.1.
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Signal Ajustment The A/D conversion result in a 12-bit value, and since the model needs a input in [rad/s], a signal adjustment is necessary. The I/O board returns a value of 0 at −5 V and 4095 at 5 V, and the gyroscopes deliver −2.5 V at (−50 deg/sec) and 2.5 V at (50 deg/sec), this result in the equation:



50 deg/s 2π rad 5V · · 2048 bit 2.5 V 360 deg 0.87266 rad/s = (ADCvalueP itch/Roll − 2048 bit) · (3.10) 1024 bit



ωP itch/Roll = (ADCvalueP itch/Roll − 2048 bit) ·



The quantization of the A/D conversion will now be calculated. Quantization =



0.87266 rad/s rad/s = 0.00085221 1024 bit bit



(3.11)



The group finds the resolution acceptable, and therefore no further action will be taken.



xPC Interface In order to create an S-function interface to the gyroscope interface board, the DM6210 A/D converter must be accessed. This is done via standard I/O space of the computer. According to the data sheet of the device, a specific A/D channel must be selected before an A/D conversion can be performed. And when a conversion is initiated, it is only performed from the currently selected channel. The device requires a settling time of maximum 1 µsec after a channel selection, before a conversion is started. This must be ensured, new channels can however be selected, immediately after a conversion has been initiated. These principles are implemented in the software structure, shown in figure 3.16.



C code: Driver code implementing the DM6210 DIO / QMS11 Gyroscope interface. rl32eOutpB((unsigned short)0x304, 0);



// Initially select channel 0



for(i=0;i> 4) - 2048)*0.00085221; }
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Figure 3.16: Software flowdiagram of the Gyroscope interface S-function.



3.5 Final System Overview In the previous sections of this chapter an improved design, in comparison with earlier attempts to develop a system platform, was made. The included sensors in this design were described and a new actuator interface board was designed. Furthermore the interfaces for the PC/104 to the sensors and the actuators were developed and these were connected. The resulting design solution can be seen in figure 3.17. As can be seen in the figure 3.17 this design is a more compact design, than the design done by the group in 2002 shown in figure 3.1 on page 49. The implementation of this design is described in section 3.7.4 on page 74 and as a result the system platform is finished.



3.6 Data Acquisition For acquiring log data during test flights, for use in model verification, a xPC Target simulation model containing all the developed S-function driver blocks, as well as various support blocks are created.
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Figure 3.17: Overview of the system platform.



The model used for this purpose, can be seen in figure 3.18. During model execution, data logging is performed by use of the "Simulink/Sinks/Out" block. System information such as DGPS health status, is made accessible by use of xPC Scopes, which can be viewed at runtime on a monitor. This allows for checking all system parameters, in order to insure that all on-board devices are online, before performing a flight. The sinus wave generator blocks, which can be seen in the figure, are included in order to test the ability of the system to control the servo motors. The average TET1 for this model, which includes all S-function driver blocks, 20 output blocks, as well as 10 target scopes, is 0.0004025 sec, and the sample time is 0.01 sec. This means that the processor load is in average 4% before implementation of the controller, which is evaluated acceptable. Using the standard "Simulink/Sinks/Out" block in conjunction with the xPC Target Toolbox, data logging of output signals, which are stored in the "OutputLog" matrix, are consistently stored as double data types. This is not an efficient use of memory. When i.e. logging Boolean information, for each bit logged, 63 bits of memory are wasted, due to the 8-byte wide double data type. This R is according to Lars Gregersen at Comsol, which is the Danish importers of MathWorks Matlab, unfortunately the way the xPC software is designed, and will probably be fixed in the next version of Matlab. This is however not acceptable, because the EuroTech CPU-1220 PC/104 platform which we have chosen, only has 32M b of memory, and when running the xPC Target Embedded kernel, only 24M b of memory is available for data logging. Furthermore due to the limited download speed of the RS-232 connection, which is used for interfacing with an external PC, minimizing the amount of data, meaning minimizing transmission time, is a good idea. And the problem 1



TET: Task Execution Time, see details in section 3.2.1 on page 53
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Figure 3.18: xPC Target simulink model diagram used for data logging, during the first test flight.



becomes even more evident, in the final model where a controller is included, and all states also must be logged. We have however solved this problem, by introducing a "log wrapper" S-function block, which joins different data types in 8-byte double frames. After the resulting pseudo-data is transferred, it is disassembled by an unwrapping MEX-function2 , which is also developed. This allows for about a factor 3 reduction in the amount of data, from 152 doubles/sample to 54 doubles/sample, for the model which is shown in figure 3.18. We have however not used this developed principle in the two test flights which have been performed, because relative few signals were logged and the flight duration was limited. In future test flights, where controller designs are tested, and the amount of log data becomes greater, the log wrapper/unwrapper principle should be used.



3.7 System Platform Flight Preparation As a final step in the total platform development, the basic model airplane system must be made ready for flying, and the implemented hardware system, must be integrated into the model airplane fuselage. 2



MEX-function: Platform-specific function written in i.e. C code, which are used like standard Matlab functions or M-files.
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3.7.1 Basic Airplane Platform



Engine



Engine



The model airplane which is available for system integration, is a Graupner Trainer 60 (Component list item 1, see figure 3.19), which was acquired in the 00gr320 project.



Figure 3.19: Top and side view drawing of the Graupner Trainer 60 model airplane. The drawing is proportionally correct, with respect to components and the model airplane.



Initially it was necessary to disassemble the model airplane, such that it could be prepared for integration of the new hardware design. Also several modifications needed to be made, improving the overall operational safety of the airplane. In this project, matters concerning model airplane construction and safety, have been supervised by Ass. Prof. Anders La Cour-Harbo, who required that several changes be made. Initial tests of the system platform, where the engine was run at full throttle, also indicated problems which needed to be corrected. The following modification have been made. (1) Initially all the flap joints needed to be secured firmly to the wing surfaces. This meant that holes were drilled and nails were inserted. (2) The connecting points of the servo motors to the flaps had to be secured. This was performed with heat shrinking foil. (3) The trim of the flaps and air intake on the engine, had to be adjusted such that operation of the remote control unit was in accordance with a standard model airplane use. This was achieved by physical adjustments and adjustments in the control signals. (4) High frequency vibrations produced by the engine running at full throttle, resulted in that screws and bolts gradually were unscrewed. All screws and bolts were applied Loctite, which is basically a glue. This solved the problem.
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The location and installation of the basic model airplane components: Servo motors, fuel tank, engine, and mechanical connections from servos, are not changed in the new configuration. This initial layout can be seen in figure 3.20. Elevator servo Rudder servo



PCM Reciever



Aileron servo



Rudder servo



PCM Reciever Fuel tank



Elevator servo Throttle servo



Figure 3.20: Drawing of the Graupner Trainer 60 model airplane fuselage, with the initial placement of components. The drawing is proportionally correct, with respect to components and the model airplane.



3.7.2 Power Supply Considerations In order to improve the robustness of the system platform, the system power supply is divided into two parts. A separate power supply is assigned to the basic radio control components, such that in case of failure in the custom on-board hardware components, it is always possible to return to manual control of the airplane. For the basic control power supply, a Multiplex Permabatt battery pack is used, which is a standard model airplane battery pack, consisting of four 1.2V GP batteries in an enclosed package. This standard power supply principle, allows for approximately 1.5 hours of operation of the model airplane. The voltage requirement range for the additional on-board hardware, is between 8V to 30V , which is the operating range of the DC/DC converter board. This board is reused because of the resulting stable supply, with low noise, thereby minimizing Electro-Magnetic Interference (EMI) and Radio Frequency Interference (RFI). We have chosen to use standard AA rechargeable 1800mAh 1, 2 VNimH batteries, arranged into to two groups of 6 batteries each, resulting in a total 14,4V . This gives a good relationship between weight and durability, as can be seen in the next section. The total power consumption of the hardware system, with exception of the servo motors which have a separate power supply, is measured to 1160mA , when running the implemented model, shown in figure 3.18 on page 70. Tests show that a total of 58 minutes of operation time is possible with this configuration. This is evaluated as sufficing amount of time, allowing for test flights and final transfer of data.



3.7.3 Weight Considerations The maximum total weight of a model airplane, which is allowed whitout any permission, is 7 kg. The actual payload which a model airplane can carry, and still be operational, depends on the size
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and aerodynamic properties of the model airplane, and the payload mass distribution. The basic airplane system, which is available, consists of the Graupner Trainer 60, engine, fuel tank, servo motors and radio control receiver unit. It has a weight of 3731g . The maximum payload of this system, has previously been investigated in the 02gr832 project, by a series of test flights. The maximum payload tested was 1560 grams, which was described as acceptable [Grp 832, 2002, p.102]. It is also the expert opinion of Mr. La Cour-Harbo, that this would allow for normal flight. An overview of the weight of the components which must be included in the payload, are provided in table 3.7.3 . A comparison with the 02gr832 project payload is also made.



Component



Weight [g] 2002



2004



PC/104 CPU Board (Item 4)



93



PC/104 Add-on I/O Board (Item 8)



-



79



PC/104 Add-on DC/DC Converter Board (Item 9)



147



Gyroscope (x2) (Item 10)



135 (270)



Orientation unit (Item 13)



29



GPS unit (Item 11)



133



GSM modem (Item 12)



180



GPS antenna, cable



129



Gyroscope Interface Board (Item 18)



103



14



Servo Sampling Board (Item 19)



41



-



Servo Driver Board (Item 17)



69



-



-



59



Signal Conversion Board (RS-485 - RS-232) (x2) (Item 20)



80 (160)



-



2000mAh 7,2V Battery pack (x2)



360 (720)



-



1800mAh 7,2V Battery pack (x2)



-



179 (358)



Standard RC 4,8V Battery pack



-



105



Payload total



2074



1596



Total



5805



5327



Servo Interface Board



Table 3.1: An overview of the total payload weight, for the 2002 project and the new design.



The design principle which has been developed, results in a 478g reduction in the weight of the payload, in comparison with the 02gr832 design. This means that new system design, complies with the payload test which was performed in the 02gr832 project, only exceeded the weight by 36g . The test flights which will be performed, in this project, will initially include the on-board system, and therefore extra weight. This is justifiably due to the payload test, performed in the 02gr832 project [Grp 832, 2002, p.102].
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3.7.4 System Integration As a final step in the total platform development, the implemented hardware system must be integrated into the model airplane fuselage. This task is somewhat of a puzzle, due to the limited space, and the various component dimensions. However the main guidelines, in the integration of the various components, are the following: The resulting centre of gravity (CG), must be located under the main wing (See section 2.1.2 on page 16), and each component must be integrated together with shock resistible padding, in order to compensate eventual touchdown impacts. The resulting layout can be seen in figure 3.21.
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Centre of gravity Figure 3.21: Drawing of the resulting component placement in the Graupner Trainer 60 fuselage. The drawing is proportionally correct, with respect to components and the model airplane.
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Controller Design To perform autonomous flight with an airplane, it is necessary to have a controller for keeping the airplane stable, and also be able to follow a desired path. This type of control is often done by having a system consisting of two control loops. An outer loop consisting of the path/direction planner, and an inner loop consisting of a controller for stability, and the actual changes in direction. This design principle can be seen in figure 4.1. Plant



Stability controller



Path controller



Figure 4.1: Design principle for an airplane controller, with two loops: Outer loop for path control and Inner loop for stabilization control.



Due to the project priority, path control has been delimitated in this project, see section1.3. This means that a controller for the inner stabilization control loop will be developed. The remaining of this chapter will consists of choosing a control strategy, development of this controller, simulation and finally an evaluation. The model derived consists of two parts, a longitudinal and a lateral-directional part. These two parts are both represented in State Space form, and are from the modelling part ready for developing a suitable controller in a Matlab environment. Since the airplane crashed during the second test flight, and since the development of both controllers would be similar, it is chosen only to develop a controller for the longitudinal system, and afterwards simulate the derived model together with the developed controller.
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When choosing an control strategy, certain considerations must be made. Is there a demand for an optimal controller, which can give a good performance, or should it be a robust controller. Since this controller is intended for a model airplane, it is necessary for the controller to include both a certain amount of performance as well as robustness. The H∞ control strategy allows for both, not at the same time, but gives the designer the possibility to adjust robustness contra performance. It is chosen to develop a H∞ controller, for the inner stabilization loop control.



4.1 H∞ Control strategy H∞ control is a rather new control strategy, it was developed during the 1980’s, and was ready for application use, when the two Ricatti equation approach was derived by J.C. Doyle, K. Glover, P.P. Khargonekar and B.A. Francis [Tøffner-Clausen et al., 1998, p. 64]. The H∞ control strategy, has the advantage of making a robust controller, and also H∞ control can guarantee robustness with given uncertainties. These uncertainties can be caused by missing elements in the model, or parameter deviations. Regarding performance, the H∞ control strategy gives the designer the advantages of controlling the trade off between performance and robustness, along the frequency spectra. This means it is possible to have a good performance at low frequencies, and at the same time have robustness at high frequencies. The main theory in this section is taken from [Tøffner-Clausen et al., 1998]. This section focuses on how to make the controller, which is done in Matlab and therefore Matlab functions will be used. The Matlab code can be seen on the CD-ROM in the file /matlab/h.m. References made to the plant in this section, are references to the linear model derived in section 2.4 on page 33. The model derived has a input to the plant, which is the elevator angle, and the output is the internal states, and the states 1 to 4, which are: Forward velocity deviation, Angle of attack, Pitch rate, and Pitch angle respectively.



Design Considerations When designing the controller, and performing simulations, certain considerations must be taken into account. The simulation of the controller will be performed in Simulink, together with the derived model. To get a more realistic simulation, the speed of the actual servo motor must be considered. Besides this the actuator input reference, must not exceed more than −24◦ and +22◦ , which are the maximum elevator movement in the model airplane. One requirement often used in a control test, is the settling time of a reference step. It is estimated by the group that a settling time of 1, 5 s for a 10◦ reference step, would be realistic, when evaluating the model. An evaluation of the simulation must be done, to see if the result is realistic.



4.2 Designing the H∞ Controller The design process of an H∞ controller will be based on a system including the derived model plant G(s), and a controller K(s), which will be the basis for all calculations. There will be placed one input and two outputs in the system, (see figure 4.2), these will then be included in
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a new plant called the generalized plant N (s). The input and output will be placed such that disturbances can be simulated. The input as a disturbance directly on the model output, and the output as model input disturbance and model output disturbance respectively. By designing the system in such a way the output signal can be minimized, and a suppression of the disturbances is achieved. By inserting filters either amplifying or damping the output errors, it is possible to change the behavior of the controller through out the frequency spectra. The design of the H∞ controller becomes a minimization problem, which will be solved mathematically. Selection of the filters are normally a iterative process, since it will be necessary to fit the performance to the desired.



4.2.1 Generalized Plant Figure 4.2 illustrates a standard plant and control setup, where there are added one input and two outputs. It is possible to regard w as disturbances to the system, ZM as the weighted control signal to the plant, and ZS as the weighted output, including the disturbances. By making the control sensitivity signal ZM small, robustness and limited influence of noise is achieved. On the other hand making the sensitivity ZS small, gives the system good damping of disturbances and a good capability to follow references. Besides the two mentioned weightings a third weighting can be used, the complementary sensitivity ZT , which handles the influence of noise. It is not used in this project because the noise contribution on this system is not very clear, and for that reason it is left out both in calculations and in the figures. WM(s)
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Figure 4.2: A system including the plant G(s) and the controller K(s). On the system there are added a disturbance w and two error outputs ZM and ZS , are added with their respective filters.



To be able to prioritize the controller behavior in the frequency spectrum, weightings are added to the system. These are represented by filters just before the two outputs (see figure 4.2), the filters are named WM and WS . The weightings of the two output ZM and ZS indicates the frequency area in which, an error must be minimized. For this reason they are referred to as weighting filters. When an error must be suppressed, this error should have a high weighting, meaning that the filter must amplify this error to minimize it. In general, errors on the control signal is of high frequency, and for this reason WM will normally be a high pass filter. Errors on the states, will normally be of low frequency, and for this reason ZS will be a low pass filter. The filters are actually a matrix of filters, one for each state passing them. This means WM consist of one filter, and WS of four filters in this system. These filters can be designed independently and thereby prioritizing one state above others.
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After the addition of the weighting filters, it will be practical to collect all known information in one plant called the generalized plant N (s), see figure 4.3. This includes the original system G(s), and the two weighting filters. Because the disturbance input now goes directly into the plant, it will be named d′ (s). The two former output will be joined in one output e′ (s). The system shown in figure 4.3 is often referred to as the 2 × 2 block problem. To see the effect of disturbances, a transfer function from w to y can be made, see figure 4.5. This indicates the suppression / amplification of the disturbance signals through the system. d'(s)



N(s)



e'(s)



K(s)



Figure 4.3: The 2 × 2 block problem.



With the expanded version of the state space implementation, there is also an expanded model of the plant including the disturbance signals, which can be seen in figure 4.4. The centre of the model is like a standard state-space form, with the A matrix as feedback from the states. In a normal model the B matrix is used as input adjustment, in this case there are two B matrixes, the B1 which describe the disturbances influence on the state, and the B2 matrix which describes the influence of the control signals. The C matrixes describes the relationship between the states and the outputs. C1 is all the states, so it will normally be a identity matrix. C2 tells which states are measurable, The D12 matrix describes the relationship between the control input and the theoretical, not measurable error output e′ (s). D21 is the disturbances influence on the measured outputs, that are fed to the controller. Together with the 2 × 2 problem notations it is also common to introduce an expanded version of the state space implementation:  A B 1 B2 N (s) =  C1 D11 D12  C2 D21 D22 



and the following assumptions is made [Tøffner-Clausen et al., 1998, p. 65]: 1. (A, B1 ) and (A, B2 ) is stabilizable. 2. (C1 , A) and (C2 , A) is detectable. T D T 3. D12 12 = I and D21 D21 = I.



4. D11 = D22 = 0



4.2.2 Weighting Filters In this project the frequencies of the disturbances are not clearly defined; therefore all the states will be given the same weighting. Initially everything under 200 rad/sec (32 Hz) is considered to be control signals or state errors that must be suppressed. The WS filter is for that reason defined to intersect with zero dB at 200 rad/sec. The frequency where WM intersects WS has been
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Figure 4.4: System overview of a generalized plant N (s) connected to the controller K(s)



chosen to 620 rad/sec (99 Hz), which the group evaluate as a good guess, in order to differentiate between disturbances and references changes. An important detail about the intersection of WM and WS , is that it must be below zero dB, in this case it is about minus 10 dB. The transfer functions of the filters can be seen below, and a bode magnitude plot of the filters, can be seen in figure 4.6(b).



WM



=



1 s + 20e3 · 100 s+2



WS1 = WS2 = WS3 = WS4 = 100 ·



s + 20 s + 200e3



When the weighting filters are defined, it becomes necessary to incorporate them into the system, so the system will be on a 2 × 2 form. A way of doing this, is using the Matlab function augtf. This function takes a standard state space representation of a system, and the three weighting matrixes as input. Please note the third matrix is not used, and therefore left empty. The function has an augmented state space system as the output, which is ready for further use. It is now possible to start designing a controller for the system. A way to do this is by using the Matlab function hinfopt. This function takes an augmented state-space system as input. It solves two-Riccati equations, and by use of Gamma-Iteration it computes the most optimal H∞ controller for the given system and return it. The controller is in a standard state space form ready for further use. When the controller is computed, it is tested and evaluated. Because this controller is made partly for robustness, the purpose of the test will be to see how good the system, is to suppress
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disturbances. To attach the controller to the system the Matlab function feedback is used. It takes two state space systems as input, and returns a combined system. Because it is the intention to have a transfer function from the disturbance input to the model output, a restructuring is done, see figure 4.5. The input to the function will be an identity matrix and the open loop system (G(s) ∗ K(s)) as the feedback part, this gives the wanted result as seen in figure 4.5 (b). w
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Figure 4.5: The system with the measure points added, figure b shows the actual Matlab implantation of the system



A bode magnitude plot of the transfer function from w to y can be seen in figure 4.6(a), where it is shown next to the plot of the filters, see figure 4.6(b).



4.2.3 Tuning of Filters The plot in figure 4.6(b) shows the suppression of disturbances in the 4 states. It is chosen to focus on these, but it must be taken into account that there also are 12 cross relations between the states, which also have to be damped, for optimal performance. As seen on the magnitude plot in figure 4.6(b), the suppression of disturbances is bad. The best suppression is done in the pitch angle (4th state), and is only −0.4 dB. By individually changing the Weighting filters, it is possible to change the characteristics, e.g. by making one larger than the rest, it will result in a greater suppression of this state. In the following, all the filters will be reviewed, improved, and explained. The reader must notice that the choice of filters is an iterative process, and for this reason there are not any calculations of where the poles and zeros must be placed. Before changing the filters is it important to know the goal with the controller. This controller has the purpose of keeping the model airplane stable in the air, change and maintain the airplanes altitude. This leads to the conclusion that the main focus should be on pitch rate and pitch angle. The problem with this, is that there is just one input to the model, and therefor it is only possible to have one main state suppressed. It is for this reason chosen to focus on damping the disturbances in the pitch angle. In the following the filters for the individual states and input will be discussed. Ws(4) Pitch angle, state 4. Because this state has the main focus, it has been chosen to give it a amplification on 78 dB from 0 rad/sec to 1 rad/sec, by having a dual pole here it is possible to have a descent of 40 dB/dec, The high frequency amplification is chosen to −40 dB. WS4 =



7 (s − 100) · (s − 1e3) · 100 (s − 1) · (s − 1)
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(a) Amplification plot of the weighting filters.



(b) Amplification plot of the transfer functions for disturbances on the states.



Figure 4.6: Comparison between the weighting filters characteristics and the transfer functions for disturbances on the states



Ws(3) Pitch rate, state 3. By examining the transfer function for the pitch rate, a zero was found at 0 rad/sec. This means that it will not be possible to damp a state error, with the controller, at 0 rad/sec. In order to avoid an amplification of this error, which can not be damped, a zero must be placed in the weighting filter at 0 rad/sec. The amplification in the remaining bandpass area has been chosen as high as possible without destroying the pitch angle disturbance damping. WS3 =



1 s · (s − 10e3) · 20 (s − 0.1) · (s − 0.001)



Ws(2) Angle of attack, state 2. It was found that the first guess was acceptable, and there has 1 dec. down in frequency. only been made a small change, by moving the filter 10 1 s − 10e3 · 100 s−1



WS2 =



Ws(1) Forward velocity, state 1. It was found the best result was made by raising the amplification 20 dB, and moving the pole and zero one decade down. WS1 =



1 s − 100 · 10 s − 0.01



Wm Model input. This filter is implenemted as a highpass filter, since high frequency model input must be damped. It has been tried to move the pole and zero to as high frequencies as possible. It was found that a cross over frequency with zero dB at 700 rad/sec gives the best result. WS1 = 100 ·
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(a) Plot of the used filter after tuning.



(b) Plot of the the capability to suppress disturbances.



Figure 4.7: Plot of the five filters used in the control design.



The result of the improved filters can be seen at figure 4.7. As required there is a damping on the pitch angle at low frequencies, but also a small amplification between 10 and 200 rad/sec. It has been very difficult to avoid the amplification, many different filters have been tried, which resulted in a large amplification on some of the other states. It has not been possible to damp disturbances on both angle of attack and pitch rate, but it was possible to obtain a damping of disturbances in the forward velocity. It would have been nice to be able to damp disturbances in the pitch rate, but the zero dB amplification are seen as a success, because it has a tendency to be contrary to the pitch angle. This makes good sense because an out compensation of a pitch angle error, will result in a change in pitch rate and the other way around.



4.2.4 Model Deviation contra Robustness When using the H∞ control strategy, the designer has the possibility to distinguish between performance and robustness. An indication of how robust the system is, could be to look at how much the model can deviate, without destroying robustness. A way of including model uncertainties is by considering them as multiplicative uncertainties. Figure 4.8, shows the system including the developed controller and multiplicative uncertainties. To get a plot of the robustness contra model uncertainties along the frequency spectra a transfer function from u′ to u is made.



u′ = KG(1 + KG)−1 u This transfer function is plotted using Matlab bodemag, and the result can be seen in figure 4.9
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Figure 4.8: The derived model together with the developed controller and multiplicative uncertainties
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(a) Bodemag plot showing very good robustness in the high frequency area.



(b) Same plot zoomed in, to see the low frequency area.



Figure 4.9: bode magnitude plot of the transfer function



u′ u



To maintain stability the plot at figure 4.9 must not rise above zero dB. As can be seen in figure 4.9, the limitation regarding robustness is close, which means that the derived model only can have small deviations to maintain stability in the low frequency area. The reason for this, is that the weightings on the state errors is high to obtain performance, and to get more robustness these weightings could be lowered. When designing the H∞ controller, this is always the dilemma, since you have to make a trade off between performance and robustness, along the frequency spectra.



4.2.5 Controller Simulation The controller has been developed using Matlab and during this process many tunings have been performed to respectively fit performance and robustness as desired. To se if the developed controller actually can perform as desired, simulations must be made. These simulations is done in Matlab Simulink, together with the derived model. To have a realistic simulation of the real system performance, the actuator speed is included to the simulation as a non linear parameter.
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This actuator in the longitudinal system consists of the servo motor driving the elevator. The Simulink setup can can be seen in figure 4.10
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Figure 4.10: Simulink setup of the model together with the developed controller.



In the simulation, all states are fed to a scope(velocity deviation, angle of attack, pitch rate, pitch), along with the reference step and the model input. The model have been given initial conditions, representing state errors. Since it is the pitch angle which is controlled, this state has a initial condition of 0.175 rad ≃ 10◦ , to se the responds of this error. The other states have initial conditions of 0. To se how the system reacts on a reference step, this is also simulated. After a time period of 40 sec, the system is given a reference step in pitch angle, this step have a value of 0.175 rad ≃ 10◦ , and is consistent for 10 sec. A plot of the simulation outputs can be seen in figure 4.11.



Simulation Review As can be seen on figure 4.11 the initial condition error is damped from 10◦ to under 1◦ , within 2 sec. This is evaluated as being satisfactory regarding the state error. The settling time of the reference step is approximate 1 sec, which is satisfactory regarding the design considerations. It can also be seen that the pitch angle goes towards a constant offset value. Since there is no integration part in the simulation, this is naturally, and will not represent a problem when this inner control loop is controlled by a outer loop in the final control development, which will outcompensate this error. Regarding actuator input, it can be seen that for a 10◦ step, the maximum input to the actuator is approximate 5, 5◦ . This value is below the saturations values for the actuator (−24◦ and +22◦ ) stated in the design considerations. Furthermore is it also reasonable that a 10◦ step would not saturate the actuator.



4.3 Controller Summarize To evaluate the developed controller it is reasonable to compare with other controllers, implemented in similar systems. The H∞ controller strategy is also used by one of the previous groups working with the model airplane in 2003 [Grp 833, 2003], and a comparison with their result would be obvious.
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Figure 4.11: Output from a step on the system with the controller
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It is of course impossible to directly compare the two results, since the derived models used are not identical. This group has made a controller on the longitudinal part of the model. The results shown in the report from 2003, shows a 10◦ step response in the pitch angle, where the settling time is 0, 2 sec and almost no overshoot. We evaluate a settling time of 0, 2 sec as being unrealistic and when examining their results further, it can be seen that they have no limitation on the actuator speed - this could be a part of the explanation. Furthermore we can not reproduce the results from 2003, even when using the files placed on the CD included in their report. The group from 2003 has also developed a LRQ controller, this controller has a step responce of 0.5 sec, but also here no actuator saturation is included. For this reason it is chosen not to compare the results with the 2003 report. The H∞ control strategy has been suitable for this longitudinal stabilization controller, and the results achieved are found usable for the longitudinal part of the plant. To perform an autonomous flight, there must be developed a stabilization controller for the lateral-directional part. We find the H∞ strategy suitable for this purpose as well, since the capability to change between robustness and performance gives advantages. The path planner, which could be in the outer loop, as suggested in figure 4.1, must be able to both plan the desired route, but also to control that the model airplane don’t e.g. stall. To prevent such events the use of e.g. fuzzy-logic could be considered, to incorporate prevention of fatal errors. Fuzzy-logic gives the possibility to describe dangerous manoeuvres which could be fatal for the flight, and then prevent the airplane to make these manoeuvres.
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Test Flight This chapter covers the two test flights that have been performed with the developed system platform. The log data from the first test flight is presented and analysed. The system platform which has been developed must be tested by performing manual test flights, such that eventual problems can be identified and corrected. Flying with model airplanes requires that the operator has a license, and the flights are performed in approved airfields. In this project we have worked together with assistant professor, Anders La Cour-Harbo from Aalborg University, who has a license, and has access to an airfield. Mr. La Cour-Harbo has operated the model airplane during each test flight, which has been performed. Each test flight performed has been video recorded. The footage can be found on the project CD-ROM /Video/.



5.1 First Flight The purpose of the initial test flight, was to test how the on-board hardware system performed during an actual flight, and to identify and correct any eventual problems. If the system platform performed satisfactory, a secondary goal was also to obtain log data for use in model verification. Performing the first test flight with the Groupner Trainer 60 model airplane, with the complete on-board system as payload (1596g , see section 3.7.3 on page 72), is based on the successful payload tests performed in the 2002 project [Grp 832, 2002, p.102]. The Matlab Simulink model used for data logging on this test flight can be seen in section 3.6 on page 68.



5.1.1 Results and Analysis The log data obtained form the test flight, is shown in figures 5.1 on page 89 and 5.2 on page 90. Time references will be made as X(Y), where Y is the absoulute time in seconds, which can be seen in the figures, and X is the time in seconds, elapsed from the point of take-off. Take-off of the airplane was initiated approxatemely 6 sec. into the log process. The airplane traversed the airfield, and became airborn after 8(14) sec. The noise in the pitch, pitch rate, roll, 87



5.2. Final Flight



and roll rate measurements, during this periode indicates the vibrations from movement over the ground. As can be seen on the GPS log, the airplane performed a smooth curved left turn, during the next 13(14-27) sec. of flight. At this point a sudden and violant change in the pitch occoured, followed by a series of pitching up and down. The operator decided to land the airplane, and performed a smooth right turn, in order to reach the airfield again. During this period the airplane was stable. After 36(50) sec. of flight, the aiplane once again behaved unstable in the air, but gradiually became stable to the point of touch-down after 50(64) sec. of flight. It came to a standstill af 68 sec. of log data. The initial response of the airplane was as expected, where it seemed stable and manoeuvrable. The sudden change in pitch at the 27 sec. point, was unexpected and is not apperant in the elevator control signal. It is the assesment of the group, that this initial pitch change was caused by a gust of wind. The following attempts to regain control of the operator, may partly have contributed to the problem. Noise in the servo motor control signals, is apperant in the 19 - 27 sec. interval, as well as the 37, 52 and 62 sec. points. This has after an examination of the problem, been found to be related to RFI (Radio Frequency Interferance), caused by the on-board hardware system. The has been solved by changing the communication modulation type to PCM. Please refer to section 3.3.1 on page 55 for details. This problem did not append to affect the flight of the airplane directly. An error in the configuration of the GPS unit, resulted in, that the position log data was performed i 2D mode, meaning no altitude data was logged. This was corrected before the next test flight. The timeframe of log data which is used in model verification, is shown in the figures.



5.2 Final Flight The object of the second flight test, was to test the newly installed receiver unit, and to perform specific isolated pitch, roll, and yaw manoeuvres, such that further model verification could be made. In order to do so, a check list specifying the manoeuvres was made. Regarding the DGPS, the operation mode was corrected to 3D mode, such that altitude information could be acquired. The Matlab model used was the same, as in the first flight. The flight was to be carried out by having a person provide instructions to the operator, and to log the start and stop times of the manoeuvres. This was done in order to identify the points in time, when each manoeuvre is executed in the log data and in the video.



5.2.1 Results and Analysis Unfortunately this was the last flight performed - the airplane crashed after approximately 4 minutes of flying. No log data was recovered, due to loss of power. As can be seen on the video, it seems like the airplane suddenly during a change in pitch simultaneously started to roll. This caused the operator to lose control, although it looks like, that control is regained for a split second, before the actual crash. The reason for the crash must be due to a combination of the extra payload, the distribution of the payload masses in the fuselage, and the control input from the operator. This airplane is very heavy, compared to a standard model airplane of this size, without the extra payload. Furthermore the majority of the weight in the airplane, was distributed in the front half (see section 3.7.4 ),
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Figure 5.1: Actuator and sensor log data from the first test flight
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Figure 5.2: 2D GPS log data on the first test flight



with the centre of mass placed under the carrying girder. This location of the centre of mass could be wrong, and too close to the "most forward location of centre of gravity(xc g.f )" see section 2.1.2 on page 16, which could cause the airplane to become uncontrollable, when the speed is decreased. Another explanation is that the inertia of the airplane caused that, the operator was unable to recover control of the airplane after it started to pitch down and roll, because of the slow response to the control performed. If the crash was caused by the first explanation given, it also means that the airplane could fly stable as long as no major decrease in speed is made. A possible explination given by Mr. Anders la Cour-Harbo, was that the surface of the elevator flap was not large enough, when including such a heavy payload.
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Conclusion The project achievements which have been documented in this report, will in the following sections be summarized.



Airplane Model A dynamic model of the Graupner Trainer 60 has been derived, and the motion equations for the two decoupled system matrices, longitudinal and lateral-directional, have been represented in Matlab as state-space equations. A comparison between the dynamic model and the log data from the first test flight, has shown a very good accordance in both pitch angle ,θ, and pitch rate q for the longitudinal motions. For the lateral-directional motions, the free response of the airplane has a good accordance with the General Aviation Airplane model. However, the forced response of the model indicated a larger amplitude in roll angle φ and roll rate p compared to the test flight. This could be caused by errors in the dynamic model, to dramatic motions (unsteady flight condition), or due to disturbances as steady wind and gusts of wind. From the comparison between the dynamic model and the test flight data, the model is evaluated to have reasonable coincident, and the dynamics of the model to be sufficient for controller design. For longitudinal motions the derived model is very accurate.



System Platform The new approach to the system design, taken in this project, has resulted in an improved hardware and software platform, which fulfils all functionality demands, regarding acquisition of log data and controller implementation. The new approach was initially motivated by evaluating the system design history of previous projects, identifying design problems and finding new solutions. The primary key to the success of our design, has been the choice of software platform, namely R the MathWorks xPC Target solution. This tool has eliminated all development issues relating to task scheduling in connection with an operating system, allowing for the main focus to be given 91



to driver development. Furthermore this tool has also provided the possibility of performing fast prototyping on the on-board PC/104 unit. Regarding the hardware aspects of the system, the new design has resulted in a more lightweight and compact design. This is primarily the result of use of a data acquisition board, and development of new external interface boards.



Controller The development of the designed controller has been done using the H∞ control strategy. This has been a suitable strategy for the longitudinal stabilization control, which was decided to be the only control item in this project. During the design process, evaluations between robustness and performance have been carried out, through an iterativ design process. The design has resulted in a controller with performance in the low frequency area and robustness in the high frequency area. The controller has been simulated and evaluated according to the design considerations(section 4.1), and found satisfactory. The simulation has been given a reference step of 10◦ in the pitch angle, which has a settling time of approximately 1 sec. This is evaluated as being both a realistic and satisfactory performance.



Test Flights Two test flights have been performed, with the complete system platform consisting of the Groupner Tranier 60 model airplane, hard- and software sub-systems, actuators and sensors. The first test flight was succesful, with respect to obtaining log data and test of the on-board system. However the operator felt that he briefly lost control of the airplane, and chose to land immediately afterwards. Based on the log data it is concluded, that this loss of control most likely is, that the airplane is susceptible to wind disturbances and became uncontrollable. The second test flight resulted in a crash, after approximately 4 minutes of flight. The airplane seemed initially manuverable and stable, however at certain points, became unstable and uncontrollable. Control was however regained several times, each with long periods of normal flight. Analysis of the flight leads to the assessment of the operator and this group, that the uncontrolability is caused by a number of factors: • The distribution of the on-board components, results in different inertias effecting the dynamics of the airplane. • The resulting centre of mass of the system platform, may be located an inappropriate place. • The surface area of the elevator flap, is not large enough in relation to the relatve large payload. • The experience of the operator is with standard model airplanes, which means different dynamic charaistics that those of the system platform.



Project Result Not all of the project goals, as they are stated in section 1.3 on page 7, have been achieved. Implementation of the designed controller, and a test flight in which the system platform is tested
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with an implemented controller, have not been performed. This has for obvious reasons, not been possible due to the crash in the second test flight, however the developed system is fully ready for these steps. The Graupner Trainer 60 model airplane, is not a suitable model airplane for use as a system platform component, because of its insufficient size and stability when carrying a payload, with the distribution of on-board components, as shown in figure 3.21 on page 74.



Future Project Perspectives Throughout this project period this group has collected experience and ideas, we want to pass on to future groups with this project proposal. One approach would be to decrease the payload drastically, this could be done by replacing the PC/104, with an embedded system, and by replacing sensors. We evaluate that an embedded system would be capable, of implementing the desired functionality of data logging and control. This would however require a complete system redesign. Another approach would be to integrate the system into a larger model airplane. This would eliminate the distributed inertia issues, by grouping the components together, and allow for greater freedom in placing the centre of gravity, because of the larger fuselage volume. A larger airplane would also have no difficulties in a large payload, and would allow for reuse of the system which has been developed in this project.
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Servo Board Interface Protocol For communication between the DM6210 PC/104 add-on board, and the MCU on the servo board, a protocol has been developed. The protocol is designed as a parallel protocol, in which five I/O pins are used as control signals, and an arbitratloy number of I/O pins can be used for the databus. In the implementation of the interface, the databus is chosen to be 8 bits wide. Both the PC/104 and the MCU have a dedicated control pin respectively named CTRL2 and CTRL1. To indicate which servo motor(1-4) the communication is about, two address pins are assigned(ADR1, ADR2). These address pins are always controlled by the PC/104. The last pin used in the protocol, is controlled by the MCU to indicate if the MCU is ready to communicate(COMREADY). The protocol must cover 3 scenarios: data transfer from the MCU to the PC/104(Manual mode), data transfer from the PC/104 to the MCU(Autonomous mode) and the third is when shifting between the first two. This shift involves a change of data direction, which much be carefully controlled to avoid any data collision. An illustration of data sent to the MCU, can be seen in figure A.1. COMREADY CTRL2 CTRL1 ADR1 ADR2 Data bit 1-8



Figure A.1: PC/104 sending data to the MCU, in this case updating servo motor 2



The principle is that before any communication can occur the COMREADY bit must be set. If this is fulfilled the PC/104 indicates the servo motor number which is preferred to update, places the data on the bus and sets CTRL2. The MCU samples that CTRL2 is set - reads the data from the bus and acknowledges by setting CTRL1. Termination of the communication is done when the PC/104 samples CTRL1 is set, it then clears CTRL2, and the MCU acknowledge, that the communication is finished, by clearing CTRL1. Communication from the MCU to the PC/104 is done with the same principle as in figure A.1. Even though it is data to the PC/104, it is always the PC/104 that starts a communication. The data is in this case present on the databus, when CTRL1 is set. A97



The third scenario that is covered by the protocol is a shift in bus direction. This change is indicated to both the PC/104 and the MCU, by either setting or clearing a bit(SELECT). When a shift occurs, the device which is set to output, must change to input, and set it’s CTRL signal. The input device can then change to output, and indicate the change, by setting it’s CTRL signal. Both devices will now acknowledge by clearing their CTRL signals, and the communication can start. An example of this shift can be seen in figure A.2. SELECT CTRL1 CTRL2 M



S



A



S



Figure A.2: A: Autonomous mode, PC/104 is input, the MCU is output. M: Manual mode, PC/104 is output , the MCU is input. S: Shift between autonomous and manual mode.
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Strip Theroy B.1 Strip Theory The strip theory is used frequently to estimate the static stability derivatives, as presented in chapter 2. It is a kind of approximate mathematical method, based on the addible infinitely small elements. Here the infinitely narrow strip replaces the infinitively small component. Normally, we divide the airplane into three parts, the fuselage, wings and tails when talking about the static stability of the airplane. It is noted that the strip theory is only used in the wings. For instance, we use the strip theory to estimate the aerodynamic lift force and moments acting on the wings. Furthermore, the application of strip theory is restricted with two neglects: ignoring the induced drag force and ignoring the spanwise variation of downwash induced by angle of attack. Besides, the strip theory is also restricted to the linear angle of attack range. An example will be presented to how to employ the strip theory. It is worth declaring that the example is referred from [Pamadi, 1998].



B.1.1 An Example to Use Strip Theory This is an example of using the strip theory to analyze the wing sweep effect. For low subsonic speeds, the yawing moment and rolling moment are approximately estimated by the strip theory. The idea of the theory is to divide the wing into a lot of small spanwise strips. The aerodynamic forces on each strip are calculated assuming that it is a part of a two-dimensional wing having an identical airfoil section as that of the given strip. Here stands an example about the strip theory analysis of wing sweep effect. Figure B.1 shows the airplane presented in the report. (a) exhibits that the strip RT has width dyh . yh has the spanwise coordinate along the chord line, and y is the axis in the stability coordinate system (see appendix E.1). The axis y and yh have superposition each other because in our case, the sweep angle Λ is very small to be approximated to 0. In (b), c(yh ) denotes the local chord normal to the wing leading edge. β is the angle of sideslip, Λ is the sweep angle, αl and αs are respectively the angles of attack of right wing and left wing. In the stability coordinate system, the element of the force along x axis for the wing strip RT is dF



= −dL sin(αs − αl ) − dD cos(αs − αl ) = −dL(αs − αl ) − dD B99



(B.1)
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Figure B.1: Strip theory analysis of wing sweep effect



From the figure B.1, αs − αl = ±α sec Λβ tan Λ, then dF = −(α sec Λβ tan Λ)dL − dD



(B.2)



For the aircraft, the lift force and drag force have the expressions as follows L = D =



1 2 ρV SCL 2 N 1 2 ρV SCD 2 N



Taking these two equations into equation B.2 dF



1 = − V02 cos2 Λ(1 + β tan Λ) × [a0 α2 sec2 Λ 2 +CD0.l (1 + β tan Λ) + CDα.l α sec Λ] × c(yh )dyh



The yawing moment has the equation as Nw = −ydF . To the right wing, yawing moment is NR =



1 2 V cos2 Λ(1 + β tan Λ) × [a0 α2 sec2 Λβ tan Λ 2 0 Z b sec Λ 2 c(yh )yh dyh +CD0.l (1 + β tan Λ) + CDα.l α sec Λ] × 0



and to the left wing NL =



1 2 V cos2 Λ(1 − β tan Λ) × [a0 α2 sec2 Λβ tan Λ 2 0 Z b sec Λ 2 c(yh )yh dyh −CD0.l (1 − β tan Λ) − CDα.l α sec Λ] × 0
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where the subscription R and L represent right wing and left wing respectively. Furthermore the total yawing moment is N = N R + NL After some simplification N = ρV02 β sin Λ cos Λ ×



Z



b sec Λ 2



(a0 α2 sec Λ + 2CD0.l cos Λ) + CDα.l α)c(yh )yh dyh



0



In coefficient form, (Cn )Λ.W =







2β sin Λ Sb



Z



b sec Λ 2



(a0 α2 sec Λ + 2CD0.l cos Λ) + CDα.l α)c(yh )yh dyh



0



where W means the wing of the airplane. Differentiating the coefficient (Cn )Λ.W with respect to β, we have the coefficient form (Cnβ )Λ.W



 Z b sec Λ 2 2 sin Λ (a0 α2 sec Λ + 2CD0.l cos Λ = Sb 0 +CDα.l α)c(yh )yh dyh 



(B.3)



Even though the formula B.3 is an approximate equation, the strip theory method gives an important information such that all the parameters in equation B.3 are positive hence (Cnβ )Λ.W has a positive value, i.e., the effect of the wing contribution to the directional static stability has stable nature due to the criterion for directional stability.
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Lateral-Directional Model Representation and Verification C.1 Lateral-Directional Model Verification Corresponding to the idea presented in section 2.4 on page 33, the longitudinal model has been verified. The lateral-directional model will be verified in this section. Though the lateraldirectional motion is a bit more complicated than the longitudinal motion, these two decoupled linear models have the similar idea to analyze. To begin with model verification, the lateraldirectional model is represented to the standard state space form. The response results are shown the reliability of the state space model by comparing the response results of the model derived in the 2004 year with the model derived from the 2002-year report and with the GAA ( 2.4 on page 33) model from the book [Pamadi, 1998]. Afterwards, the conclusions are drawn about the lateral-directional model.



C.1.1 State Space Representation of Lateral-Directional Model The equations (2.50∼2.52) are written as following forms (C.1∼C.3)  1 dβ = Cyβ ∆β + Cyφ ∆φ + b1 Cyp p dt m1 − b1 Cyβ˙  −(m1 − b1 Cyr )r + Cyδa ∆δa + Cyδr ∆δr dp dt



′ ′ ′ ′ = (Clβ Iz1 + Cnβ Ixz1 )∆β + (Clβ˙ b1 Iz1 + Cnβ˙ b1 Ixz1 )∆β˙ ′ ′ ′ ′ +(b1 Clp Iz1 + b1 Cnp Ixz1 ) + (b1 Clr Iz1 + b1 Cnr Ixz1 )rp ′ ′ ′ ′ )∆δr + Cnδr Ixz1 )∆δa + (Clδr Iz1 + Cnδa Ixz1 +(Clδa Iz1



dr dt



(C.1)



(C.2)



′ ′ ′ ′ = (Cnβ Ix1 + Clβ Ixz1 )∆β + (Cnβ˙ b1 Ix1 + Clβ˙ b1 Ixz1 )∆β˙ ′ ′ ′ ′ +(b1 Cnp Ix1 + b1 Clp Ixz1 )p + (b1 Cnr Ix1 + b1 Clr Ixz1 )r ′ ′ ′ ′ )∆δr + Clδr Ixz1 )∆δa + (Cnδr Ix1 + Clδa Ixz1 +(Cnδa Ix1
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where ′ Ix1 = ′ Iz1 = ′ Ixz1 =



Ix1 = Iz1 = Ixz1 =



Ix1 2 Ix1 Iz1 − Ixz1 Iz1 2 Ix1 Iz1 − Ixz1 Ixz1 2 Ix1 Iz1 − Ixz1 Ix 1 2 2 ρUo Sb Iz 1 2 2 ρUo Sb Ixz 1 2 2 ρUo Sb



(C.4) (C.5) (C.6) (C.7) (C.8) (C.9)



Likewise in longitudinal motion, we represent the equations (C.1∼C.3) to standard state space form: x˙ lat = Alat xlat + Blat ulat (C.10)   ∆β  ∆φ      ∆δa   xlat =  p  ulat = ∆δr  ∆ψ  r where,



- state ∆β is the small change in the angle of sideslip β - state ∆φ is the small change in the bank angle, i.e., the roll angle φ - state p is the roll rate - state ∆ψ is the yaw angle - state r is the yaw rate - input ∆δa is the change of deflection of the ailerons - input ∆δr is the change of deflection of the rudders



Alat







  =  



a11 a21 a31 a41 a51



a12 a22 a32 a42 a52



a13 a23 a33 a43 a53



a14 a24 a34 a44 a54



a15 a25 a35 a45 a55
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     Blat =     



b11 b21 b31 b41 b51



b12 b22 b32 b42 b52
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and a11 =



a13



Cyβ m1 − b1 Cyβ˙



Cyp b1 = m1 − b1 Cyβ˙



a12 =



a14 = 0



a21 = a22 = 0



a15 = −



a23 = 1



′ ′ a31 = Clβ Iz1 + Cnβ Ixz1 + ξ1 b1 a11



′ ′ + ξ1 b1 a13 + Cnp b1 Ixz1 a33 = Clp b1 Iz1



a34 = 0



a41 = a42 = a43 = a44 = 0



′ ′ Clβ + ξ2 b1 a11 a51 = Ix1 Cnβ + Ixz1



′ ′ a53 = b1 (Ix1 Cnp + Ixz1 Clp + ξ2 a13 )



b11 =



a54 = 0



Cyδa m1 − b1 Cyβ˙



Cyφ m1 b1 Cyβ˙



b12 =



m1 − b1 Cyr m1 − b1 Cyβ˙



!



a24 = a25 = 0



a32 = ξ1 b1 a11



′ ′ + ξ1 b1 a15 + Cnr b1 Ixz1 a35 = Clr b1 Iz1



a45 = 1



a52 = ξ2 b1 a12



′ ′ a55 = b1 (Ix1 Cnr + Ixz1 Clr + ξ2 a15 )



Cyδr m1 − b1 Cyβ˙



b21 = b22 = 0



′ ′ + Cnδa Ixz1 + ξ1 b1 b11 b31 = Clδa Iz1



′ ′ + Cnδr Ixz1 + ξ1 b1 b12 b32 = Clδr Iz1



b41 = b42 = 0



′ ′ + Clδa Ixz1 + ξ2 b1 b11 b51 = Cnδa Ix1
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′ ′ + Clδa Ixz1 + ξ2 b1 b12 b52 = Cnδr Ix1



where ′ ′ ξ1 = Clβ˙ Iz1 + Cnβ˙ Ixz1 ′ ′ ξ2 = Cnβ˙ Ix1 + Clβ˙ Ixz1



In the lateral-direction motion, the eigenvalues of the characteristic equation |λlat I − Alat | = 0 are calculated using MATLAB, as follows λlat1 = 0 λlat2 = −19.5018 λlat3 = −0.0228



λlat4,5 = −0.3920 ± j4.8182 One eigenvalue is the zero root and the other are two real roots and a pair of complex conjugate roots. The zero root means the neutrally stable. The large and negative real root corresponds to the heavily damped roll subsidence mode. The other real root is small, maybe positive or negative, and corresponds the spiral mode. If the small real root is positive, it says that the spiral mode is slowly divergent. Oppositely, the spiral mode is slowly convergent if the small real root is negative. The pair of complex roots represent the Dutch-roll oscillation. It is noted that the damping ratio and nature frequency of the Dutch-roll mode depend on the type of the airplane. In our case, all the roots, except one zero root, have negative real parts which indicate our dynamic system is stable. The only zero root prefigures a kind of neutral stability, which will be seen in figure C.4. Furthermore, the damping ratio ξ and the natural frequency ωn of the Dutch-roll mode can be calculated with formula p ξωn = 0.3920 ωn 1 − ξ 2 = 4.8182



In addition, the period T and time for half amplitude ta for the Dutch-roll oscillation are obtained as well: T



2π p ωn 1 − ξ 2 0.69 ξωn



=



ta = so that ξ = 0.0960,



ωn = 4.0822[rad/s],



T = 1.3041[s],



ta = 1.7602[s].



C.1.2 Free Responses to Lateral-Directional Model Based on the state space equations represented above, we will analyze the responses of the airplane in order to verify the lateral-directional model. As presented in section 2.4 on page 33, it is known that there are two kinds of responses, the free response and the forced response. The free responses of the later-directional model are illustrated firstly based on the three-modelverification (see section 2.4 on page 33). There are defined three types of modes of lateraldirectional motion. Secondly, the forced responses are followed to be analyzed. Noting all the figures are built in MATLAB. In the end the approximations of lateral-directional model show how to simplify the initial conditions such as the initial value of each state in view of three different motion modes respectively.
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- 5-degree disturbance in angle of sideslip β - 5-degree disturbance in bank angle φ - 10-degree/sec disturbance in roll rate p - 5-degree disturbance in yaw angle ψ
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Figure C.1: 5-degree disturbance in angle of sideslip



Figure C.1 shows the response to the 5-degree disturbance in angle of sideslip. The five subplots represent five states in the lateral-directional motion. In the five sub-figures the oscillatory motion is observed because of the pair of complex conjugate roots, corresponding to the Dutch-roll mode. The disturbance in sideslip decays to zero with 3 or 4 oscillations for about 9 to 10 seconds. Because the disturbance occurs in sideslip, it includes both rolling and yawing motions. Due to this reason, the rolling and yawing motions also decay during the same period. Noting yaw angle does not go to zero, instead, goes to a nonzero steady-state value. It echoes to the zero eigenvalue mentioned before, which makes dynamic system with the yaw angle neutrally stable. For the 2004-model, 2002-model and GAA-model’s response curves with the disturbance in sideslip, the 2004-model has the faster response speed and shorter rising time compared with the other two models. There are relatively larger value in overshoot than 2002-model and GAAmodel. It is reasonable that the rising time is short in 2004-model in view of much smaller size
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Figure C.2: 5-degree disturbance in roll angle



of the 2004-model than GAA model. In a sense, the 2002-model includes some errors certainly because 2002-model and GAA-model are totally different in the size. Figure C.2 explains that the free response to an initial disturbance of 5-degree in bank angle, or say roll angle. It seems that the disturbance in roll angle does not decay to zero fast, nevertheless the response of roll rate attenuates rapidly to zero about seven seconds later. The response in roll rate companying the heavily damped roll subsidence mode is the Dutch roll. In this period, the sideslip, the roll angle and yaw rate exhibit oscillation behaviors. After the Dutch-roll finishes, a slow convergence follows immediately. This slow convergence is called spiral mode. During the spiral mode, the roll angle and yaw rates decay to zero slowly. The yaw angle is observed to a nonzero steady-state value. From each subplot, 2004-model and 2002-model have the smaller and faster response to the disturbance in roll angle compared with GAA-model. The free response to a 10-degree per second disturbance in roll rate is similar to the case of roll angle. As shown in figure C.3 on page C109, differently, the disturbance in roll rate decays to zero rapidly. All other values, except yaw angle, drop off to zero. Figure C.4 on page C110 looks very different from other figures. There are no response when a disturbance occurs in yaw angle. It is known that the aerodynamic forces and moments do not depend on the yaw angle at all. Also, we can see that yaw angle stays at a constant value and
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Figure C.3: 10 deg/s disturbance in roll rate



does not decay any longer. It is due to the zero root of the characteristic equation. The airplane stays neutrally stable with respect to disturbances in yaw angle. In figure C.5 on page C111, the free response to a 10-degree per second disturbance in yaw rate is similar to the free response to the disturbance in roll rate.



C.1.3 Lateral-Directional Approximation In view of the different modes of lateral-directional motion, the associated approximations, such as roll-subsidence approximation, Dutch-roll approximation and spiral approximation, are defined in order to simplify the analysis of lateral-directional model.



Roll-Subsidence Approximation When the airplane rolls around its body axis, the motion is heavily damped roll-subsidence mode under a lateral-directional disturbance, while other variables change very slow so that the approximations are developed as ∆β = ∆ψ = r = r˙ = 0. With the conditions, the side force and
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Figure C.4: 5-degree disturbance in yaw angle



yawing moment can be ignored and the rolling moment equation is assumed to Ix1 p˙ − Clp b1 p = Clδa ∆δa + Clδr ∆δr For free responses, ∆δa = ∆δr = 0 hence Ix1 p˙ − Clp b1 p = 0 or can be represented as τ p˙ + p = 0 where τ = − CIlpx1b1 is called the time constant for the rolling motion of the airplane. To see the responses after approximation, we assume the solution of the state p of the differential equation p = p0 eλr t substituting in equation τ p˙ + p = 0, we get λr = − =



1 τ



Clp b1 Ix1



In the sense of dynamic stability, Clp < 0, therefore, λ is a negative real.
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Figure C.5: 10 deg/s disturbance in yaw rate



Dutch-Roll Approximation The Dutch-roll mode follows the roll-subsidence mode immediately. The typical trajectory in Dutch-roll mode is shown in figure C.6 on page C112. It includes mainly both sideslip and yawing motions, and also involves some rolling motion in view of the coupling between rolling and yawing. However the component, i.e., rolling motion prorated in the Dutch-roll mode, is small and the approximations are ∆φ = p = 0 dβ = Cyβ ∆β − (m1 − b1 Cyr )r + Cyδa ∆δa + Cyδr ∆δr (m1 − b1 Cyβ˙ ) dt Iz1 r˙ = Cnβ ∆β + Cnβ˙ b1 ∆β˙ + Cnr b1 r + Cnδa ∆δa + Cnδr ∆δr Computing these two differential equations, the damping ratio ξ and nature frequency ωn are s



 1 [Cyβ Cnr b1 + Cnβ (m1 − b1 Cyr )] ωn = m1 Iz1    Cyβ b1 Cnr 1 + ξ = − 2ωn m1 Iz1
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Figure C.6: Typical Mode of the Airplane during Dutch Roll



Spiral Approximation During the slow convergence due to the small negative real root, the angle of sideslip changes so slowly that β ≃ 0. Furthermore the roll rate is zero during the slow spiral motion so that the net rolling moment must be zero. Therefore the approximations are - the side force equation can be ignored. - the contribution due to inertial Ixz1 can be ignored. With these approximations, a simplified differential equation is r˙ =



(−Cnβ Clr + Cnr Clβ )b1 r Iz1 Clβ



C.1.4 Forced Responses to Lateral-Directional Model Furthermore, with these approximations derived in previous subsection, the forced responses to the lateral-directional model of airplane also laid out Figure C.7 shows a 5-degree step in aileron when the rudder is fixed. The disturbance lasts half second, from 10 second to 10.5 second. After eight seconds, all the lateral-directional states go to original or new stable states. The 2004 model has faster response than the other two models, however, it is not reasonable for the responses of roll angle and roll rate. The roll angle has almost 30 deg response to the 5-degree disturbance comparing. It shows the model is too sensitive, the same as roll rate. In view of the small size of the model airplane, the change of the roll rate is too fast to bring instability to the airplane model. The oscillations illustrate the 2004 model has the Dutch-roll model and around eight seconds, all the states, except roll angle and yaw angle, decay
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Figure C.7: Forced response: 5-degree step deflection in aileron in view of rudder-fixed



to zero fast. The heavily damped exits in the 2004 model as well. The analysis of figure C.8 is summarized similarly as the step on the aileron.



C.1.5 Flight Verification The second verification of the model airplane, is performed with data from the first flight 5.1. The model is fed with the input angle of the aileron, from the flight. The output is the roll angle and the roll rate, and these are compered with the log data obtained from the on-board sensors. The comparison can be seen in figure C.9. In the top of figure C.9 the aileron angle is shown. For lateral-directional model verification, the rudder angle δr is needed as input. However, the rudder deflection is ignored in this verification, since it has not been used during the first flight. According the operator, Anders la Cour-Harboe, the rudder deflection is only used for advanced maneuvers, and is not used during normal flight with model airplanes. In figure 5.2 the flight path for the used log data is shown. Recalling the figure, it can be seen, that the airplane makes a 90 degree left turn 4-5 second into the model verification log data section. The aileron angle increases rapidly after 3 sec. of flight, and this effects the roll rate and roll angle in positive direction as expected for a left turn. The roll rate of the model, reflect the aileron deflection very well, but as can be seen, the roll rate from the log data, does not reflect all the small deflection of the ailerons. The airplane is very sensitive to gusts of wind, in the lateral stability, and the operator needs to compensate for these disturbances. The model does not encounter the same disturbances, and will of course respond the the aileron deflections. In the lower subfigure in figure C.9, the roll rates from the model is compared with
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Figure C.8: Forced response: 5-degree step deflection in rudder keeping aileron no change
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Figure C.9: Dynamic model response vs. sensor log data.
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the sensor log data. The amplitude is larger, which means the sensitivity is higher in the model, compared to the log data. This deviation could be due to a modelling error in the input matrix B, since the forced response in section C.1.4 also shows high sensitivity to aileron deflection.
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Figure D.1: Topview of the Graupner Trainer 60 model airplane.
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Figure D.2: Sideview of the Graupner Trainer 60 model airplane.
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Parameter



Value



Description



Spans bw



1.8 [m]



Wing span



bf,max



0.097 [m]



Maximum width of the fuselage



bht



0.614 [m]



Horizontal tail span



bht,ef f



0.584 [m]



Effective horizontal tail span



bvt



0.183 [m]



Vertical tail height



cr



0.319 [m]



Root chord of the wing



ct



0.319 [m]



Tip chord of the wing



cre



0.319 [m]



Wing chord where the wing meets the fuselage



cmean



0.319 [m]



Mean wing chord



Chord



crht



0.24 [m]



Root chord of the horizontal tail



ctht



0.15 [m]



Tip chord of the horizontal tail



crvt



0.27 [m]



Root chord of the vertical tail



ctvt



0.07 [m]



Tip chord of the vertical tail



cvt



0.17 [m]



Mean chord of the vertical tail



d



0.09 [m]



Average fuselage diameter



df,max



0.14 [m]



Maximum fuselage diameter



lf



1.28 [m]



Length of fuselage



lht



0.85 [m]



Distance from the c.g. to



Lengths and widths



the a.c. of the horizontal tail lht1



0.65 [m]



Distance from the trailing edge of the wing to the aerodynamic center of the horizontal tail



tht



0.01 [m]



lv



0.895 [m]



Thickness of the horizontal tail Distance from the c.g. to the a.c. of the vertical tail, measured parallel to the fuselage centerline



zv



0.1 [m]



Distance between the a.c. of the vertical tail and c.g. measured perpendicular to the fuselage centerline.



zw



-0.08 [m]



Vertical distance between the fuselage centerline and the wing root quarter chord (positive if c.l. above the root chord)



xac



Distance from leading edge of the wing to the aerodynamic center of the wing



xc.g.



0.10 [m]



Distance from the leading edge of the wing, to the c.g.



xmean,a



0.02 [m]



Distance between c.g. and a.c.



ξ



-0.0627 [m]



xmean,a to cm ean ratio



xmean,c.g.



0.3135 [m]



xc.g. to cm ean ratio



xmean,a.c.



0.3762 [m]



xa.c. to cm ean ratio



Table D.1: The most commen distances are shown in figure D.2 and D.1.
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Parameter



Value



Description



0 [rad]



Front wing sweep angle



Angles ΛLE ΛLE,ht



0.193 [rad]



Γ



0.1309 [rad]



Horizontal wing sweep angle Dihedral angle of the front wing



Λc4



0 [rad]



Horizontal wing sweep angle



Λc2



0 [rad]



Horizontal wing sweep angle



0.1452 [rad]



Horizontal wing sweep angle



Λc2ht SBS



0.1416



[m2 ]



Projected side area of the fuselage



Physical Constants m U0 g ρair



5.6 [kg] 23 [m/sec] 9.82



Weight of the airplane Airplane velocity at steady state



[m/sec2 ]



Gravity



[kg/m3 ]



Density of air, 50 above the



1.225



a



340.29 [m/sec]



Speed of sound in air



M



0.0676 [m/sec]



Mach number of the airplane



θ0



0 [rad]



Angle between the local horizontal and the velocity vector



α WB



0.1047 [rad] 0.0105



[m3 ]



Angle of Attack Volume of the fuselage



Inertias Ix



0.3135 [kg·m2 ]



Rotational inertia around the x-axis



Iy



[kg·m2 ]



Rotational inertia around the y-axis



0.6854 [kg/m]



Rotational inertia around the z-axis



Iz Ixz



0.4898 0



[kg·m2 ]



Rotational inertia of the mass in the x-z plane



Ix1



6.417 E-4 [.]



Aerodynamic inertia coefficient around the x-axis



Iy1



5.70 E-3 [.]



Aerodynamic inertia coefficient around the y-axis



Iz1



1.40 E-3 [.]



Aerodynamic inertia coefficient around the z-axis



Ixz1



0



[kg·m2 ]



712.6



[kg·m2 ]



Substitution for



1.5583 E3 [kg·m2 ]



Substitution for



[kg·m2 ]



Substitution for



Aerodynamic inertia coefficient, of the mass in the x-z plane



I’x1 I’z1 I’xz1



0



Ix1 2 Ix1 Iz1 −Ixz1 Iz1 2 Ix1 Iz1 −Ixz1 Ixz1 2 Ix1 Iz1 −Ixz1



Table D.2: The most commen distances are shown in figure D.2 and D.1.
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D.2 Empirical Parameters and Aerodynamic Derivatives As seen from chapter 2, there are a lot of empirical parameters and aerodynamic derivatives. Here we list all of them in order to be convenient for the readers to have a quick look. It is noted that all values of these derivatives are calculated by using Matlab. Table 1 lists the empirical parameters and some constants we used, and all the aerodynamic derivatives are in table 2.



D.2.1 Table 1: Constants and Empirical Parameters Representation



Description



a0w



Theoretical sectional lift-curve slope of wings



aw



Lift-curve slope of the wing



Computation



a0w = q 1.05



1−M 2



»



Value



a0w (a0w )theory



aw =



–



(a0w )theory



a0 a0 πA



5.1770



4.0068



1+



in the presence of the fuselage



avt =



a0vt a0vt πAvt.ef f



avt



Lift-curve slope of the vertical tail



Kf



Fuselage correction factor



See [Pamadi, 1998, p. 303]



1



KM Λ



Compressibility correction factor



See [Pamadi, 1998, p. 302 ]



1



KN



Ratio of nose lift to wing-alone lift



KM Γ



Compressibility correction to wing dihedral effect



KW B



Ratio of the wing lift in presence



KN =



lf bf.max



Body fineness ratio



”



S Sexp



« „ bf.max 2 KBW = 0.7810 b « „ bf.max + 0.0088 +1.1976 b



of the wing to wing-alone lift



Apparent mass constant



Lα.N CLα.e



„ « bf.max 2 KW B = 0.1714 b « „ bf.max + 0.9974 +0.8326 b



Ratio of body lift in the present



(k2 − k1 )



“C



See [Pamadi, 1998, p. 306 ]



of the body to the wing-alone lift



KBW



1+



2.5133



0.0012



1.2



1.0428



0.0756



See [Pamadi, 1998, p. 170]



0.9700



lf = 1.2800



13.1959



bf.max = 0.0970



1.1C



e



Platform efficiency parameter



Lα e = RC Lα +(1−R)πA



1.0410



k



Induced-drag parameter



1 k = πAe



0.1272



kw



kw =



a0.w 2π



0.8239



kvt



kvt =



a0.vt 2π



0.8896
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Representation



Description



Computation



kht =



kht KRl



A function of the fuselage Reynolds number



ηht



Dynamic pressure ratio



Value



a0.ht 2π



0.9046



See [Pamadi, 1998, p. 272]



ηht = 1 −



1.21



q 2.42 CD0,w



0.9271



lh1 +0.30 c ¯



at the horizontal tail



L



Airfoil thickness location parameter



¯1 V



Horizontal tail volume ratio



¯1 = Sht lht V Sc ¯



0.68382



¯2 V



Vertical tail volume ratio



¯2 = Svt lvt V Sb



0.68382



“ ” ∂σ η 1 + ∂β vt



Combined sidewash and dynamic pressure ratio



S “ ” 3.06 vt ∂σ η S 1 + ∂β vt = 0.724 + 1+cos Λ c



0.5834



A



Wing aspect ratio



2 A = bS



5.6426



2.0



+0.4 d
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D.2.2 Table 2: Aerodynamic Derivatives and Procedure Derivatives Representation



Description



Calculation



Value



Stability Nature



3.2009



Statically unstable



0.1045



Statically unstable



6.8783



Statically stable



Longitudinal Aerodynamic Derivatives



CLα.e



Lift-curve slope of the exposed wing



CLα.N



Lift-curve slope of the isolated nose



CLα.W B



Lift-curve slope of the



CLα.e =



CLα.N =



a0.w a 1+ 0.w πAe



2(k2 −k1 )SB.max S



CLα.W B = [KN + KW B + KBW ] CLα.e



Sexp S



combined wing-body



CLα



Lift-curve slope



CLα = CLα.W B



6.8783



Statically unstable



Cmα.W B



Slope of the pitching-moment curve of the combined wing-body



Cmα.W B = (¯ xcg − x ¯ ac.W B )CLα.W B



-0.4312



Statically stable



Cmα



Slope of the pitching-moment curve



Cmα = Cmα.W B



-0.4312



Statically stable



Cmα.f



fuselage contribution to



Cmα.f = Cm0.f +



pitching-moment coefficient



“



∂Cm ∂α



”



f



α



Cm0.f



Zero-lift pitching-moment



Cmα.w



Wing contribution to pitching-moment coefficient



Cmα.w = Cmac.w + CL.w x ¯a



CL.w



Lift coefficient of wing



CL.w = aw αw



0.4196



Cmac.w



The pitching-moment coefficient with aerodynamic center as the moment reference point



CL.w = aw αw



0.4196



CDα = 2ke CL CLα



0.3546



CDα



The induced drag coefficient due to angle of attack



CD0.w



Zero-lift drag coefficient of the wing



Cf.w



Turbulent flat plate skin-friction



CDu



The variation of drag



0



t ) + 100( t )4 ]R CD0.w = Cf.w [1 + L( c L.S c



See [Pamadi, 1998, p. 197]



Swet S



0.0049509



0.0043



∂CD ∂CD ∂ ∂M



0



∂CLα ∂M



0



Cmu = M α ∂Cmα ∂M



0



CDu =



coefficient with Much number



CLu



The variation of lift-curve



CLu = M α



slope with Mach number



Cmu



The variation of the pitching-curve slope with Mach number
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Representation



Description



Calculation



Value



CLq



Effect of a steady pitch-rate on the lift coefficient



CLq = CLq.W B + CLq.ht



4.2217



CLq.W B



Wing-fuselage contribution to CLq



“ ” ¯e ec CLq.W B = [KW B + KBW ] SS (CLq )e c ¯ „ « SB.max lf +(CLq )B Sc ¯



0



CLq.ht



Horizontal tail contribution to CLq



¯1 η CLq.ht = 2aht V ht



4.2217



CL



Wing-lift force coefficient



CL = 1 2S ρUo 2



0.2026



CL.t



Tail lift coefficient



CL.t = 3.3293×0.5598×0.1474 0.5742×0.92



0.4402



Cmq



A measure of the pitching-moment induced due to pitch rate



Cmq = Cmq.W B + Cmq.ht



-11.2386



Cmq.W B



Wing-fuselage contribution to Cmq



Cmq.ht



Horizontal tail contribution to Cmq



CLα ˙



A measure of the unsteady effect in airflow during the change of angle of attack



CLα ˙ = CLα.W ˙ B + CLα.t ˙



CLα.W ˙ B



Wing-fuselage contribution to CLα ˙



Se c ¯e CLα.W (CLα ˙ B = [KW B + KBW ] S c ˙ )e ¯ SB.max lf +(CLα ) ˙ B Sc ¯



CLα.ht ˙



Horizontal tail contribution to CLα ˙



Cmα ˙



A measure of the time-lag effects on lift coefficient



Cmα.W ˙ B



Wing-fuselage contribution to Cmα ˙



mg



“ ” S c ¯e 2 Cmq.W B = [KW B + KBW ] Se (Cmq )e c ¯ „ « 2 l SB.max f +(Cmq )B S c ¯ ¯1 ηt Cmq.ht = −2at V



¯1 ηt CLα.t = 2at V ˙



“



“



lt c ¯



dǫ dα



”



Stability



0.0103



-11.2489



3.8200



”



1.9115



1.9085



Cmα ˙ = Cmα.W ˙ B + Cmα.t ˙



-4.6749



2



Se c ¯e Cmα.W (Cmα ˙ B = [KW B + KBW ] S c ˙ )e ¯2



0.4103



SB.max l2 f +(Cmα ˙ )B Sc ¯2



Cmα.ht ˙



Horizontal tail contribution to Cmα ˙



¯1 ηt Cmα.t = −2at V ˙



“



dǫ dα



”“



lt c ¯



”



-5.0852



Lateral-Directional Aerodynamic Derivatives



Cyβ.vt



Side force coefficient



Cyβ.vt = −kav



induced by vertical tail



“ ” “ ” Sv 1 + ∂σ ηv S ∂β



-0.0580



Statically stable



Cyβ



Side force coefficient



Cyβ = Cyβ.vt



-0.0580



Statically stable



Cnβ



Directional stability coefficient



Cnβ = Cnβ.w + Cnβ.BW + (Cnβ.vt )f ix



0.0272



Statically stable
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Representation



Description



Cnβ.BW



Fuselage-wing contribution to Cnβ



(Cnβ.vt )f ix



Contribution of the vertical tail to Cnβ



Cnβ.w



Value



Nature



-0.0003



Statically unstable



“ ” ∂σ η V ¯ (Cnβ.vt )f ix = kavt 1 + ∂β vt 2



0.0288



Statically stable



Contribution of the wing to Cnβ



Cnβ.w = Cnβ.Γw + Cnβ.Λw



-0.0014



Statically unstable



Cnβ.Γw



Effect of the wing dihedral to Cnβ.w



Cnβ.Γw = −0.075ΓCL



-0.0020



Statically unstable



Cnβ.Λw



Effect of the wing sweep-back



0.0006



Statically stable



-0.1284



Statically stability



-0.1282



Statically stable



-0.0002



Statically stable



to Cnβ.w



Clβ



Lateral stability coefficient



Clβ.W B



Wing-fuselage contribution to lateral stability



Clβ.vt



Vertical tail contribution



Calculation



Cnβ.BW = −KN KRl



“



SB.S S



”„l « f b



» tan Λ c 2 1 4 Cnβ.Λw = CL − πA(A+4 cos 4πA Λc ) 4 sin Λ c ”– “ 2 A A 4 × cos Λ c − 2 − 8 cos Λ + 6¯ xa A c 4



4



Clβ = Clβ.W B + Clβ.vt



2 „ « 6 C Clβ.W B = CL 4 Clβ



KM Λ Kf +



L



„



Clβ CL



Λc 2 – » ∆Clβ Clβ K + + (∆Clβ )zw +Γ M Γ Γ Γ



Clβ.vt = Cy.vt



to lateral stability



“



zv cos α−lv sin α b



«



A



”



3 7 5



Cyp



A measure of the side force induced due to a roll rate



Cyp = Cyp.w + Cyp.vt



Cyp.w



Wing contribution to Cyp



Cyp.w = K( C )C =0,M + (∆Cyp )Γ L L



Cyp.vt



Vertical tail contribution to Cyp



Clp



A measure of the rolling moment induced due to roll rate



Clp.w



Wing contribution to Clp



Clp.vt



Vertical tail contribution to Clp



˛ ˛ ˛ v )˛˛ C Clp.vt = ˛2( z )( z−z yβ.vt b b



Cnp



A measure of the yawing moment induced due to a roll rate



Cnp = Cnp.w + Cnp.vt



-0.0170



Cnp.w



Wing contribution to Cnp



Cnp.w = − 1 (CL − CDα ) 6



-0.0140



Cnp.vt



Vertical tail contribution to Cnp



Cyr



A measure of the side force induced due to yaw rate



Cyp



2(z−zv ) Cyβ.vt b



Cyp.vt =



Clp = Clp.w + Clp.vt



Clp.w =



„



βClp k



«



CL =0



“



k β



« ” „ (C ) lp Γ (Clp )Γ=0



Cnp.vt = − 2 (l cos α + zv sin α)( b v



Cyr = Cyr.vt
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z−zv )Cyβ.vt b



-0.0988



-0.1049



0.0061



-0.3837



-0.3837



-0.00002



-0.0030



0.0580
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Representation



Description



Calculation



Value



Cyr.vt



Vertical tail contribution to Cyr



Cyr.vt = − 2 (lv cos α + zv Cyβ.vt ) b



0.0580



Clr



A measure of the rolling moment induced due to yaw rate



Clr = Clr.w + Clr.vt



0.1138



Clr.w



Wing contribution to Clr



Clr.vt



Vertical tail contribution to Clr



Clr.vt = − 22 (lv cos α + zv sin α)(zv cos α − lv sin α)Cyβ.vt b



0.0002



Cnr



A measure of the yawing moment induced due to the yaw rate



Cnr = Cnr.w + Cnr.vt



-0.0374



Cnr.w



Wing contribution to Cnr



Cnr.vt



Vertical tail contribution to Cnr



Cnr.vt = 22 (lv cos α + zv sin α)Cyβ.vt



-0.0290



Cyβ˙



Unsteady effect of time rate of change of sideslip



Cyβ˙ = Cyβ.vt ˙



0.0026



Clr.w = CL



“C



”



lr CL



CL =0,M



!



Cnr C2 L



Cnr.w =



2 CL +



“



+



“ ∆C



Cnr CD



lr Γ



”



”



Γ



CDO



0.1136



-0.0083



b



on the side-force coefficient Cyβ.vt ˙



Vertical tail contribution to Cyβ˙



S Cyβ.vt = 2av σβ v ˙ S



h



lv cosα + zv sinα b



i



0.0026



Unsteady effect of time rate Cnβ˙



of change of sideslip



Cnβ˙ = Cyβ.vt ˙



on the yawing-moment coefficient



h



zv cos α − lv sin α b



i



-0.0013



Unsteady effect of time rate Clβ˙



of change of sideslip



Clβ˙ = −Cyβ.vt ˙



on the rolling-moment coefficient
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h



zv cos α + lv sin α b



i



0.0000083



Nature
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E



Coordinate systems This appendix is written to give the reader a clear overview of the different coordinate systems in the report. Further more the transformation for the earth-fixed axes system to the navigational system is described. The notations in this appendix is taken from [Pamadi, 1998, Section 4.2]



E.1 Different Coordinate Systems There are five coordinate systems used in this report and four of these are illustrated in figure E.1. The last is used for stability considerations in the airplane, and is almost similar to the body axes system. xb



yb



zi ,z E



zb



Ro xe Earth



Ri ye



ze Re



yE yi



xi xE



Figure E.1: The Earth and the four coordinate systems: Inertial Coordinate System xi yi zi , Earth-Fixed Coordinate System xE yE zE , Navigational Coordinate System xe ye ze , and Body Axes System x b yb z b
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E.1. Different Coordinate Systems



E.1.1



Inertial Coordinate System xi yi zi



The inertial coordinate system is important and essential to validate the Newton’s law F = ma, because all accelerations are calculated according to this system. It is a non-rotating reference system. However an assumption is made; the orbital motion of the Earth around the sun is ignored. In most of the dynamic problems, the centre of the Earth is chosen as the origin of this system. The zi axis goes through the North Pole, and the xi − yi plane cuts through the equator.



E.1.2



Earth-Fixed Coordinate System xE yE zE



This coordinate system is fixed to the earth (rotates with the earth) and rotates relative to the inertial coordinate system. Its origin lies in the centre of the earth, and the zE axis coincides with the zi axis in the inertial system. The xE -axis goes through the interception of the prime meridian and equator and the yE axis also goes out through equator 90◦ east of the xE -axis. Many GPS receivers are able to output coordinates in this system including GPS used in this project. This coordinate system is in GPS terminology referred to as the "Earth-centred, Earth-fixed" coordinate system, which is abbreviated ECEF.



E.1.3



Navigational Coordinate System xe ye ze



The origin of the navigational coordinate system is located on the surface of the Earth. This is a right-hand system and the ze axis is directed towards the centre of the spherical Earth and the ye points due east in this local point. The xe axis points towards the North Pole. The origin of this system is normally placed at the starting point of the airplane.



E.1.4



Body Axes System xb yb zb



The right-handed coordinate system with origin at the mass centre of the complete airplane is called the body-fixed coordinate system. The x-axis direction is along the centre line of the airplane, with positive direction toward the motion direction of the airplane. The y-axis is perpendicular to the fuselage centreline with positive direction towards the right wing tip (starboard wing), and the z-axis is perpendicular to both the x-axis and the y-axis, with positive direction downward (at steady state flight). From the empirical point of view, x-axis is also called the longitudinal axis (the axis of roll), y-axis is lateral axis (the axis of pitch) and z-axis is vertical axis (the axis of yaw). The angles for movement in these directions are denoted φ, θ and ψ, for roll, pitch and yaw angles respectively. The angle rates are denoted p, q, and r, respectively.



E.1.5



Stability Coordinate System xs ys zs



The stability coordinate system is a kind of body-fixed system. It is mainly used in the study of static and dynamic stability, which includes the motion of the airplane when exposed to small disturbances from a steady reference flight condition. The xs axis is in the plane of symmetry, and when β = 0 (see section 2.1 on page 10), the direction is toward the relative wind. If β 6= 0, the direction is defined as the projection of the relative velocity vector in the plane of symmetry. ys is perpendicular to the symmetry plane and points toward the right wing tip. zs is perpendicular to both xs and ys and points in downward direction in order to form a right handed coordinate system. The angle that locates the xs -axis from the xb -axis is called the angle of attack.
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E.2 Earth Fixed Coordinate System to Navigation Coordinate System Transformation The control system is using the Navigation Coordinate system (NC) as input, and the only sensor delivering trustworthy positions fixed coordinates is the GPS receiver. The receiver delivers the coordinate in the Earth Fixed Coordinate (ECEF) System, and therefore it is necessary to have a transformation from Earth Fixed Coordinate to Navigation Coordinate system. The transformation will be done with coordinate transformation matrices found from Euler Angles. The purpose of this transformation is to take Earth Fixed Coordinates, and turn them into Navigation Coordinates with origin in the initialization coordinate. The first thing done to an ECEF coordinate is to subtract the initial point from it. 



   x xinit  y  −  yinit  z zinit The ECEF coordinates have now been moved, so they have the same origin as the NC system. To coincide with the NC system the coordinates has to be rotated, in this case done with the Euler Angles. Euler Angles are rotations around the axis in the coordinate system, one at the time. In this case the rotation will start around the z axis and the y axis, and there will be no rotation around the x axis. When rotating around the z-axis, the purpose is to rotate the y-axis from the ECEF on top of the NC y-axis, see figure E.2. As seen on the figure the angle will be the initial coordinate angle to the x-axis in the x-y plane, the equation for the angle is shown below.



zE



yE ze



ye



xE Figure E.2: Rotation around the zinit -axis seen from North.



Rotation z − axis = θz = atan



xinit yinit



After the z-axis rotation, there will be performed a rotation around the y-axis, so all three axis overlap the NC systems. On figure E.3 it can be seen the angle is:
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E.2. Earth Fixed Coordinate System to Navigation Coordinate System Transformation



xe zE ze xE



yE



Figure E.3: Rotation around the yinit−rot -axis, seen from East



Rotation y − axis = θy = −π + atan



xinit−rot zinit−rot



When the two angles are calculated, the two rotation matrices can be calculated. 



(E.1)







(E.2)



 cos θz sin θz 0 C3 (θz ) =  −sin θz cos θz 0  0 0 1  cos θy 0 −sin θy  C2 (θy ) =  0 1 0 sin θy 0 cos θy



The reader must notice, that it is important to use the rotations matrices in the right order, which means C3 and then C2 . The angle θy can first be calculated after the initial coordinate is rotated round the z axis. The theory in this section has been implemented in a Matlab file included on the CD-ROM /matlab/earth2Nav.m. This file show how the log data from the first test flight is transformed from ECEF coordinates into NC coordinates.
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Servo Interface Board Test The following three tests are performed in order to test the servo board and the communication between this and the PC/104. The communication should be performed according to the protocol described in appendix A on page A97. These test also include the test of the PWM signals to the servo motors.



F.0.1 Communication between servo interface board and PC/104 The object of this test is to ensure that the communication between the servo interface board and the PC/104 is performed according to the specified protocol in appendix A on page A97. The test result is shown in figure F.1.



COMREADY



CTRL1 CTRL2 ADR1 ADR2



20µs



Figure F.1: The figure shows the communication between the servo interface board and the PC/104



The initial condition is that COMREADY is sat from the servo interface board. When this condition is fulfilled, the communication can be started by the PC/104’s controlbit CTRL2. As can be seen on the figure the PC/104 starts by placing an address on the two address bit (ADR1, ADR2) before setting CTRL2. Every time CTRL2 is cleared, a new PWM-value according to the ADR1 and ADR2 is sampled by the PC/104. The data bus is not shown on this figure, since it could be random data and it is evaluated of no relevance. F131



The test showed that the exchange of PWM values is according to the protocol, and the test is evaluated as being satisfactory.



F.0.2 Shift between manual and autonomous The aim of this test is to ensure that the shift between the two flying modes is done according to the protocol. Figure F.2 shows the result of the test.



COMREADY CTRL1 CTRL2 ADR1 ADR2 SELECT



20µs



Figure F.2: The figure shows the shift between manual and autonomous modes



On the figure it can be seen that the shift is done in the following way. SELECT is cleared, this causes the servo board which in this case has output on the databus, to change from being output, to input on the bus and sets CTRL1, and wait until CTRL2 is set. When this happens the PC/104, has output on the bus and the servo board will clear CTRL1, whereupon the PC/104 clears CTRL2 as an acknowledge. The two devices are now running in the new mode. A shift back again has also been performed, with the same satisfactory result. This is evaluated according to the protocol and found satisfactory.



F.0.3 Change of PWM signals This test was performed in order to verify that the shift between manual and autonomous modes does not destroy the updating rate for the servo motors. The test result is shown in figure F.3. The figure shows that the shift does not destroy the the updating time for the servo motors, which must be less than 30 ms [McManis, 1995]. The figure also shows the two ways of generating the PWM signals, that was mentioned in section 3.3 on page 54. The test showed that the generation of PWM signals is working satisfactory in the two modes, and during the shift of modes.
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Servo1 Servo2 Servo3 Servo4 SELECT



5ms



30ms



Figure F.3: The figure shows the 4 PWM signals during a shift between manual and autonomous mode
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