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PREFACE



“Don’t worry, we will never do it again!” This is the promise we sincerely made almost 10 years ago to our families, friends, and colleagues after having survived together the writing of the first edition of our textbook Environmental Organic Chemistry, and made once more after finishing the companion Problems Book two years later. But keeping such promises and keeping up with this rapidly expanding, exciting field of environmental sciences seem to be two things that are mutually exclusive. Hence, with fading memories of what it was really like, and flattered by the success of the first edition of our textbook, we decided to take on the challenge again; maybe at first not realizing that we have grown older and, as a consequence,that our professional lives have become much more diverse and busy than they used to be. Furthermore, what began as a minor revision and updating of the first edition soon developed its own dynamics, completely overturned old chapters and created new ones. During this process it became clear to us that the integration of the Problems Book with its two additional system chapters on rivers and groundwater into the main book would shift the gravity of the new edition toward the system approach, however, not at the expense of the fundamental chemical principles, but by adding more physics and mathematical modeling. This is now the product of four years of struggling with an immense amount of recent literature, as well as of continuously suffering from being on the horns of a dilemma; that is, the attempt to provide a fundamental text combining background theory, illustrative examples, and questions and problems, and, at the same time, to give a state-of-theart account of a rather broad and interdisciplinary field. However, it would be completely wrong to view the writing of this second edition solely as an ordeal; on the contrary, particularly the many exciting discussions with numerous students and colleagues have been very rewarding and most enjoyable. We hope that some of this joy will also be felt by our readers. What is this book all about? Everything you ever needed to know for assessing the environmental behavior of organic chemicals and more? Not quite, but we hope a



xii



great deal of it, and certainly more than in the first edition. As in the first edition, our major goal is to provide an understanding of how molecular interactions and macroscopic transport phenomena determine the distribution in space and time of organic compounds released into natural and engineered environments. We hope to do this by teaching the reader to utilize the structure of a given chemical to deduce that chemical’s intrinsic physical properties and reactivities. Emphasis is placed on guantzjtcation of phase transfer, transformation, and transport processes at each level. By first considering each of the processes that act on organic chemicals one at a time, we try to build bits of knowledge and understandings that later in the book are combined in mathematical models to assess organic compound behavior in the environment. Who should read and use this book, or at least keep it on their bookshelf? From our experience with the first edition, and maybe still with a little bit of wishful thinking, we are inclined to answer this question with “Everybody who has to deal with organic pollutants in the environment”. More specifically, we believe that the theoretical explanations and mathematical relationships discussed are very useful for chemistry professors and students who want both fundamental explanations and concrete applications that the students can use to remember those chemical principles. Likewise, we suggest that environmental and earth science professors and their students can utilize the chemical property information and quantitative descriptions of chemical cycling to think about how humans are playing an increasingly important role in changing the Earth system and how we may use specific chemicals as tracers of environmental processes. Further, we believe that civil and environmental engineering professors and students will benefit from detailed understanding of the fundamental phenomena supporting existing mitigation and remedial designs, and they should gain insights that allow them to invent the engineering approaches of the future. Environmentalpolicyand managementprofessors and students should also benefit by seeing our capabilities (and limitations) in estimating chemical exposures that result from our society’s use of chemicals. Finally, chemists and chemical engineers in industry should be able to use this book’s information to help make “green chemistry” decisions, and governmental regulators and environmental consultants should use the book to be better able to analyze the problem sites they must assess and manage.



To meet the needs of this very diverse audience, we have tried, wherever possible, to divide the various chapters or topics into more elementary and more advanced parts, hoping to make this book useful for beginners as well as for people with more expertise. At many points, we have tried to explain concepts from the very beginning level (e.g., chemical potential) so that individuals who do not recall (or never had) their basic chemistry can still develop insights into and understand the origin and limits of modeling calculations and correlation equations. We have also incorporated numerous references throughout the text to help people who want to follow particular topics further. Finally, by including many illustrative examples, we have attempted to show environmental practitioners how to arrive at quantitative results for particular cases of interest to them. Hence, this book should serve as a text for introductory courses in environmental organic chemistry, as well as a source of information for hazard and risk assessment of organic chemicals in the environment. We hope that
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with this textbook, we can make a contribution to the education of environmental scientists and engineers and, thus, to a better protection of our environment. Acknowledgments. Those who have ever written textbooks know that the authors are not the only ones who play an important role in the realization of the final product. Without the help of many of our co-workers, colleagues and students, it would have taken another millennium to finish this book. We thank all of them, but above all BCatrice Schwertfeger who, together with Lilo Schwarz and CCcile Haussener produced the entire camera-ready manuscript. Furthermore, we acknowledge Toni Bernet for his professional help with the final layout, and Sabine Koch for helping in assembling the reference list. We are especially grateful to Dieter Diem for reviewing the whole manuscript and, particularly, for producing the compound and subject indices. Another key role was played by Werner Angst who drew most of the more complicated structures and reaction schemes, and who helped with the compound index and with thousands of small details. Furthermore, we are particularly indepted to Kai-Uwe Goss, whose significant input into Part I1 of the book and whose review of several other chapters are especially acknowledged. Many important comments and criticisms were made by other colleagues and students including Andreas Kappler and Torsten Schmidt who reviewed Parts I to 111, Mike McLachlan (Part II), Stefan Haderlein (Chapters 9 to ll), Beate Escher and Zach Schreiber (Chapter lO), Lynn Roberts (Chapters 13 and 14), Martin Elsner, Luc Zwank and Paul Tratnyek (Chapter 14), Andrea Ciani and Silvio Canonica (Chapters 15 and 16), Werner Angst, Colleen Cavanaugh, Hans Peter Kohler, Rainer Meckenstock and Alexander Zehnder (Chapter 17), and Frank Peeters (Part IV). We are also deeply indepted to the Swiss Federal Institute of Environmental Sciences and Technology (EAWAG) and the Swiss Federal Institute of Technology in Zurich (ETHZ) for significant financial support, which made it possible to produce a low-cost textbook. Finally with no further promises but with some guilty feelings, we thank our families for their patience and support, particularly our wives Theres Schwarzenbach, Colleen Cavanaugh, and Sibyl Imboden who will hopefully still recognize their husbands after what again must have seemed an endless preoccupation with THE NEW BOOK! RenC P. Schwarzenbach Dubendorf and Zurich, Switzerland Philip M. Gschwend Cambridge, Massachussetts, USA



Dieter M. Imboden Zurich, Switzerland
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General Topic and Overview



Introduction For many decades now, human society has purposefully released numerous synthetic organic chemicals to our environment in an effort to control unwanted organisms such as weeds, insect pests, rodents, and pathogens. For example, DDT was sprayed more than 50 years ago to control mosquitoes (Storer, 1946). This insecticide application was so successful in reducing the incidence of malaria that DDT was once called one of “life’s great necessities” (Scientific American, 1951). Similarly, other biocides like pentachlorophenol (PCP, a molluscicide for control schistosomiasis and an industrial disinfectant; Weinbach, 1957) or tributyl tin (used to inhibit fouling on boat hulls) have proven extremely effective remedies for problems of humankind caused by other organisms on earth. In all of these cases, we intentionally introduce organic chemicals into our environment. Meanwhile, many other chemicals have enabled our society to accomplish great technical advances. For example, we have learned to recover fossil hydrocarbons from the earth and use these for heating, for transportation fuels, and for synthetic starting materials. Likewise, synthetic compounds like tetraethyllead, chlorinated solvents, freons, methyl t-butyl ether (MTBE), polychlorinated biphenyls (PCBs), and many others (see Chapter 2) have enabled us to develop products and perfom industrial processes with greater efficiencies and safety. However, it has become quite apparent that even such “contained” applications always result in a certain level of discharge of these compounds to the environment. In retrospect, it is not surprising to see that quite a large portion of these synthetic chemicals have caused many problems. It was found that the biocides that were aimed at particular target organisms also harmed nontarget organisms. For example, very soon after its initial use, DDT was found to affect fish such as lake trout (Surber, 1946; Burdick et al., 1964). Moreover, chemicals used in one geographic locale were seen to disperse widely (see example given in Fig. 1.1) and appear in the tissues of various plants and animals (e.g., PCBs in British wildlife, Holmes et al., 1967; PCBs in Dutch fish, shellfish, and birds, Koeman et al., 1969). Perhaps still more startling was the recognition that some of those persistent nonbiocide chemicals also caused ill health in some organisms. For example, bio-uptake of PCBs to toxic levels has now been recognized for many years (Risebrough et al., 1968; Gustafson, 1970). Considering these early lessons, and considering present society’s continuously expanding utilization of materials, energy, and space accompanied by an increasing use of anthropogenic organic chemicals, it seems obvious that the contamination of water, soil, and air with such compounds will continue to be a major issue in environmental protection. Note that we term chemicals anthropogenic if they are introduced into the environment primarily or exclusively as a consequence of human activity.
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Figure 1. Historical records of the sales/production volumes of 1950 ( n ) DDT and (b) PCBs, and the similarity of these time-varying trends to the accumulation rates of these chemicals in the sediments 1940 of Lake Ontario (from Eisenreich et al., 1989). I
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When addressing the issue of anthropogenic organic chemicals in the environment, one often tends to emphasize the consequences of spectacular accidents or the problems connected with hazardous waste management ( e g , waste water treatment, waste incineration, and dump sites). These are certainly very significant problems. But of at least equivalent importance is the chronic contamination of the environment due to the use of chemicals. According to the Organization of Economic Cooperation and Development (OECD) the global annwl industrial production of synthetic chemicals and materials exceeds 300 million tons. Furthermore,there are presently over 100,000 (mostly organic) synthetic chemicals in daily use, and this number increases continuously.
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Although some of these everyday chemicals are not of direct environmental concern, numerous compounds are continuously introduced into the environment in large quantities (e.g., solvents, components of detergents, dyes and varnishes, additives in plastics and textiles, chemicals used for construction, antifouling agents, herbicides, insecticides, and fungicides). Furthermore, there are many biologically active compounds such as hormones and antibiotics used in human and veterinary applications, that may already raise concern when introduced into a given ecosystem at comparably low quantities (see Chapter 2). Hence, in addition to problems related to accidents and waste management, a major present and future task encompasses identification and possibly replacement of those widely used synthetic chemicals that may present unexpected hazard to us. Furthermore, new chemicals must be environmentally compatible-we must ensure that these compounds do not upset important processes and cycles of ecosystems. All of these tasks require knowledge of (1) the processes that govern the transport and transformations of anthropogenic chemicals in the environment and (2) the effects of such chemicals on organisms (including humans), organism communities, and whole ecosystems. The first topic is the theme of this book. Our focus is on anthropogenic organic chemicals, and we discuss these primarily from the perspective of aquatic environments: groundwaters, streams and rivers, ponds and lakes, and estuaries and oceans. We note, however, that the ubiquity of water on Earth and its interactions with soils, sediment beds, organisms, and the atmosphere implies that understanding chemical fates in aquatic realms closely corresponds to the delineation of their fates in the environment as a whole.



Assessing Organic Chemicals in the Environment: The Needs and the Tasks Organic chemicals that are introduced into the environment are subjected to various physical, chemical, and biological processes. These processes act in an interconnected way in environmental systems to determine the overall fate ofthe compound (e.g., in a lake, Fig. 1.2). They can be divided into two major categories: processes that leave the structure of a chemical (i.e., its “identity”) unchanged, and those that transform the chemical into one or several products of different environmental behavior and effect(s). The first category of processes includes transport and mixing phenomena within a given environmental compartment (e.g., in a water body) as well as transfer processes between different phases and/or compartments (e.g., water-air exchange, sorption and sedimentation, sediment-water exchange, uptake by organisms). The second type of processes leads to alterations of the structure of a compound. It includes chemical, photochemical, and/or biological (above all microbial) transformation reactions. It is important to recognize that, in a given environmental system, all of these processes may occur simultaneously, and, therefore, different processes may strongly influence each other. When confi-ontedwith any practical question concerning the environmental behavior of an organic chemical, one obviously needs to be able to quantifl each of the individual processes occurring in the system considered. Quite often it may be relatively easy to
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Figure 1.2 Processes that determine the distribution, residence time, and sinks of an organic chemical i in a lake. This example illustrates the various physical, chemical, and biological processes that a compound is subjected to in the environment.
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identify those processes that are not relevant in a given situation. For example, by inspecting the physicochemical properties of the compound, we may immediately conclude that sorption to particles and sedimentation in a lake is not important. Or from looking at the structure of the chemical, we may disregard hydrolysis (i.e., reaction with water) as a relevant transformation reaction. In any case, whether a process turns out to be important or not, we have to be able to quantify all relevant compoundspecific and system-specific parameters that are required to describe this process (Fig. 1.3). To this end, we need to develop a feeling of how chemical structures cause the molecular interactions that govern the various transfer and reaction processes. We should stress that without an understanding of the molecular level, a sound assessment of the environmental behavior of organic compounds is not possible. On the other hand, t h s knowledge of basic chemistry is far from enough to cope with the complexity of environmental systems. Hence, we also need to learn how to quantify all relevant environmental factors (Fig. 1.3) required to describe a particular process. Finally, in order to be able to understand and evaluate the dynamic behavior of a given compound in the environment, we have to acquaint ourselves with the basis principles of transport and mixing phenomena, and we have to learn how to use models of appropriate complexity to evaluate and describe the interplay between all the physical, chemical, and biological processes occurring in a given system.
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Figure 1.3 General scheme for evaluation of the environmental behavior of anthropogenic organic compounds.
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What Is This Book All About? The (Impossible?) Goals of This book Considering the needs and tasks discussed above, the reader may wonder whether it is reasonable, or even at all possible, to cover such a broad area including environmental chemistry, environmental physics, and (mathematical) modeling in a single textbook. Further, besides being intended as a textbook for students in environmental sciences and engineering, earth sciences, chemistry, and physics, this book should serve as a reference for practitioners who need to solve “real world problems”. And, last but not least, it should characterize of the state of the art of the field of environmental organic chemistry at the beginning of this century.



What Is This Book all About?
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This all sounds overambitious, and, in a sense, of course, it is. Nevertheless, we strongly feel that an integral view of the whole field, from the microscopic scale of molecular interactions up to the macroscopic scale of whole environmental system dynamics, is necessary for a sound assessment of organic chemicals in the environment. Therefore, this book should be considered as an attempt to introduce and integrate the most important aspects of all relevant topics, but not an exhaustive treatment of particular subjects. For readers who want to pursue certain topics in greater detail, numerous literature citations have been included (although this is unusual for a textbook). Furthermore, basic principles are emphasized and simplified pictures are sometimesused to help the less experienced reader to enhance her or his intuitive perception of a given process. In order to help bring together theory and practice, we have also introduced numerous illustrative examples. These show the reader the step-by-step elements of some common types of calculations used in this field. Also, each chapter ends with a set of questions to point to the most important aspects of a chapter and to inspire qualitative discussions, and problems that allow teachers to explore the depth of understanding of their students. Finally, we have chosen to write the text in a somewhat colloquial style to enhance the palatability of the hndamental discussions; we hope that the professionals among our readers will make an allowance for this effort to teach. A Short Guide to the Book The book is divided into five parts. We progressively work our way from primarily compound-related aspects (intrinsic compound properties and reactivities) up to whole environmental system considerations. In the second introductory chapter (Chapter 2), we turn our attention to the main actors of this book: anthropogenic organic chemicals. We review some terminology and basic concepts used in organic chemistry, and we take a glimpse at the structures of several different important classes of environmental organic chemicals. Part I1 is devoted to equilibrium considerations of the partitioning of organic chemicals between gaseous, liquid, and solid phases. In Chapter 3 we address the molecular interactions that determine the partitioning behavior of organic chemicals, and we review the most important thermodynamic concepts used to describe partitioning. An important goal of Chapter 3 is to set the stage for building a conceptual framework that allows us to treat partitioning processes in a holistic way. In the consecutive chapters, we then try to further develop this framework step by step. We start out in Chapter 4 with a discussion of vapor pressure, which is a direct measure of the forces between the compound’s molecules when present in the pure condensed form of the chemical. In Chapter 5, we tackle a quite complicated subject; that is, we try to understand what structural features determine how much an organic chemical likes (or dislikes) to be dissolved in water. We see how the aqueous activity coefficient of a compound and its water solubility are interrelated, and how they are influenced by the presence of other water constituents including dissolved salts and organic cosolvents. In Chapters 6 and 7 we then evaluate the air-liquid and organic liquid-water partitioning of organic compounds. Both chapters build directly upon the concepts derived in Chapters 3 to 5. The discussion of basic aspects of partitioning processes is concluded in Chapter 8, which deals with compounds that may undergo proton transfer reactions in aqueous solution: organic acids and bases. Because ionic organic molecules show a different
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partitioning behavior than their neutral counterparts, the ability to deduce the fraction of a chemical present as an ionized species is necessary to predict phase equilibria of organic acids and bases. Armed with the basic knowledge and insights acquired in Chapters 3 through 8, we then deal with partitioning processes involving more complex and environmentally more relevant condensed phases including natural organic matter (Chapter 9), organisms (Chapter lo), and inorganic solids (Chapter 11).As we will learn in these chapters, associations with these natural “sorbents” are pivotal to the transport, distribution, and fate, as well as for the effects of organic chemicals in the environment. Part 111 is devoted to abiotic and biological transformation processes. For our discussions we divide these processes into three major categories, i.e., chemical (Chapters 13 and 14),photochemical (Chapters 15 and 16), and biologically mediated (Chapter 17) transformation andor degradation reactions. In Chapter 12, we review some of the basic thermodynamic and kinetic concepts needed for Chapters 13 through 17, and we introduce the simplest mass balance model: the well-mixed reactor or one-box model. Chapter 13 deals primarily with reactions of organic chemicals with nucleophiles, in particular, with water (hydrolysis). In Chapter 14, we discuss redox reactions of organic chemicals and we address some of the most important biogeochemical processes that determine the redox conditions in a given environment (e.g., in soils, aquifers, sediments, landfills, and hazardous waste sites).



In Chapter 15 we address the consequences of the direct interaction of organic compounds with sunlight. This also forces us to evaluate the light regime in natural systems, in particular, in surface waters. Chapter 16 then deals with reactions of organic chemicals with photochemically produced reactive species (photooxidants) in surface waters and in the atmosphere. Note that in Chapters 15 and 16, the focus is on quantification of these processes rather than on a discussion of reaction pathways. We conclude Part I11 with Chapter 17, in which some aspects of microbial transformations of anthropogenic compounds in the environment are addressed. The aim of this chapter is to provide some insights into the strategies applied by microorganisms to break down xenobiotic (“foreign to organisms”) organic chemicals and to demonstrate concepts useful in quantifying such microbial transformation reactions. Tired of so much chemistry , some readers may now turn with pleasure to Part IV, in which transport and mixing phenomena are explained. Furthermore, Part IV provides the conceptual and mathematical framework for building models for the quantitative description of the dynamic behavior of organic chemicals in environmental systems. Part IV is organized in the following way: Chapter 18 gives an overview of transport phenomena in the environment by grouping them into just two categories: directed transport and random processes. While directed transport (advection, transport under the influence of gravitation, etc.) will be treated in detail in Chapter 22, the discussion in Chapter 18 focuses on transport by randomness. We start with different kinds of diffusion phenomena, discuss Fick’s laws, introduce the concept
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of molecular diffusion, and end with a first glance at turbulent transport. Chapter 19 deals with transport at boundaries. Here we choose a novel approach by classifying the enormous variety of boundaries in natural systems as just one of three types: bottleneck, wall, or dflusive boundaries. In case the reader considers this systematic treatment of boundary processes laborious, we hope that she or he will later enjoy the ease with which such diverse problems as air-water exchange, the dilution of a pollutant patch by dispersion, or the dynamics of sorption on particles in water can be understood based on the more hndamental things learned earlier. Chapter 20 is devoted to one very important boundary in the environment, the air-water interface. The remaining two chapters of Part IV set the basis for the more advanced environmental models discussed in Part V. Chapter 21 starts with the simple one-box model already discussed at the end of Chapter 12. One- and two-box models are combined with the different boundary processes discussed before. Special emphasis is put on linear models, since they can be solved analytically. Conceptually, there is only a small step from multibox models to the models that describe the spatial dimensions as continuous variables, although the step mathematically is expensive as the model equations become partial differential equations, which, unfortunately, are more complex than the simple differential equations used for the box models. Here we will not move very far, but just open a window into this fascinating world. Finally, in Part V we present some case studies aimed at illustrating how to combine all the theories and concepts developed throughout the book. The environmental systems that we have chosen to do this include lakes (Chapter 23), rivers (chapter 24), and aquifers (chapter 25). These cases will also demonstrate how far one can go with simple models that do not need a large computer but just rely on the mathematical understanding of the user and perhaps on a simple pocket calculator to get quantitative results.



The “Zoo” of Symbols, Subscripts, and Superscripts: Some Remarks on Notation This book combines information from a wide spectrum of disciplinary cultures, each having its own nomenclature and rules for how to express certain physical or chemical quantities. For example, in basic chemistry, particularly in physical chemistry, the rules are tough and everything is strictly regulated, whereas in physics, freedom of choice is rather large. Hence, one dilemma that we have to cope with in this book is to satisfy all these different worlds. When considering the numerous compound- and system-specific properties, parameters and factors used for the assessment of organic compounds in the environment, it is virtually impossible to use a consistent, throughout-the-book, always-to-thelast-detail unambiguous symbolism. Of course, we could come close to perfectionism by introducing a large set of different symbols carrying numerous subscripts and superscripts. Probably only the perfectionists among the readers would appreciate such an undertaking. Thus, in order to find a compromise, we have chosen a somewhat pragmatic way in that we try to be strictly consistent only within parts of the book that are closely interrelated. Thus, for example, in Part 11, where we talk about the partitioning of a given compound between various different phases, we use a subscript
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i for identifying those quantities that are compound-specific.The goal is to familiarize the reader with these quantities in order to help him or her to learn to distinguish them from system properties. Later in the book, particularly in Parts IV and V, where numerous mathematical expressions are used, we generally abandon this convention unless it is required for clarification. The reason is not to overload the mathematical expressions with unnecessary subscripts.



Another problem that the reader has to live with is that certain symbols (e.g., a, A,f) are used to denote several different quantities. The reason is that in the different disciplines, these symbols are commonly used for a given purpose, and we have sought to maintain the same nomenclature as much as possible.



In summary, this textbook has been designed to acquaint the reader with the basic principles of organic compound behavior in the environment and to provide conceptual tools and pertinent information necessary to evaluate and describe quantitatively the dynamics of anthropogenic organic chemicals in natural systems. Special emphasis is placed on the interrelationship between chemical structure and environmental behavior of organic compounds. The information contained in this book has been collected from many areas of basic and applied science and engineering, including chemistry, physics, biology, geology, limnology, oceanography, pharmacology, agricultural sciences, atmospheric sciences, and hydrogeology, as well as chemical, civil, and environmental engineering. This reflects the multidisciplinary approach that must be taken when studying the dynamics of organic compounds in the environment. However, there are still numerous gaps in our knowledge, which will become apparent in the text. It is, therefore, our hope that this book will motivate students to become active in this important field of research.
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When confronted with the plethora of natural and man-made organic chemicals released into the environment (Blumer, 1975; Stumm et al., 1983), many of us may feel overwhelmed. How can we ever hope to assess all of the things that happen to each of the substances in this menagerie, encompassing so many compound names, formulas, properties, and reactivities? It is the premise of our discussions in this book that each chemical’s structure, which dictates that compound’s “personality,” provides a systematic basis with which to understand and predict chemical behavior in the environment. Thus in order to quantify the dynamics of organic compounds in the macroscopic world (Parts IV and V), we will need to learn to visualize organic molecules in the microscopic environments in which they exist. However, before we do that in Parts I1 and 111, we first need to refresh our memories with some of the terminology and basic chemical concepts of organic chemistry used throughout this book (Section 2.2). For readers with little background in organic chemistry, it may be useful to consult the introductory chapters of an organic chemistry textbook in addition to this section. On the other hand, professional chemists might want to continue directly with Section 2.3, where we will try to give an overview of some important groups of environmentally relevant organic chemicals.



The Makeup of Organic Compounds To understand the nature and reactivity of organic molecules, we first consider the pieces of which organic molecules are made. This involves both the various atoms and the chemical bonds linking them. First, we note that most of the millions of known natural and synthetic (man-made) organic compounds are combinations of only a few elements, namely carbon (C), hydrogen (H), oxygen (0),nitrogen (N), sulfur (S), phosphorus (P), and the halogens fluorine (F), chlorine (Cl), bromine (Br), and iodine (I). The chief reason for the almost unlimited number of stable organic molecules that can be built from these few elements is the ability of carbon to form up to four stable carbon-carbon bonds. This permits all kinds of three-dimensional carbon skeletons to be made, even when the carbon atoms are also bound to heteroatoms (i.e., to elements other than carbon and hydrogen). Fortunately, despite the extremely large number of existing organic chemicals, knowledge of a few governing rules about the nature of the elements and chemical bonds present in organic molecules will already enable us to understand important relationships between the structure of a given compound and its properties and reactivities. These properties and reactivities determine the compound’s behavior in the environment.



Elemental Composition, Molecular Formula, and Molar Mass When describing a compound, we have to specify which elements it contains. This information is given by the elemental composition of the compound. For example, a chlorinated hydrocarbon, as the name implies, consists of chlorine, hydrogen, and carbon. The next question we then have to address is how many atoms of each of these elements are present in one molecule. The answer to that question is given by
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the molecularformula, for example, four carbon atoms, nine hydrogen atoms, and one chlorine atom: C4H9C1.The molecular formula allows us to calculate the molecular mass of the compound, which is the sum of the masses of all atoms present in the molecule. The atomic masses of the elements of interest to us are given in Table 2.1. Note that for many of the elements, there exist naturally occurring stable isotopes. Isotopes are atoms that have the same number of protons and electrons (which determines their chemical nature), but different numbers of neutrons in the nucleus, thus giving rise to different atomic masses. Examples of elements exhibiting isotopes that = have a significant natural abundance are carbon (I3C:l2C= 0.011:l), sulfur (34S:32S 0.044:1),chlorine (37C1:35C1 = 0.32:1),and bromine (s1Br:79Br= 0.98: I). Consequently, the atomic masses given in Table 2,lrepresent averaged values of the naturally occurring isotopes of a given element (e.g., average carbon is 1.1% at 13 u + 98.9% at 12 u = 12.011u). Note that 1 u (unified atomic mass unit) is approximately kg. Using these atomic mass values we obtain a molecular equal to 1.6605 x mass (or molecular weight) of 92.57 u for one single molecule with the molecular formula C4H9C1.If we take the amount of 1 mole of pure substance (that is, the Avogadro’s number NA = 6.02 x loz3identical units, here molecules), this amount weighs 92.57grams and is named the molar muss of the (pure) substance. So, 1 mole (abbreviation 1 mol) of any (pure) substance always contains the same amount of molecules and its mass in grams is what each molecule’s mass is in u. Given the molecular formula, we now have to describe how the different atoms are connected to each other. The description of the exact connection of the various atoms is commonly referred to as the structure of the compound. Depending on the number and types of atoms, there may be many different ways to interconnect a given set of atoms which yield different structures. Such related compounds are referred to as isomers. Furthermore, as we will discuss later, there may be several compounds whose atoms are connected in exactly the same order (i.e., they exhibit the same structure), but their spatial arrangement differs. Such compounds are then called stereoisomers. It should be pointed out, however, that, quite often, and particularly in German-speaking areas, the term structure is also used to denote both the connectivity (i.e., the way the atoms are connected to each other) as well as the spatial arrangement of the atoms. The term constitution of a compound is then sometimes introduced to describe solely the connectivity.



Electron Shells of Elements Present in Organic Compounds Before we can examine how many different structures exist with a given molecular formula (e.g., C,H9C1), we have to recall some of the rules concerning the number and nature of bonds that each of the various elements present in organic molecules may form. To this end, we first examine the electronic characteristics of the atoms involved. Both theory and experiment indicate that the electronic structures of the noble gases [helium (He), neon (Ne), argon (Ar), krypton (Kr), xenon (Xe), and radon (Rn)]are especially nonreactive; these atoms are said to contain “filled shells” (Table 2.1). Much of the chemistry of the elements present in organic molecules is understandable in terms of a simple model describing the tendencies of the atoms to attain such filled-shell conditions by gaining, losing, or, most importantly, sharing electrons.
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Table 2.1 Atomic Mass, Electronic Configuration, and Typical Number of Covalent Bonds of the Most Important Elements Present in Organic Molecules
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The first shell (K-shell) holds only two electrons [helium structure; first row of the periodic system (P.s.) of the elements] ;the second (L-shell; second row of the P.s.) holds eight; the third (M-shell; third row of the P.s.) can ultimately hold 18, but a stable configuration is reached when the shell is filled with eight electrons (argon structure). Thus, among the elements present in organic molecules, hydrogen requires two electrons to fill its outer shell (one it supplies, the other it must get somewhere else), while the other important atoms of organic chemistry require eight, that is, an octet configuration (see Table 2.1). It is important to realize that the number of electrons supplied by a particular atom in its outer shell (the so-called valence electrons; note that the remainder of the atom is referred to as kernel) chiefly determines the chemical nature of an element, although some significant differences between elements exhibiting the same number of outer-shell electrons do exist. The latter is due in large part to the different energetic status of the electrons in the various shells, reflecting the distance of the electrons from the positively charged nucleus. We address the differences between such elements (e.g., nitrogen and phosphorus, oxygen and sulfur) at various stages during our discussions.



Covalent Bonding The means by which the atoms in organic molecules customarily complete their outer-shell or valence-shell octet is by sharing electrons with other atoms, thus forming so-called covalent bonds. Each single covalent bond is composed of a pair of electrons, in most cases one electron contributed by each of the two bonded atoms. The covalent bond may thus be characterized as a mutual deception in which each atom, though contributing only one electron to the bond, “feels” it has both electrons in its effort to fill its outer shell. Thus we visualize the bonds in an organic compound structure as electron pairs localized between two positive atomic nuclei; the electrostatic attraction of these nuclei to these electrons holds the atoms together. The simple physical law of the attraction of unlike charges and the repulsion of like charges is the most basic force in chemistry, and it will help us to explain many chemical phenomena. Using the simple concept of electron sharing to complete the valence-shell octet, we can now easily deduce from Table 2.1 that H, F, C1, Br, and I should form one bond (monovalent atoms), 0 and S two (bivalent atoms), N and P three (trivalent atoms), and C four (tetravalent atom) bonds in a neutral organic molecule. With a few exceptions (particularly for S and P), which we will address later in Section 2.3, this concept is valid for the majority of cases that are of interest to us. For our compound with the molecular formula of C,H,Cl, we are now ready to draw all the possible structural isomers by simply applying these valency rules. Fig. 2.1 shows that there are four different possibilities. With this example we also take the opportunity to get acquainted with some of the common conventions used to symbolize molecular structures. Since it is clearer to separate shared and unshared electron pairs, the former (the actual covalent bond) are written as straight lines connecting two atomic symbols, while the unshared valence electrons are represented by pairs of dots (line 1 in Fig. 2.1). This representation clearly shows the nuclei and all of the electrons we must visualize. To simplify the drawing, all lines indicating bonds to hydrogen as well as the dots for unshared (nonbonding) electrons are frequently not shown (line 2). For further convenience we may, in many cases, eliminate all the bond lines without
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Figure 2.1 Conventions for symbolizing the molecular structures of the four butyl chloride (or chlorobutane) isomers.
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loss of clarity, as illustrated in line 3 . Note that branching is indicated by using parentheses in this case. Finally, especially when dealing with compounds exhibiting a large number of carbon atoms, it is very convenient to just sketch the carbon skeleton as depicted in line 4. Each line is thus a skeletal bond and is assumed to have carbons at each end unless another element is shown. Furthermore, no carbonhydrogen bonds are indicated, but are assumed present as required to make up full bonding (four bonds) at each carbon atom. To distinguish the various carbon-carbon bonds, bond lines are placed (whenever possible), at about 120°, roughly resembling the true physical bond angle (see below). At this point in our discussion about chemical bonds and structural formulas, we should stress that structural isomers may exhibit very different properties and reactivities. For example, the rates of hydrolysis (reaction with water, see Chapter 13) of the four butyl chlorides shown in Fig. 2.1 are quite different. While the hydrolytic half-life (time required for the concentration to drop by a factor of 2) of the first and third compound is about 1 year at 25”C, it is approximately 1 month for the second compound, and only 30 seconds for the fourth compound. When we compare the two possible structural isomers with the molecular formula C,H60, we can again find distinct differences in that the well-known ethanol (CH,CH,OH) is a liquid at ambient conditions while dimethylether (CH,OCH,) is a gas. These examples should remind us that differences in the arrangement of a single collection of atoms may mean very different environmental behavior; thus we must learn what it is about compound structure that dictates such differences. So far we have dealt only with single bonding between two atoms. There are, however, many cases in which atoms with more than one “missing” electron in their outer shell form double bonds or, sometimes, even triple bonds; that is, two atoms
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share either two or even three pairs of electrons to complete their valence shells. A few examples of compounds exhibiting double or triple bonds are given in Fig. 2.2. We note that a double bond is indicated by a double line and, logically, a triple bond by three parallel lines between the corresponding atoms. We also note from Fig. 2.2 that there are compounds with ring structures (that may or may not contain double bonds). Rings are usually composed predominantly of carbon atoms, but they may also contain heteroatoms (i.e., elements other than carbon or hydrogen such as 0,N) in the ring (see Section 2.3).



Bond Energies (Enthalpies) and Bond Lengths. The Concept of Electronegativity An important aspect of chemical bonding that we need to address is the strength of a chemical bond in organic molecules; that is, we should have a general idea of the energy involved in holding atoms together in a covalent bond. The most convenient measure of bond energy is indicated by the bond dissociation enthalpy, For a diatomic molecule, this is defined as the heat change of the gas phase reaction:
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at constant pressure and temperature [e.g., 1.013 bar (= 1 atm) and 25"CI. Here MiBalso contains the differences in translational, rotational (only AB), and vibraFigure 2.2 Some simple molecules tional (only AB) energies between educt (A-B) andproducts (A*,B*).Unfortunateexhibiting double and/or triple ly, it is not possible to directly measure bond dissociation (or formation) enthalpies bonds. Note that we use notation for each of the different bonds present in a molecule containing more than one bond; type 4 in Fig. 2.1. they have to be determined indirectly, commonly through thermochemical studies of evolved heat (calorimetric measurements) in reactions such as combustion. These studies yield only enthalpies of overall reactions, where several bonds are broken and formed, respectively. The individual bond dissociation (or formation) enthalpies have then to be deduced from this data in various ways. The results are commonly shown in tables as average strengths for a particular type of bond, valid for gas phase reactions at 25°C and 1.013 bar. Table 2.2 summarizes average bond enthalpies (and bond lengths) of some important covalent bonds. From these data, some general conclusions about covalent bonds can be drawn, and a very useful concept can be derived to evaluate the uneven distribution of the electrons in a chemical bond: the concept of electronegativity. acrylonitrile



Electronegativity. When visualizing a chemical bond, it is appropriate to imagine that the "electron cloud" or averaged electron position located between the two nuclei is, in general, distorted toward the atom that has the higher attraction for the electrons, that is, the atom that is more electronegutive.This results in the accumulation of negative charge at one end of the bond (denoted as 6 - ) and a corresponding deficiency at the other end (denoted as 6 + ):



Among the elements present in organic molecules, we intuitively (and correctly) predict that the smaller the atom (hence allowing a closer approach of the bonding
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Table 2.2 Average Bond Lengths (A)and Average Bond Enthalpies ( kJ. mol-') of Some Important Covalent Bonds" Bond
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Bond lengths are given for bonds in which none of the partner atoms is involved in a double or triple bond. In such cases bond lengths are carbon dioxide. somewhat shorter. In carbon disulfide. In aldehydes. " In ketones.



electrons to the positively charged nucleus) and the higher the net charge of the kernel (nucleus plus the electrons of the inner, filled shells; see Table 2. l), the greater will be that atom's tendency to attract additional electrons. Hence, as indicated in Table 2.3, within a row in the Periodic Table (e.g., from C to F), electronegativity increases with increasing kernel charge, and within a column (e.g., from F to I), electronegativity decreases with increasing kernel size. The most commonly used quantitative scale to express electronegativity (Table 2.3) has been devised by Pauling (1960). On this scale, a value of 4.0 is arbitrarily assigned to the most electronegative atom, fluorine, and a value of 1.O to lithium. The difference in electronegativity between two atoms A and B is calculated from the extra bond energy in A-B versus the mean bond energies of A-A and B-B in which the electrons should be equally shared. The reason for deriving relative electronegativities based on bond energies is that we interpret the extra bond strength in such a polarized bond to be due to the attraction of the partial positive and negative charges. Let us discuss the importance of charge separation in bonds involving atoms of different electronegativity, for example, C and N, 0,or C1. The extent of partial ionic character in suchpolar covalent bonds is a key factor in determining a compound's
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Table 2.3 Electronegativities of Atoms According to the Scale Devised by Pauling ( 1960) ChargeofKernel:
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behavior and reactivity in the environment. The polarization in bonds is important in directing the course of chemical reactions in which either these bonds themselves or other bonds in the vicinity are broken. Furthermore, the partial charge separation makes each bond between dissimilar atoms a dipole. The (vector) sum of all bond dipoles in a structure yields the total dipole moment of the molecule, an entity that can be measured. However, it is the dipole moments of individual bonds that are most important with respect to the interactions of a given compound with its molecular surroundings. From Table 2.3 it can be seen that according to Pauling’s scale, carbon is slightly more electron-attracting than hydrogen. It should be noted, however, that the electronattracting power of an atom in isolation differs from that attached to electron-attracting or electron-donating substituents in an organic molecule. For example, many experimental observations indicate that carbon in -CH, is significantly less electron-attractingthan hydrogen. We may rationalize this by recognizing that each additional hydrogen contributes some electron density to the carbon and successively reduces that central atom’s electronegativity.In conclusion, we should be aware that the electronegativity values in Table 2.3 represent only a rough scale of the relative electron-attractingpower of the elements. Hence in bonds between atoms of similar electronegativity, the direction and extent of polarization will also depend on the type of substitution at the two atoms. Hydrogen Bonding. One special result of the polarization of bonds to hydrogen which we should highlight at this point is the so-called hydrogen bonding. As indicated in Table 2.1, hydrogen does not possess any inner electrons isolating its nucleus (consisting of just one proton) from the bonding electrons. Thus, in bonds of hydrogen with highly electronegative atoms, the bonding electrons are drawn strongly to the electronegative atom, leaving the proton exposed at the outer end of the covalent bond. This relatively bare proton can now attract another electron-rich
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centeryespeciallyheteroatoms with nonbonding electrons, and form a hydrogen bond as schematically indicated below by the dotted line: -X&-H&...:Y”-



X , Y = N , O , ...



In organic molecules this is primarily the case if X and Y represent nitrogen or oxygen. If the electron-rich center forms part of the same molecule, one speaks of an intramolecular hydrogen bond; if the association involves two different molecules, it is referred to as an intermolecular hydrogen bond. Although, compared to covalent bonds, such hydrogen bonds are relatively weak (15 to 20 kJ. mol-’), they are of enormous importance with respect to the spatial arrangements and interactions of molecules. We now return to Table 2.2 to note a few simple generalities about bond lengths and bond strengths in organic molecules. As one can see, bond lengths of first-row elements (C, N, 0, F) with hydrogen are all around 1 A (0.1 nm). Bonds involving larger atoms (S, P, C1, Br, I) are longer and weaker. Finally, double and triple bonds are shorter and stronger than the corresponding single bonds; and we notice that the bond enthalpies of double and triple bonds are often somewhat less than twice and three times, respectively, the values of the single atom bonds (important exception: C=O bonds). To get an appreciation of the magnitude of bond energies, it is illustrative to compare bond enthalpies to the energy of molecular motion (translational, vibrational, and rotational), which, at room temperature, is typically on the order of a few tens of kilojoules per mole. As can be seen from Table 2.2, most bond energies in organic molecules are much larger than this, and, therefore, organic compounds are, in general, stable to thermal disruption at ambient temperatures. At high temperatures, however, the energy of intramolecular motion increases and can then exceed certain bond energies. This leads to a thermally induced disruption of bonds, a process that is commonly referred to as pyrolysis (heat splitting). It is important to realize that the persistence of organic compounds in the environment is due to the relatively high energy (of activation) needed to break bonds and not because the atoms in a given molecule are present in their lowest possible energetic state (and, therefore, would not react with other chemical species). Hence, many organic compounds are nonreactive for kinetic, not thermodynamic, reasons. We will discuss the energetics and kinetics of chemical reactions in detail later in this book. Here a simple example helps to illustrate this point. From daily experience we know that heat can be gained from burning natural gas, gasoline, fuel oil, or wood. As we also know, all these fuels are virtually inert under environmental conditions until we light a match, and then provide the necessary initial activation energy to break bonds. Once the reaction has started, enough heat is liberated to keep it going. The amount of heat liberated can be estimated from the bond enthalpies given in Table 2.2. For example, when burning methane gas in a stove, the process that occurs is the reaction of the hydrocarbon, methane, with oxygen to yield CO, and H,O:
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In this gas phase reaction we break four C-H and two 0=0“double” bonds and we make two C=O and four 0-H bonds. Hence, we have to invest (4 x 415) + (2 x 498) = +2656 kJ-mol-’, and we gain (2 x 804) + (4 x 465) = -3468 kJ.mol-I. The estimated heat of reaction at 25OC for reaction 2-2 is therefore, -8 12 kJ. mol-’ (the experimental value is -802 kT.mol-’), a quite impressive amount of energy. We recall from basic chemistry that, by convention, we use a minus sign to indicate that the reaction is exothermic;that is, heat is given off to the outside. A positive sign is assigned to the heat of reaction if the reaction consumes heat by taking energy into the product structures; such reactions are then called endothermic. The example illustrates that enthalpy can be gained when nonpolar bonds, as commonly encountered in organic molecules, are broken and polar bonds, such as those in carbon dioxide and water, are formed. Reactions which involve the transfer of electrons between different chemical species are generally referred to as redox reactions. Such reactions form the basis for the energy production of all organisms. From this point of view we can consider organic compounds as energy sources.



Oxidation State of the Atoms in an Organic Molecule When dealing with transformation reactions, it is important to know whether electrons have been transferred between the reactants. For evaluating the number of electrons transferred, it is convenient to examine the (formal) oxidation states of all atoms involved in the reaction. Of particular interest to us will be the oxidation state of carbon, nitrogen, and sulfur in a given organic molecule, since these are the elements most frequently involved in organic redox reactions. The terms oxidation and reduction refer, respectively, to the loss and gain of electrons at an atom or ion. An oxidation state of zero is assigned to the uncharged element; a loss of Z electrons is then an oxidation to an oxidation state of + Z. Similarly, a gain of electrons leads to an oxidation state lower by an amount equal to the number of gained electrons. A simple example is the oxidation of sodium by chlorine, resulting in the formation of sodium chloride: NaO :cI.O
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To bridge the gap between full electron transfer in ionic redox reactions (as shown in the example above) and the situation with the shared electrons encountered in covalent bonds, one can formally assign the possession of the electron pair in a covalent bond to the more electronegativeatom of the two bonded atoms. By doing so, one can then count the electrons on each atom as one would with simple inorganic ions. For any atom in an organic molecule, the oxidation state may be computed by adding 0 for each bond to an identical atom; - 1for each bond to a less electronegative atom or for each negative charge on the atom; and + 1 for each bond to a more electronegative atom or for each positive charge. We note that in C-S, C-I, and even C-P bonds the
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electrons are attributed to the heteroatom, although the electronegativities of these heteroatoms are very similar to that of carbon. Finally, we should also point out that Roman instead of Arabic numbers are frequently used to express the oxidation state of a covalently bound atom. Some examples demonstrating how to determine the oxidation states of the carbon atoms present in organic molecules are given in Illustrative Example 2.1. More examples covering the other elements that may assume several different oxidation states (i.e., N, S, P) will be given in Section 2.3 in our discussion of functional groups.
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Illustrative Example 2.1



Determining the Oxidation States of the Carbon Atoms Present in Organic Molecules Problem Determine the oxidation state of each carbon present in (a) iso-pentane, (b) acetic acid, (c) trichloroethene, and (d) 4-methylphenol (p-cresol). Note that in organic molecules hydrogen always assumes an oxidation state of +I, chloride of -I, and oxygen (in most cases, see Section 2.3) of -11. Answer (a) The carbons of the methyl groups (Cl, C4, C,) are bound to three hydrogens and one carbon; hence their oxydation state is 3 (-1) + (0) = -111. The methylene group (C,) is bound to two hydrogens and two carbons, which yields 2(- I) +2(0) = -11. Finally, the methene group (C,) exhibits an oxidation state of (-1) + 3(0) = -I.
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Answer (b) As in example (a) the oxidation state of the carbon of the methyl group (C,) is -111, while the oxidation state of the carboxylic carbon (C,) is (+II) + (+I) + (0) = +III. Hence the “average oxidation state” of carbon in acetic acid is 0.
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Answer (c) In trichloroethenethe oxidation states’of the two carbons are 2(+I) + 0 = +I1 for (C,) and (-1) + (+I) + 0 = 0 for (C,). CH3



Answer (d) The carbons present in the benzene ring exhibit oxidation states of (+I) + 2(0) = +I for (C,), (-1) + 2(0) =-I for (C,, C,, C5,C,), and 3 (0) = 0 for (C,); respectively. The oxidation state of the methyl carbon, is again -111.
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Figure 2.3 Examples of bond angles in some simple molecules (from Hendrickson et al., 1970, and March 1992).



The Spatial Arrangement of the Atoms in Organic Molecules To describe the steric arrangement of the atoms in a molecule, in addition to bond lengths we need to know something about the angles between the bonds, the sizes of the atoms, and their freedom to move within the molecule, (e.g., rotations about bonds). Bond Angles. A simple but very effective rule that we may apply when considering bond angles in molecules is that the electrons accept the closeness to one another because of pairing, but that each pair of electrons, shared (i.e., involved in a chemical bond) or unshared, wants to stay as far as possible from the other pairs of electrons [for details see valence shell electron pair repulsion (VSEPR) theory; Pfennig and Frock, 19991. This means that in the case of a carbon atom with four single bonds, the bonds will generally point toward the comers of a tetrahedron. In the symmetrical case, that is, when a carbon is bound to four identical substituents [i.e., atoms or groups of atoms as -H in CH,, or -Cl in CCl,, or -CH3 in C(CH3),], the bond angles are 109.5". In most cases, however, each carbon atom is bound to different substituents,
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which leads to minor variations in the bond angles, as illustrated by some examples given in Fig. 2.3. For saturated carbon atoms, that is, carbon atoms not involved in a double or triple bond, the C-C-C bond angles are typically about 112”, except for ring systems containing less than six ring atoms, where bond angles may be considerably smaller. With respect to the heteroatoms N, 0, P, and S, we see from the examples given in Fig. 2.3 that the nonbonded electron pairs behave as if they point to imaginary substituents, thus giving rise to bent or pyramidal geometry (provided that the heteroatoms are also only single-bonded to other atoms).



Stereoisomerism. We should note that the association of electrons in a single, or sigma (ci), bond allows rotation about the axis of the linkage (Fig. 2.4). Such rotation does not disrupt the bonding electron pair (i.e., it does not break the bond), and X% : therefore under ambient temperatures the substituents attached to two carbons bonded by a sigma bond are usually not “frozen” in position with respect to one another. Thus the spatial arrangement of groups of atoms connected by such a single bond may change from time to time owing to such rotation, but such geometric distributions of Figure 2.4 Rotation about a Dbond leading to various spatial ar- the atoms in the structure are usually not separable from one another since interconrangements of the atoms in a mole- versions occur during separation. However, as discussed below, even if fast rotations cule. about a single bond occur, stereoisomerism is possible. Stereoisomers are compounds made up of the same atoms bonded by the same sequence of bonds, but having different three-dimensional stvuctures that are not superimposable.
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Figure 2.5 The two enantiomeric forms of the herbicide mecoprop, The * indicates the asymmetric carbon center. Ar denotes the arematic substituent.



When considering stereoisomerism, one commonly distinguishes two different cases. First, there are molecules that are alike in every respect but one: they are mirror images of each other that are not superimposable. We refer to such molecules as being chiral. Note that, in general, any object for which the image and mirror image are distinguishable (e.g., our left and right hands), is denoted to be chiral. For example, if in a molecule a carbon atom is bound to four different substituents (as is the case in the herbicide mecoprop; Fig. 2.5), two structural isomers are possible. In this context one sometimes refers to such a carbon atom as a center of chirality. Mirror- image isomers are called enantiomers or optical isomers (because they rotate the plane of polarized light in opposite directions). In general, we may say that enantiomers have identical properties in a symmetrical molecular environment, but that their behavior may differ quite significantly in a chiral environment. Most importantly, they may react at very different rates with other chiral species. This is the reason why many compounds are biologically active, while their enantiomers are not. For example, the “R-form” of mecoprop (see Fig. 2.5) is an active herbicide, whereas the “S-form” is biologically rather inactive (Bosshardt, 1988). The second type of stereoisomerism encompasses all other cases in which the threedimensional structures of two isomers exhibiting the same connectivity among the atoms are not superimposable. Such stereoisomers are referred to as diastereomers. Diastereomers may arise due to different structural factors. One possibility is the presence of more than one chiral moiety. For example, many natural products contain 2 to 10 asymmetric centers per molecule, and molecules of compound classes such as polysaccharides and proteins contain hundreds. Thus, organisms may build large molecules that exhibit highly stereoselective sites, which are important for many biochemical reactions including the transformation of organic pollutants.
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Another important form of diastereoisomerism results from restricted rotation around bonds such as are encountered with double bonds and/or ring structures. When considering the geometry of a double bond, we imagine a combination of two different types of bonds between two atoms. One of the bonds would be equivalent to a single bond, that is, a bond in which the pair of electrons occupies the region around the axis between the doubly bonded atoms. We can picture the second bond, which is called a n-bond (e.g., carbon-carbon, carbon-oxygen, carbon-nitrogen, carbon-sulfur, nitrogen-oxygen), by imagining the two bonding n-electrons to be present in an "electron cloud" located above and below a plane in which the axes of all other bonds (real or imaginary in the case of nonbonded electron pairs) lay, as in the case of ethylene (Fig. 2.6). The atoms closest to a carbon-carbon double bond are in a plane with bond angles of about 120" (see examples given in Fig. 2.3). Rotation about the axis would mean that we would have to break this bond. In triplebond compounds, as in the case for acetylene (ethyne), there are two n-bond electron clouds which are orthogonal to each other, thus leading to a linear (bond angles = 180") configuration (Fig. 2.6).



o-bond



Let us now consider a compound XHC=CHY in which X,Y f H. In this case, there are two isomers (sometimes also called geometric isomers), which are distinct (and, Figure 2.6 Simplified picture of a in principle, separable) because we can no longer rotate about the C-C bond (Fig. and We(aceQ- 2.7). To distinguish between the two isomers, one commonly uses the terms cis and lene) bond, respectively. trans to describe the relative position of two substituents (atoms or groups other than hydrogen). The term cis is used if the two substituents are on the same side of the double bond, the term trans if they are across from one another. As in the other cases of isomerism, we note that such closely related compounds may exhibit quite different properties. For example, the boiling points of cis- and trans-l,2-dichloroethene (X=Y=Cl), are 60 and 48"C, respectively. More pronounced differences in properties between cisltrans isomers are observed when interactions between two substituCIS ents (e.g., intramolecular hydrogen bonding) occur in the cis but not in the trans form, as is encountered with maleic and fumaric acid (see margin). These two compounds are so different that they have been given different names. For example, their H Y melting points differ by more than 150°C and their aqueous solubilities by more than trans a factor of 100. acetylene (ethyne)
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Example 3: Air-Solid Surface Partitioning In our final example, we consider the partitioning of a small set of organic compounds between air and two different solid surfaces, teflon and quartz (Fig. 3.7). The two surfaces differ distinctly in their properties in that the teflon surface is made up of atoms that cannot participate in EDA interactions, while the quartz surface (which exhibits OH-groups), has a strongly bipolar character (much like a water surface). In the case of aidsurface partitioning, the partition constants reflect the interactions of a given organic compound with the aggregate of atoms making up the surface. In contrast to airhulk liquid partitioning, for these surface interactions no cavity as in the solvent has to be formed. Hence, in this case (Fig. 3.3), the free energy change on
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Figure 3.7 Plots of the natural logarithms of the aidsurface partition constants, K,,, of a series of apolar and monopolar compounds for two different surfaces (i.e., teflon and quartz) versus the dispersive vdWparameter of the compounds defined by Eq. 3-10. Note that from Eq. 3-10 only the compound part is used because the solvent part (1) is the same for all compounds, and that TSA, is in cm2 mol-’. (Data at 25°C from Goss and Schwarzenbach, 1998.)
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exchange does not include a term like AGcavity.Had the solid been immersed in a liquid so that there were liquid molecu1es:solid surface interactions, insertion of our partitioning substance i at the surface would have required us to consider the free energy of making room for the adsorbate (e.g., breaking 1:2 interactions in partitioning “reaction” shown in Eq. 3-2). In the case of the teflon surface where only vdW interactions are possible for any versus the sorbate’s dispersive vdW parameter adsorbing molecule, a plot of Mias yields a straight line for apolar and polar compounds (Fig. 3.7). In contrast, for the bipolar quartz surface, apolar and monopolar compounds are separated into several groups according to their ability (or inability) to undergo polar interactions. One interesting additional detail that can be seen from Fig. 3.7 is that nonpolar or weakly monopolar compounds such as alkanes and alkylbenzenes are slightly more attracted to the polar quartz surface as compared to the nonpolar teflon surface. This finding may be somewhat surprising. Intuitively, we still might have the idea that nonpolar compounds are attracted more strongly by nonpolar counterparts as compared to polar counterparts. This expectation is not generally true. The reason in this particular case is that the ability of a quartz surface to undergo vdW interactions is larger than that of a teflon surface (see Section 11.2). In this context it is important to realize that compounds which we denote as being hydrophobic (i.e., disliking water) are actually attracted to water surfaces. One example illustrating this point is the thin gasoline films that all of us have seen on the surface of polluted lakes or rivers. Obviously, in this case, the attractive (vdW) forces between the hydrophobic hydrocarbons and the water molecules at the water surface overcome the (vdW) forces among the hydrocarbon molecules themselves that would favor the formation of oil droplets. Hence, the term hydrophobicity of a compound should only be used in connection with a compound‘s tendency to be dissolved in a bulk waterphase. In such cases, the balance between the free energy costs for cavity formation and the free energy gains due to the interactions of the compound with the water molecules is important. Moreover, as has become evident from our above discussion, the hydrophobicity of organic compounds will increase with increasing size of the molecules. For a given size, hydrophobicity will be
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maximal for compounds that can only undergo vdW interactions with water. We will come back to this point in Chapter 5, when discussing water solubilities and aqueous activity coefficients of organic compounds. With these first insights into the molecular interactions that govern the partitioning of organic compounds between different phases in the environment, we are now prepared to tackle some thermodynamic formalisms. We will need these parameters and their interrelationships for quantitative treatments of the various phase transfer processes discussed in the following chapters.



Using Thermodynamic Functions to Quantify Molecular Energies Chemical Potential



When considering the relative energy status of the molecules of a particular compound in a given environmental system (e.g., benzene in aqueous solution), we can envision the molecules to embody different forms of energies. Some energies are those associated with the molecule’s chemical bonds and bond vibrations, flexations, and rotations. Other energies include those due to whole-molecule translations, reorientations, and interactions of the molecules with their surroundings. The whole energy content is the internal energy and is dependent on the temperature, pressure, and chemical composition of the system. When we talk about the “energy content” of a given substance, we are usually not concerned with the energy status of a single molecule at any given time, but rather with an average energy status of the entire population of one type of organic molecule (e.g., benzene) in the system. To describe the (average) “energy status” of a compound i mixed in a milieu of substances, Gibbs (1873, 1876) introduced an entity referred to as totalfree energy, G, of this system, which could be expressed as the sum of the contributions from all of the different components present: G(p,T,n,,n, ,....n,,...n,)=



N



Eni&



(3-20) where niis the amount of compound i (in moles) in the system containing N compounds. The entity pi,which is referred to as chemical potential of the compound i, is then given by: i=l



r



(3-21) Hence, pi expresses the Gibbs free energy (which we denote just as free energy) added to the system at constant T ? and composition with each added increment of compound i. Let us now try to evaluate this important function pi . When adding an incremental number of molecules of i, free energy is introduced in the form of internal energies of substance i as well as by the interaction of i with other molecules in the system. As more i is added, the composition of the mixture changes and, consequently, pi changes as a function of the amount of i. We should note that piis sometimes also referred to as the partial molar free energy, Gi , of a compound. Finally, we recall that Gi (J.mo1-’) is related to thepartial molar enthalpy, Hi (J- mol-I), and
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Figure 3.8 Conceptualization of the potential functions in a hydrostatic system and in a simple chemical system. (a) In the unequilibrated hydrostatic system, water will flow from reservoir 2 of higher hydrostatic potential (=gh2, where g is the acceleration due to gravity and h, is the observable height of water in the tank) to reservoir 1 of lower hydrostatic potential; total water volumes (i.e., total potential energies W1 and W,) do not dictate flow. Similarly, benzene molecules move from liquid benzene to the head space in the nonequilibrated chemical system, not because there are more molecules in the flask containing the liquid, but because the molecules initially exhibit a higher chemical potential in the liquid than in the gas. (b)At equilibrium, the hydrostatic system is characterized by equal hydrostatic potentials in both reservoirs (not equal water volumes) and the chemical system reflects equal chemical potentials in both flasks (not equal benzene concentrations).
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partial molar entropy, Sj (J .mol-' K-I), by the well-known general relationship:



Gibbs (1876) recognized that the chemical potential could be used to assess the tendency of component i to be transferred from one system to another or to be transformed within a system. This is analogous to the use of hydrostatic head potential for
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identifying the direction of flow between water reservoirs (Fig. 3.8a). We know that equilibrium (no net flow in either direction) is reached, when the hydrostatic head potentials of the two reservoirs are equal (Fig. 3%). Similarly, chemical equilibrium is characterized by equal chemical potentials for each of the constituents. As with hydrostatic head potential, chemical potential is an intensive entity, meaning it is independent of the size of the system (in contrast to the total free energy G, which is an extensive function).



Fugacity Unfortunately, unlike hydraulic head potentials, there is no way of directly observing chemical potentials. Consequently, the concept offugacity was born. Lewis (1 901) reasoned that rather than look into a system and try to quantify all of the chemical potential energies carried by the various components of interest, it would be more practical to assess a molecule’s urge to escape orflee that system (hence “fugacity” from Latinfugere, to flee). If one could quantiQ the relative tendencies of molecules to flee various situations, one could simultaneously recognize the relative chemical potentials of the compounds of interest in those situations. Based on the differences in their chemical potentials, one could quantify the direction (higher pito lower p,) and extent to which a transfer process would occur.



Pressure and Fugacities of a Compound in the Gas State Let us quantify first the “fleeing tendency” or fugacity of molecules in a gas (‘just about the simplest molecular system) in a way we can observe or measure. Imagine a certain number of moles (n,) of a pure gaseous compound i confined to a volume, V, say in a closed beaker, at a specific temperature, T. The molecules of the gaseous compound exert a pressurep, on the walls of the beaker (a quantity we can feel and measure) as they press upon it seeking to pass (Fig. 3 . 9 ~ )It. is not difficult to imagine that if the gas molecules wish to escape more “insistently” (i.e., a higher chemical potential as a result, for example, of the addition of more i molecules to the gas phase in the beaker), their impact on the walls will increase. Consequently, we will measure a higher gas pressure. For an ideal gas, the pressure is perfectly proportional to the amount of gaseous compound. Stating this quantitatively, we see that at constant T, the incremental change in chemical potential of the gaseous compound i may be related to a corresponding change in pressure (deduced from the GibbsDuhem equation; see, e.g., Prausnitz, 1969, p. 17): (3-23) In this case we can substitute V/n, with RT/pi: (3-24)



As mentioned above, the absolute value of the chemical potential cannot be measured but we can measure the absolute value of pressure or the amount of substance in the gas phase. Hence, we may define a standard value of the chemical potential of the gaseous compound i, p i , by defining a standard amount and
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standard pressure in the form of one variable, the standard pressure pi = pp (commonly 1 bar). We do this by integration of Eq. 3-24: (3-25) which yields: r



7



(3-26) Let us now look at the situation in which we deal with real gases, that is, with a situation in which intermolecular forces between the molecules cannot be neglected (as will be even more the case for liquids and solids, see below). These forces influence the (partial) pressure of the gas molecules, but not the amount of the gaseous compound(s). This real pressure is called fugacity. In contrast to the pressure of an ideal gas, the fugacity is not only a function of the amount of substance and temperature, but also of the composition (types and amounts of gaseous compounds present) of the gaseous system and of the total pressure. The fugacitiy of a gaseous compound is, however, closely related to its partial pressure. To account for the nonideality of the gas, one can relate these terms by using a fugacity coefficient, Oig: fi g = 8.‘gp 1.



(3-27)



It is now easy to see that the correct expression for the chemical potential of a gaseous compound i is not based on pressure but on fugacity: (3-28) Note that for the standard state one defines ideal gas behavior, that is, (commonly 1 bar).



9 = p:



Under typical environmental conditions with atmospheric pressure, gas densities are very low so that we set 0, = 1. In other words, for all our following discussion, we will assume that any compound will exhibit ideal gas behavior (i.e., we will use Eq. 3-26 instead of Eq. 3-28). In a mixture of gaseous compounds having a total pressure p , p i is the partial pressure of compound i, which may be expressed as: pi = Xigp



(3-29)



where xig is the mole fraction of i: (3-30)
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and Cjnjgis the total number of moles present in the gas, andp is the total pressure. Thus, the fugacity of a gas i in a mixture is given by: Ava&Yi). That is, we have to apply compound partial be negative (because TAvapSi pressures greater than 1 bar to be able to keep a liquid phase present. We have also seen that we can treat the vapor pressure like an equilibrium constant



&. Hence, the temperature dependence of pX can be described by the van 't Hoff equation (Eq. 3-50):



(4-7) In this case, this equation is commonly referred to as Clausius-Clapeyron equation (e.g., Atkins, 1998). We can integrate Eq. 4-7 if we assume that AVa&Yiis constant over a given temperature range. We note that AVa&Ii is zero at the critical point, T,, it rises rapidly at temperatures approaching the boiling point, and then it rises more slowly at lower temperatures (Reid et al., 1977). Hence, over a narrow temperature range (e.g., the ambient temperature range from 0°C to 30°C) we can express the temperature dependence of pIL by (see Eq. 3-51):



where A = Ava&YiIR.



A Inpk=--+B T



(4-8)



For liquids, plotting the observed log p; (= In p12/2.303) versus inverse T (K) over the ambient temperature range (Fig. 4.4) yields practically linear relations, as expected from Eq. 4-8. Therefore, over narrow temperature ranges in which there are some vapor pressure data available, Eq. 4-8 can be used to calculate vapor pressures at any other temperature provided that the aggregate state of the compound does not change within the temperature range considered, i.e., that the compound does not become a solid. If the temperature range is enlarged, the fit of experimental data may be improved by modifying Eq. 4-8 to reflect the temperature dependence of AH,,,. This is done by the introduction of a third parameter C: lnpj=--



A +B TtC



(4-9)



Eq. 4-9 is known as the Antoine equation. It has been widely used to regress experimental data. Values for A , B, and C can be found for many compounds in the literature (e.g., Lide, 1995, Daubert, 1997). Note, however, that when using Eqs. 4-8 and 4-9 to extrapolate vapor pressure data below the melting point, one gets an estimate of the vapor pressure of the subcooled liquid compound at that temperature (e.g., naphthalene in Fig. 4.4). Solid-Vapor Equilibrium. In a very similar way as for the liquid-vapor equilibrium, we can derive a relationship for the temperature dependence of the vapor pressure of the solid compound. By analogy to Eq. 4-5, we write:



(4- 10) where we have replaced the free energy of vaporization by the free energy of
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Figure 4.4 Temperature dependence of vapor pressure for some representative compounds. Note that the decadic logarithm is used (In p: = 2.303 log p : ) .
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sublimation (transfer from a solid to the gas phase), hSubG,.Note that AsubGiis given by the difference between the excess free energy of the compound in the gas phase, GE, and its excess free energy in the solid phase, Gz . Because the excess free energy in the solid phase is negative (the fbgacity in the solid phase is smaller than in the liquid phase due to lattice formation), AsubGi is larger than AvapGi of the subcooled liquid compound by a term that is commonly referred to as thefree energy offusion, A,,Gi (= AhSHi - TA,,Si): AsubGi



= AfusGi



+AvapGi



(4-1 1)



In terms of enthalpy and entropy, this means: Asub H i



= Afus H i -k A vap H i



(4-12)
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and: Asub&



=



+ AvapSi



(4- 13)



The first thermodynamic expression above states that the intermolecular attraction forces we must overcome to sublime the molecules of a substance are equal to the sum of the forces required to first melt it and then vaporize it. Likewise, the increased randomness obtained as molecules sublime is the same as the sum of entropies associated with the sequence of melting and vaporizing. Consequently, if we can predict such thermodynamic terms for vaporization or melting, we already know the corresponding parameters for sublimation. Now, AfusGiis equal to the negative excess free energy of the compound in the solid state GE, since we have chosen the liquid state as our reference state. This free energy change is given by: (4-14) or:



p*d = p ISt .e+A,,GiIRT



(4- 15)



In other words, Afu,Gi is the free energy required to convert the compound's molecules from the pure solid state to the pure liquid state. Knowledge of AfusGiat a given temperature is extremely important for estimating other properties of the subcooled liquid compound. As can be qualitatively seen from Fig. 4.2, A,,Gi decreases with increasing temperature (the solid and broken bold vapor pressure lines approach each other when moving toward the melting point). At the melting point, T,, Afu,Gibecomes zero, and, by analogy to the situation at the boiling point (Eq. 4-6), we can write:



Also by analogy to the case for the liquid compound, we can describe the temperature dependence of pi", by (see Eq. 4-8): (4- 17) where A = A,,,& lR. One may also add a third parameter (like C in Eq. 4-9) to correct for the temperature dependence of AS,,ai. Illustrative Example 4.1 shows how to derive and apply Eqs. 4-8 and 4-17. It also demonstrates how to extract free energies, enthalpies, and entropies of vaporization and fusion from experimental vapor pressure data.
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Illustrative Example 4.1



Basic Vapor Pressure Calculations Consider the chemical 1,2,4,5tetramethylbenzene (abbreviated TeMB and also called durene). In an old CRC Handbook of Chemistry and Physics you find vapor pressure data that are given in mm Hg (torr; see left margin).



Problem Estimate the vapor pressure p : , of TeMB (in bar and Pa) at 20°C and 150°C using the experimental vapor pressure data given in the margin. Also express the result in molar concentration (mol .L-') and in mass concentration (g . L-') of TeMB in the gas phase.



Answer



47'"



H3C



CH,



1,2,4,5-tetrarnethylbenzene (TeMB)



M, T,



=



=



134.2 g mol-' 79.5"C



rb



=



195.9OC



T ("C)



45.0 sa 74.6 sa 104.2 128.1 172.1 195.9



Convert temperatures in "C to K (add 273.2) and calculate UTvalues. Also, take the natural logarithms of the p,* values. Note that at 45.0 and 74.6"C, TeMB is a solid. Hence, group the data according to the aggregate state of the compound: Solid Compound (T < T,) 1 IT (K-')



0.003143



In pl; 1 mm Hg



0



0.002875 2.303 Liquid Compound (T > T,)



PI*



(mm Hg)



1 10 40 100



400 760



Means that TeMB is a solid at these temperatures



1 JT (K-')



0.002650



In pl; 1 mm Hg 3.689



0.002492



0.002246



0.002132



4.605



5.991



6.633



Perform least squares fits of In pr versus 1 / T (see Fig. 1). The results are: Solid compound:



lnp; / m m H g =-- 8609 T



+ 27.1



Liquid compound:



Inp; / mm Hg = --5676 T



+ 18.7



(1)



Note that if we had converted mm Hg to bar (1 mm Hg = 0.00133 bar), the intercepts of Eqs. 1 and 2 would be 20.5 and 12.1, respectively. Insert T = 293.2 K (= 2OOC) into Eq. 1, calculate In p i , and get p i : pT, (20°C) = 0.10 mm Hg = 0.000133 bar = 13.3Pa



For calculating p;xL at 15OoC,set T = 423.2 K in Eq. 2. The resulting pl; value is: plL (15OOC) = 198 mm Hg = 0.264 bar = 26400 Pa
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q 1 to 10 Pa), more sophisticated methods have to be applied for compounds of low volatility ( p,* < 1 Pa). The methods most widely used are gas saturation and effusion [see Delle Site (1997) for a review of these and other methods]. In the case ofgas saturation, a saturated vapor phase is produced by passing an inert gas, air, nitrogen, or oxygen (when a combustion procedure is used for analysis) through a thermostated column packed with the powdered compound or with an analyte-coated inert support. The saturation pressure of the substance is represented by its partial vapor pressure. Usually, the vapor is collected on liquid or solid traps and the substance is determined by suitable means. The effusion methods determine the vapor pressure at constant temperature from the measurement of the weight loss through a small orifice into a vacuum. An attractive alternative to the direct measurement of vapor pressure is the use of gas chromatographic retention to estimate p' (e.g., Hinckley et al., 1990). This method is based on the evaluation of the partitioning behavior of a given compound between the gas phase (i.e., the mobile phase) and a bulk organic phase (i.e., the stationary phase) at different temperatures. The method hinges on the selection of an
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appropriate reference compound for which accurate vapor pressure data is available, as well as on the choice of an appropriate stationary phase, in which both compound and reference exhibit similar activity coefficients. Note that for solid compounds, since the molecules are dissolved in the stationary phase, the gas chromatographic method yields the vapor pressure of the subcooled liquid ( p k ) . Inspection of the literature shows that vapor pressure data are readily available for many high-to-medium-volatility compounds (i.e., compounds with Tb < 400°C). These data can be found in data compilations (e.g., Daubert, 1997; Mackay et al., 1992-1997; Lide, 1995). For compounds exhibiting very low vapor pressures, the data are more scattered throughout the literature with the exception of agrochemicals (e.g., Montgomery, 1997). Furthermore, for such compounds, pt* values obtained by different methods and/or different laboratories may vary by as much as a factor of 2 to 3, in some cases, by more than an order of magnitude. In addition, in many cases, vapor pressure data have been determined at elevated temperatures, and ambient values must be extrapolated. Such data should, therefore, be treated with the necessary caution. One way of deciding which vapor pressure should be selected is to compare the experimental data with values predicted using other compound properties (see below). Finally, very often vapor pressures are reported only for one particular temperature (e.g., 20°C or 25"C, as in Appendix C). Since vapor pressure is strongly dependent on temperature, it is necessary to be able to extrapolate such values over the ambient temperature range. Hence, it is necessary to know the enthalpy of vaporization or sublimation at ambient temperature. As we have seen in Section 4.3, for liquid compounds, a proportionality between A V a P iand TAvapSiis observed (Fig. 4.5). This means that AvapGiis proportional to A V a P i .This can be used to derive an extremely useful empirical relationship between A V a P i and In p g (or log p , y ) f o r a given temperature T, (Goss and Schwarzenbach, 1999a): (4-28) At 25°C (298 K), the linear regression derived for the data set shown in Fig. 4.7 is: AvaPHi(298 K) / (kJ .mol-1) = -8.80(+0.07)10gp;*,(298 K) /Pa + 70.0(rt0.2) (4-29)



Note that in contrast to Fig. 4.7, we use the decadic logarithm in Eq. 4-29 and that this relationship holds over a very large vapor pressure range (> 15 orders of magnitude). Assuming that this Ava,,Hivalue is constant over the ambient temperature range, it can be used to estimate p:L at other temperatures (see also Eq. 3-5 1): (4-30) It should be pointed out again that Eq. 4-29 applies to the vapor pressure of the liquid compound. For solids, the difference between p,: and p g can be estimated using the melting point temperature of the compound, see below (Eq. 4-40).
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Figure 4.7 Plot of AvapHi versus In pc;for a large number of apolar, monopolar, and bipolar compounds. Note that some bipolar outliers are not included. (For details see Goss and Schwarzenbach, 1999a.)
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Vapor Pressure Estimation Methods for Liquids One strategy for estimating the vapor pressure of (subcooled) liquid compounds is to derive multiple parameter regression equations that relate the free energy of vaporization (and thus In p ; ) to other properties and/or structural descriptors of the compound. The goal of all these approaches is to express the molecular interactions that determine AvapGiby readily accessible entities. Examples of such parameters include constitutional descriptors (e.g., partial charges), shape descriptors (e.g., topological indices), geometrical descriptors (e.g., surface area, molar volume), and quantum-chemical descriptors (e.g., dipole moment, quadrupole moment, polarizability). For an overview of these methods, we refer to the literature (Delle Site, 1997; Liang and Gallagher, 1998). Here, we confine our discussion to an approach that can be easily handled because it requires only knowledge of the chemical's structure, its normal boiling point, and, if the compound is a solid, its melting point. Note that if T, and T, are not available, they can also be estimated (for details see Boethling and Mackay, 2000). Various equations using this approach have been proposed (Delle Site, 1997; Myrdal and Yalkowski, 1997), but they are all based on the same general idea. To predict the liquid vaporpressure cuwe below the boiling point [see solid and broken (below T,) bold line in Fig. 4.21, we use the Clausius-Clapeyron equation:



and properties of the compound at the boiling point, Tb.As we recall (Section 4.2), at the boiling point the enthalpy of vaporization can be related to the entropy of vaporization: AvapHi(&)=Tb



.Avapsi(&)



(4-6)



This entropy change can be estimated with reasonable accuracy (Section 4.3).
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Hence, for temperatures very close to the boiling point, we integrate Eq. 4-7 by assuming that Ava$fi(Q = Ava$fi(Tb)= constant (see Section 4.2). However, in most cases, one would like to estimate the vapor pressure at temperatures (e.g., 25°C) that are well below the boiling point of the compound. Therefore, one has to account for the temperature dependence of A,,& below the boiling point. A first approximation is to assume a linear temperature dependence of Ava,,Hi over the temperature range considered, that is, to assume a constant heat capacity of vaporization, AvapCpi(the difference between the vapor and liquid heat capacities). Thus, if the heat capacity of Tb),at the boiling point is known, Ava$fi(7') can be expressed vaporization, AvapCp,( by (e.g., Atkins, 1998): 'vapHi



(Tb



)+ 'vapCpi



(4-3 1)



(Tb) ' (T - Tb)



Substitution of Eqs. 4-3 1 and 4-6 into Eq. 4-7 and integration from 1 bar to p:L and from Tbto T then yields:



In the literature, various suggestions have been made of how to estimate AvapSi(Tb) and AvapCpi(Tb). One approach that works well primarily for prediction of vapor pressures of relatively low boiling compounds (i.e., Tb < - 300°C) was proposed by Mackay et al. (1982). In this approach, the Kistiakowsky-Fishtine expression (Eq. 4-20) is used to estimate AvapSi(Tb), and it is assumed that, particularly (Tb) /Avap&(Tb) has an average value of for smaller molecules, the ratio of AvapCpi 0.8 (k 0.2). Inserting Eq. 4-20 and substituting kaPCpi(Tb) by 0.8 A,,& (Tb) into Eq. 4-32 thus yields:



[ (;-- )



In p L t/bar G -KF (4.4 + lnT,) 1.8



1



- 0.8 In



3



-



(4-33)



Another approach has been put forward by Myrdal and Yalkowsky (1997), which the authors contend is superior for high boiling compounds. Using Eq. 4-2 1 to estimate AvapSi(Tb) and an additional empirical equation for quantification of AvapCpi (Tb):



K-' A , a p C p i ( T b ) ~ - ( 9 0 + 2 . 1 ~J-mol-' )



(4-34)



they propose the following equation for estimating vapor pressures of organic compounds: In p x /bar=-(21.2+0.3~+177HBN)



r,



+(10.8+0.25z).InT



(4-35)



As discussed in Section 4.3, the two parameters z and HBN, which describe the overall flexibility and the hydrogen-bonding capacity, respectively, of the molecules, can be easily derived from the structure of the compound.



Table 4.4 shows that these relatively simple approaches work quite well for compounds with boiling points not exceeding 300OC. Larger discrepancies to experimental values up to a factor of 10 have to be expected for very high boiling



80.1 195.9 218.0 341.0 403.0 121.4 69.0 287.0 184.0 205.3



TbPC



5.5 79.5 80.2 217.5 156.0 -22.4 -95.0 18.2 -6.3 -15.2



T,I"C



1.oo 1.oo 1.oo 1.01 1.oo 1.oo 1.10 1.30



1.oo 1.oo



KF



1.3 8.6 x 3.2 x 5.6 x 2.0 2.4 2.1 9.6 x 1.7 x 5.7 x



104 10' 10' lo-' 10-3 103 104 lo-' 10' loo



0 0 0 0 0 0 3 13 0 0



z 0 0 0 0 0 0 0 0 0.0035 0.0092



HBN



1.3 7.2 x 2.4 x 4.3 x 1.5 2.2 1.7 2.3 x 7.9 x 1.7 x



~~



10-3 103 104 lo-' 10' 10'



104 10' 10'



PI; P a



(Eq. 4-35)



(Eq. 4-33) PI; P a



1.3 6.9 x 3.0 x 1.0 x 1.3 x 2.5 2.0 1.9 x 1.3 x 1.5 x



104 10' 10" lo-'" lo-'" 103 104 lo-' lo2 10'



PI; P a



Experimental



Data from Appendix C, if not otherwise indicated. See Illustrative Example 4.1. Average value determined by gas chromatography and estimated from Eq. 4-35 using experimental AfusSi (Tm)values. Data from Hinckley et al. (1990).



a



Benzene 1,2,4,5Tetramethylbenzene Naphthalene Anthracene Pyrene Tetrachlorethene Hexane Hexadecane Aniline Benzylalcohol



Compound



Predicted



Predicted



Table 4.4 Comparison of Predicted and Experimental Vapor Pressures at 25°C for Selected (Subcooled) Liquid Organic Compounds"
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compounds. For such compounds, however, the experimental data are often not very accurate. Note again that any approach using solely boiling point data can predict only the (subcooled) liquid vapor pressure. Hence, for compounds that are solids at the temperature of interest, one has to estimate additionally the contribution of fusion; that is, we have to predict the solid-vapor boundary below the melting point (solid bold line below T, in Fig. 4.2).



Entropy of Fusion and the Vapor Pressure of Solids In a very similar way as discussed above for estimating piT_.from boiling point data, one can treat the vapor pressure curve below the meltingpoint. Again we use the Clausius-Clapeyron equation: (4-36) Since we are only interested in the ratio of p ; / piT_.at a given temperature (i.e., in the contribution of melting), we can subtract Eq. 4-7 from Eq. 4-36 to get:



(4-37) If, as a first approximation, we assume that AfU& is constant over the temperature range below the melting point, and if we substitute Eq. 4-16 into Eq. 4-37, we can integrate Eq. 4-37 from 1 ( pl:= PL at T,!) to pi*,/ PL and from T, to T, respectively. We then obtain for T I T,: (4-38) Hence, now we are left with the problem of estimating the entropy of fusion at the melting point. Unfortunately, Ah& (T,) (Table 4.5) is much more variable than Ava,,Si (Tb) (Table 4.2). This might be expected since AfusSl(T, ) is equal to SiL(Tm) - Sts(Tm)and both of these entropies can vary differently with compound structure. One reason is that molecular symmetry is an important determinant of the properties of a solid substance in contrast to a liquid, where the orientation of a molecule is not that important (Dannenfelser et al., 1993). Nevertheless, as demonstrated by Myrdal and YaIkowski (1997), a reasonable estimate of AfUJ (T,) can be obtained by the empirical relationship (Table 4.5):



Afu,Si(T,)z(56.5+9.2z-19.210go)



J.mol-' K-'



(4-39)



where z is the effective number of torsional bonds (see Box 4. l), and



cr is the rotational symmetry number that describes the indistinguishable orienta-



tions in which a compound may be positioned in space (Box 4.1).
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Table 4.5 Comparison of Experimental and Predicted (Eq. 4-39) Entropies of Fusion at the Normal Melting Point" Experimental



TIn ("C)



Compound Benzene n-Butylbenzene 1,LF-Dichlorobenzene Naphthalene Phenanthrene Fluoranthene Pyrene Decane Eicosane Benzoic acid 2,2',4,5,5 '-Pentachlorobiphenyl p,p'-DDT a



5.5 -88.0 52.7 80.2 101.0 107.8 151.2 -29.7 36.8 122.4 77.0 109.0



&Hi (Tm) (kJ.mol-')



AfusSi (Tm) (J- mol-' K-I)



10.0 11.2 17.2 18.6 18.1 18.9 17.1 28.8 69.9 18.1 18.8 27.4



35.7 60.5 52.8 52.7 48.6 49.6 40.3 118.3 225.6 45.8 53.6 71.6



Predicted (Eq. 4-39) AfusSi



0 2 0 0 0 0 0 7 17 0 0 1



12 2 4 4 2 2 4 2 2 2 1 1



(Tm)



35.8 69.1 45.0 45.0 50.7 50.7 45.0 115.1 207.1 50.7 56.5 65.7



Data from Hinckley et al. (1990) and Lide (1995)



Obviously, for compounds exhibiting no rotational symmetry axis, CT is equal to 1 (which is the case for many of the more complex environmental chemicals). For benzene, on the other hand, CT = 12 (there are six twofold rotational axes), while for 1,4-dichlorobenzeneo=4 (only two twofold rotational axes). Some examples of the application of Eq. 4-36 are given in Table 4.5. For a detailed discussion of the symmetry aspects (i.e., the derivation of 0)we refer to the articles by Dannenfelser et al. (1993) and Dannenfelser and Yalkowsky (1996). Finally, we should note that Eq. 4-39 does not work well for small spherical molecules or for polar compounds for which H-bonding has a significant impact on A,,S, (Tm). Hence, there is certainly room for improvement of this empirical relationship. Substitution of Eq. 4-39 into Eq. 4-38 then gives ( R = 8.3 1 J . mol-' K-'): InTP; = -(6.80



+ 1 . 1-2.3 ~ log 0)



(4-40)



PiL



which can be used to estimate p,; from the subcooled liquid vapor pressure p; ,and vice versa. Note that insertion of Eq. 4-40 into Eq. 4-14 yields an estimate of the free energy of fusion: A,,Gi = +(56.5 +9.2 z - 19.2 log 0)[T,



- TI



J . mol-'



(4-41)



an entity that will be important for estimating other properties of the subcooled liquid such as water solubility.
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Parameters Used to Estimate Entropies of Phase Change Processes



In phase change processes, the overall entropy changes, AI2Si, can be understood by considering the degrees of freedom lost when molecules in one condition (e.g., as a liquid) are packed into a less free, new condition (e.g., as a solid). Such transformations have been viewed as involving three contributions to the change in molecular freedom: (1) positional, (2) conformational, and (3) rotational (Yalkowsky, 1979; Dannenfelser and Yalkowsky, 1996): Ad”i



=



A125’i positional



+ A I J i conformational + A12Sirotational



For the process of condensation (i.e., opposite direction to vaporization), the positional freedom loss involves about -86 J.mol-’ K-’, while for the process of freezing (i.e., opposite direction to fusion), the positional freedom loss involves -50 to -60 J .mol-I K-I . When a substance is packed into a liquid from a gas or into a solid from a liquid, the molecules also have a reduced ability to assume the various conformations. This loss of freedom is reflected in A,,& confornational. Different conformations arise from the ability of structures to rotate around single bonds. For example, consider 1-bromo-2chloro-ethane. Viewing the two carbons and the chlorine substituent as co-existing in a plane, we recognize that the bromine atom can occur in the same plane opposite the chlorine atom, or above the plane or behind the plane: CI



Br



H



CI



H



H



:h..H CI



““t(..



H h . . H



H



H



H



This amounts to rotating around the single bond connecting the two carbons. Every bond capable of such rotations offers three distinguishable orientations. Hence, if we increased the chain length by one -CH, unit, there would be 3 x 3 = 9 distinguishable conformations. Note that three atoms in such a chain do not enable conformation variation increases as the number of bonds capable since three points always determine a single plane. Hence, A12Siconfomational of rotation minus two (equivalent to number of nonterminable sp3 atoms in chain; note hydrogens are not sp3 atoms). Atoms in chain that include doubly bonded moieties do not offer as much conformational variety. Consider methyl ethyl ketone; rotation around the bond between the carbonyl carbon and the C, allow two (not three) distinguishable conformers:



H3cJ$ H



CH3



q



C H



H



3



k



Hence, such atoms need to be discounted in their contribution to A12Siconfornational and this is done by applying a factor of 0.5 times the number of such sp2members of a chain. This discounting also applies to ring systems. Hence, we can estimate a parameter, z: z



= (number of



nonterminable sp3)+ 0.5 x (number of nonterminate sp2) + 0.5 x (ring systems) - 1



and the number of distinguishable conformers is approximately 3‘. Empirically the observed data for the entropy of is approximately R In (number of fusion at T, are best fit using 2.85‘. With this estimate, one finds A12Siconfornational
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distinguishable conformers) = R In ( 2 . W ) = 9.2 z (see Eq. 4-39). For the case of 1-bromo-2-chloro-ethane with z o f 1, R In (2.85’) = 9 J.mol-’ K-’. As chains get longer, the magnitude of this contribution grows quickly (see Table 4.5). Changes in rotational freedom and AI2Sirotational can be understood by considering the “symmetry” of a molecule. This entropy contribution may be quantified by a parameter, 0,quantifying the number of indistinguishable ways a given molecule can exist in space. The more indistinguishable orientations there are, the easier it is to convert the smaller). One may begin by molecules to a more packed phase (hence making the absolute value of AI2SjrOtational assessing whether a three dimensional view of a given molecule looks the same hom above and below (i.e., is there a plane of symmetry in the plane of paper on which a molecule can be drawn?) A molecule like vinyl chloride does not look the same ( o = l ) , while DDE does (0=2). Next, one may ask is there a way to rotate a molecule around an axis perpendicular to any plane of symmetry (e.g., perpendicular to the paper on which the molecule is drawn) and have orientations that look the same. In this sense, vinyl chloride and DDE have only one orientation that look the same, but I ,4-dichlorobenzene looks the same from above and below as well as if it is rotated 180” (0=2 x2) and benzene looks the same from above and below and every time it is rotated 60” (0=2x6). The product of these numbers of indistinguishable orientations yields the symmetry number, 0. The higher a molecule’s symmetry number, the less freedom change there is associated with packing or unpacking molecules. In the case of the is zero; and when a i s 12, the absolute entropy of fusion, A,2Si,t,ional = R In CT=19.2 log 0. When a i s 1, A12Sirotational value is about 20 J.mo1-’ K-’. Note that the sign depends on whether one considers unpacking (more freedom so A,Ji rotational has positive sign) or the packing (e.g., freezing or condensation) direction of phase change.



vinyl chloride (chloroethene)



DDE



benzene



1,4-dichlorobenzene



Questions and Problems Questions Q 4.1 Give at least five examples of environmentally relevant organic chemicals that are (a) solids, (b) liquids, and (c) gases at 25°C.



Q 4.2 Why are certain chemicals gases at ambient conditions?



Q 4.3 Propane (T, = -42.I0C, T, = 101.2”C) is a gas at 25°C. How can you “produce” liquid propane (give two options)?



Q 4.4 What is the difference between the normal and the standard boiling point?
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Q 4.5



Explain in words the terms subcooled liquid, superheated liquid, and supercritical fluid.



Q 4.6 Why is the excess free energy of a solid, Gf ,negative? How is Gf related to the free energy of fusion, Ah,Gj? How does GZ change with temperature? At which temperature is Gf equal to zero? Q 4.7



How are the (subcooled) liquid and solid vapor pressures of a given compound at a given temperature related to each other? Q 4.8



The two isomeric polycyclic aromatic hydrocarbons phenanthrene and anthracene are solids at 25°C. Although these compounds have almost the same boiling point (see below), their vapor pressures at 25°C differ by more than one order of magnitude (see Appendix C). Explain these findings. What differences would you expect for the subcooled liquid vapor pressures of the two compounds at 25"C?



phenanthrene T,=IOl.O"C Tb= 339.0"C



anthracene T, = 217.5 "C rb= 341.o oc



Q 4.9 Which thermodynamic function needs to be known for assessing the temperature dependence of the vapor pressure of a given compound? How can this function be derived from experimental data? What caution is advised when extrapolating vapor pressure data from one temperature to another temperature?



Problems P 4.1 A Solvent Spill You teach environmental organic chemistry and for a demonstration of partitioning processes of organic compounds you bring a glass bottle containing 10 L of the common solvent tetrachloroethene (perchloroethene, PCE) into your class room. Afier closing the door you stumble and drop the bottle. The bottle breaks and the solvent is spilled on the floor. Soon you can smell the solvent vapor in the air. (The odor threshold of PCE is between 8 and 30 mg .m-3). Answer the following questions: (a)



What is the maximum PCE concentration that you can expect in the air in the room ( T = 20"C)? How much of the solvent has evaporated if you assume that
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the air volume is 50 m3? (Neglect any adsorption of PCE on the walls and on the furniture). (b)



If the same accident happened in your sauna (volume 15 m3, T = 8OoC),what maximum PCE concentration would you and your friends be exposed to there?



In the CRC Handbook of Chemistry and Physics (Lide, 1995) you find the following vapor pressure data for PCE: T/"C p,aM a



50



25



8.27



2.42



100



75 22.9



54.2



All other necessary data can be found in Appendix C. ,CI



C,I



2=qcl



CI



tetrachloroethene



WE)



P 4.2 How Much Freon Is Lefi in the Old Pressure Bottle? In a dump site, you find an old 3-liter pressure bottle with a pressure gauge that indicates a pressure of 2.7 bar. The temperature is 10°C. From the label you can see that the bottle contains Freon 12 (i.e., dichlorodifluoromethane, CC12F2).You wonder how much Freon 12 is still left in bottle. Try to answer this question. In the CRC Handbook of Chemistry and Physics (Lide, 1995) you find the following data on CCl,F,: T/OC



-25



pz*/kPa



123



0



25



50



75



308



65 1



1216



2076



Using these data, estimate the free energy (ACondGi),the enthalpy (Acon&), and the entropy (Acon&) of condensation of Freon 12 at 25OC. Note that condensation is the opposite of vaporization (watch out for the signs of the three quantities).



F'



rF F



dichlorodifluoromethane (Freon 12)



P 4.3 WhatAre the Differences Between Freon 12 and Its Replacement HFGl34a? (From Roberts, 1995) Hydrofluorocarbon 134a (I, 1,1,2-tetrafluoroethane) is used as a replacement for Freon 12 (see Problem 4.2) for refrigeration applications. (Why is such a replacement necessary and what is the advantage of HFC-134a from an environmental
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protection point of view?) Some vapor pressure data for Freon 12 is given in Problem 4.2. The vapor pressure data of HFC-134a have been determined very carefully and are as follows: TI'C



-40.0



-30.0



p:lkPa



51.6



84.7



-20.0 132.9 F



I



-10.0 200.7



0



292.9



+10.0 414.8



H



I



F- C- C-F



I



F



I



H



1,I ,I ,2-tetrafluoroethane



(HFC-134a)



Determine the normal boiling points (in°C) of these compounds from the data provided. At what temperature (in'c) will they have an equal vapor pressure? Compare the (average) enthalpies (AVa#J and entropies (Ava&) of vaporization of the two compounds at the temperatures calculated under (b). Can you rationalize any differences you observe between the two compounds? Automobile air conditioners commonly operate at temperatures between 30 and 50°C. Are the vapor pressures of the two compounds significantly (i.e., greater than 10%) different in this temperature region?



P 4.4 A Public Toilet Problem Pure 1,4-dichlorobenzene(1,4-DCB) is still used as a disinfectant and airfreshener in some public toilets. As an employee of the health department of a large city you are asked to evaluate whether the 1,4-DCB present in the air in such toilets may pose a health problem to the toilet personnel who are exposed to this compound for several hours every day. In this context you are interested in the maximum possible 1,4-DCB concentration in the toilet air at 20°C. Calculate this concentration in g per m3 air assuming that (a)



You go to the library and get the vapor pressure data given below from an old edition of the CRC Handbook of Chemistry and Physics.



(b)



You have no time to look for vapor pressure data, but you know the boiling point (Tb= 174.0"C) and the melting point (T, = 53.1"C) of 1,4-DCB.



Compare the two results. What would be the maximum 1,4-DCB concentration in the air of a public toilet located in Death Valley (temperature 60"C)? Any comments? TIT pT/mm Hg



29.1s 1



44.4s 4



54.8



84.8



108.4



150.2



10



40



100



400
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1,Cdichlorobenzene (1,CDCB)



P 4.5 True or False? Somebody bets you that at 60"C, the vapor pressure of 1,2-dichlorobenzene (1,2DCB) is smaller than that of 1,4-dichlorobenzene (1,4-DCB), but that at 20"C, the opposite is true; that is, pr*(1,2-DCB, 20°C) > pr*(1,4-DCB, 20°C). Is this person right? If yes, at what temperature do both compounds exhibit the same vapor pressure? Try to answer these questions by using only the T, and Tbvalues given in Appendix C.



P 4.6 Estimating Vapor Pressure Data Since you live in a cold area, you are more interested in the vapor pressure of organic compounds at 0°C as compared to 25°C. Estimate the vapor pressures at 0°C from (i) the p,* values given in Appendix C for 25"C, and (ii) only using the T, and T, values (also given in Appendix C) for the following compounds:



(a) Methacrylate:



COOH H,C< CH,



(b) Dimethyl phthalate: 0



(c) 2,3,7,8-Tetrachlorodibenzo-p-dioxin:



CI



Compare and discuss the results.



P 4.7 Evaluating Experimental Vapor Pressure Data of the Mdely Used Pesticide Lindane Using the Knudsen effusion technique and highly purified samples of lindane [(y-HCH), one of the most widely used and most frequently detected organochlorine pesticides; see Willet et al. (1998)], Boehncke et al. (1 996) determined the vapor
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pressure of this compound in the temperature range between 20 and 50°C. For this temperature range they derived the following relationship (note that the melting point of lindane is 112.5"C; its boiling point is 323.4"C):



+ 34.53



In pi"/ P a = - 1754 T



Wania et al. (1994) used commercial lindane and a gas saturation method, and they obtained for the temperature range between -30" and +30"C: In pf /Pa = - 12816K +39.12 T Finally, Hinckley et al. (1990), using the gas chromatographic technique, reported: In p ; / Pa = --8478 T



+ 25.67



(3)



for the temperature range between 40 and 85°C. (a)



Calculate the vapor pressure and the enthalpy of sublimation of lindane at 25°C from each of these three equations, and compare the different values. Why does Eq. 3 yield such a different result as compared to Eqs. 1 and 2? Try to explain the differences between Eq. 1 and Eq. 2. Which equation would you recommend for estimating the vapor pressure of lindane in the ambient temperature range?



(b)



Estimate the free energy of fusion (AfnsGi)of lindane at 25"C, (i) from the data given above (Eqs. 1-3), and (ii) using only the normal melting point temperature. Any comments?



(c)



Estimate the vapor pressure of lindane at 25°C from its boiling and melting point temperatures given above. Use both equations given in Section 4.4 (Eqs. , Eq. 4-40 to get p,*,. Compare the results 4-33 and 4-35) to estimate P ; ~ and with the p ; values derived from the experimental data.



H



HCI



1,2,3,4,5,6-Hexachlorocyclohexane (y-HCH, Lindane)



Environmental Organic Chemistry, 2nd Edition. Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden Copyright 02003 John Wiley &L Sons, Inc.
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Organic Cosolvents (Advanced Topic) Illustrative Example 5.5: Estimating the Solubilities and Activity Coefficients of Organic Pollutants in Organic Solvent- Water Mixtures 5.5
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Introduction Whether an organic compound “likes” or “dislikes” being surrounded by liquid water, or alternatively whether water “likes” or “dislikes” to accommodate a given organic solute, is of utmost importance to the environmental behavior and impact of that compound. Due to its small size and hydrogen-bonding characteristics, water is a rather exceptional solvent. Indeed, environmentally relevant compounds have aqueous solubilities ranging over more than ten orders of magnitude - from completely soluble compounds (i.e., miscible) to levels of saturation that are so low that the concentration can be measured only with very sophisticated methods (Appendix C). In this chapter, we will discuss and try to visualize the molecular factors that cause this immense range of results associated with transferring an organic compound from a nonaqueous phase to an aqueous solution (or vice versa). We will start our discussion by considering a special case, that is, the situation in which the molecules of a pure compound (gas, liquid, or solid) are partitioned so that its concentration reflects equilibrium between the pure material and aqueous solution. In this case, we refer to the equilibrium concentration (or the saturation concentration) in the aqueous phase as the water solubility or the aqueous solubility of the compound. This concentration will be denoted as Cf:‘. This compound property, which has been determined experimentally for many compounds, tells us the maximum concentration of a given chemical that can be dissolved in pure water at a given temperature. In Section 5.2, we will discuss how the aqueous activity coefficient at saturation, yfit, is related to aqueous solubility. We will also examine when we can use yf$t as the activity coefficient of a compound in diluted aqueous solution, yi”, (which represents a more relevant situation in the environment). In the next step in Section 5.3, we will explore how chemical structures of the solutes govern their aqueous activity coefficients. This will be done by inspecting how the chemical structures of the solutes correspond to different enthalpic and entropic contributions to the excess free energy of putting those substances in aqueous solution. Using these insights we will extend the molecular interaction model that we introduced and applied in Chapter 4 to quantitatively describe activity coefficients in pure water. In Section 5.4, we will then deal with the effects of temperature and of certain dissolved water constituents that may be present in the environment (i.e., inorganic ions, organic cosolutes and cosolvents) on the solubilities and the aqueous activity coefficients of organic compounds. Finally, in Section 5.5 we will comment on experimental methods and on predictive tools used to estimate aqueous solubilities and aqueous activity coefficients of organic compounds.



Thermodynamic Considerations Solubilities and Aqueous Activity Coefficients of Organic Liquids Let us first imagine an experiment in which we bring a pure, water-immiscibleorganic liquid into contact with pure water at a given temperature and ask what will happen. Intuitively, we know that some organic molecules will leave the organic phase and
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dissolve into water, while some water molecules will enter the organic liquid. ARer some time, so many organic molecules will have entered the water that some will begin to return to the organic phase. When the fluxes of molecules into and out of the organic phase are balanced, the system has reached a state of equilibrium.At this point, the amount of organic molecules in the water is the water solubility of that liquid organic compound. Similarly, the amount of water molecules in the organic phase reflects the solubility of water in that organic liquid. To describe this process thermodynamically, at any instant in time during our experiment, we can express the chemical potentials of the organic compound i in each of the two phases (Chapter 3). For the compound in the organic liquidphase, we have:



where we use the subscript L to indicate the pure liquid organic phase, although it contains some water molecules. For the compound in the aqueous phase, the corresponding expression of its chemical potential is:



pi, = ,&+ RT In yiw . xi,



(5-2)



where we use the subscript w to refer to parameters of the compound i in the water. Note that both expressions relate chemical potential to the same reference potential, p;. Hence at any given time, the difference in chemical potentials of the “product” (solutes in aqueous solution) minus the “reactant” ( i in its pure liquid) molecules is given by: p,, - p , =~RT In ylw- xfw- RT In y l L . X,L (5-3) In the beginning of our experiment, plLis much larger than p,, (xlwis near zero). Therefore, a net flux of organic molecules from the organic phase (higher chemical potential) to the aqueous phase (lower chemical potential) occurs. This process continues and x,, increases until the chemical potentials (or the fugacities) become equal in both phases. At this point, equilibrium is reached and we may say: xwx,, = xLxlLand 4, = GL! Once at equilibrium, we obtain:



where now we use the superscript “sat” to indicate that we are dealing with a saturated aqueous solution of the compound. In Eq. 5-4 we also retain the product of the gas constant and system temperature, RT, to indicate that the ratio of concentrations in the two phases is related to a difference in free energies (i.e., each term, RTln is a free energy term for one mole of molecules in a particular state). For the majority of the compounds of interest to us, we can now make two important simplifying assumptions. First, in the organic liquid, the mole fraction of water is small compared with the mole fraction of the compound itself; that is, xlL remains nearly 1 (see Table 5.1).Also, we may assume that the compound shows ideal behavior in its water-saturated liquid phase; that is, we set xL= 1. With these assumptions, after some rearrangement, Eq. 5-4 simplifies to:
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Table 5.1 Mole Fraction of Some Common Organic Liquids Saturated with Water a Organic Liquid i



Organic Liquid i



XiL



n-Pentane n-Hexane n-Heptane n-Octane n-Decane n-Hexadecane



0.9995 0.9995 0.9993 0.9994 0.9994 0.9994



Trichloromethane Tetrachloromethane Trichloroethene Tetrachloroethene



0.9948 0.9993 0.9977 0.9993



Benzene Toluene 1,3-Dimethylbenzene 1,3,5-Trimethylbenzene n-Propylbenzene



0.9975 0.9976 0.9978 0.9978 0.9958



a



XiL



Chlorobenzene Nitrobenzene Aminobenzene



0.998 1 0.9860 0.9787



Diethylether Methoxybenzene Ethyl acetate Butyl acetate 2-Butanone 2-Hexanone



0.950 1 0.9924 0.8620 0.9000 0.6580 0.8600 0.8930



1-Butanol 1-Pentanol 1-Hexanol 1-0ctanol



0.4980 0 6580 0.7100 0.8060



2-pent anone



Data from a compilation presented by Demond and Lindner (1 993).



where G:sat is the excessfree energy of the compound in saturated aqueous solution (see Chapter 3). Now we can see a key result. The aqueous mole fraction solubility of an organic liquid is simply given by the inverse aqueous activity coefficient: 1 x;it = for liquids sat



Y iw



or in the more usual molar units (Eq. 3-43):



(5-6)



1 ciw= 7 for liquids v, .y,;t sat



where



vwis the molar volume of water (0.018 L/mol).



Obviously, we can also say that for a liquid compound, the aqueous activity coefficient at saturation is given by the inverse of its mole fraction solubility:



or:



sat



Yiw



=-



1



vw.c;;'



(5-7)
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Solubilities and Aqueous Activity Coefficients of Organic Solids When considering the solubility of a solid organic compound in water, conceptually we can imagine first converting it to the liquid state and then proceeding as above for a liquid compound. The free energy cost involved in the solid-to-liquid conversion is referred to as the free energy of fusion, A,,C, (Chapter 4).This entity can be derived from experimental vapor pressure data (Eq. 4-14): A,,Gi = RT In-P L P,:



(5-8)



It can also be estimated from the melting point of the compound (Eq. 4-41). Now, we can express the difference in chemical potential as:



By setting xiLand "/iL equal to 1, and by proceeding as above for liquids, we then obtain at equilibrium (p,, - pis= 0): xsat (s) = . e -A,,GiIRT for solids IW sat



Y iw



or in molar units: Ct;t (s) = -.



1



vw.y;;t



(5-10) e-A,G,IRT



for solids



Now it is clear that the solubilities of organic solids in water are dependent on both the incompatibility of the chemicals with the water and the ease with which the solids are converted to liquids. One may also see how the aqueous activity coefficient is related to solubility for organic substances that are solids:



or:



(5-1 1)



Recalling the concept of a subcooled liquid compound as one that has cooled below its freezing temperature without becoming solid (Chapter 4.2), we may evaluate the solubility of such a hypothetical liquid, C,?:' (L), from Eq. 5-11 as: (5-12) where the liquid compound solubility is related to the actual experimental solubility of the solid compound by:
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(5-13)



Solubilities and Aqueous Activity Coefficients of Organic Gases The aqueous solubility of a gaseous compound is commonly reported for 1 bar (or 1 atm = 1.013 bar) partial pressure of the pure compound. One of the few exceptions is the solubility of O2which is generally given for equilibrium with the gas at 0.21 bar, since this value is appropriate for the earth's atmosphere at sea level. As discussed in Chapter 3, the partial pressure of a compound in the gas phase (ideal gas) at equilibrium above a liquid solution is identical to the fbgacity of the compound in the solution (see Fig. 3.94. Therefore equating fbgacity expressions for a compound in both the gas phase and an equilibrated aqueous solution phase, we have: p.I = y I.W .x. IW . pl IL



(5-14)



Now we can see how to express the mole fraction solubility of a gaseous organic substance as a function of the partial pressure pi:



or in molar units:



(5-15)



It thus follows that the aqueous activity coefficient of a gaseous pure compound is related to the solubility by:



or:



(5-16)



Note that is not necessarily constant with varying p i . In fact, evaluation of the air-water equilibrium distribution ratio as a function ofp, is one of the methods that can be used to assess the concentration dependence of 'yi,of an organic compound, regardless whether the compound is a gas, liquid, or solid at the temperature considered (see below). If, for sparingly soluble gases, we assume that y: is independent of concentration (even at saturation, i.e., atp, = p k ,where the compound is also present as a liquid), then we can calculate the solubility of the superheated liquid compound, Cis,.t(L), from the actual solubility determined atpi (e.g., at 1 bar) by: (5-17) Some example calculations demonstrating how to derive xw and Gi", values from experimental solubility data are given in Illustrative Example 5.1.
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Deriving Liquid Aqueous Solubilities, Aqueous Activity Coefficients, and Excess Free Energies in Aqueous Solution from Experimental Solubility Data Problem



0 II



-



c, o .-/-., c'



ii



0



di-n-butyl phthalate



Calculate the CZ'(L), ty:: and G,E, of (a) di-n-butyl phthalate, (b) y-1,2,3,4,5,6hexachlorocyclohexane (y-HCH, lindane), and (c) chloroethene (vinyl chloride) at 25°C using the data provided in Appendix C. Answer (a)



Di-n-butylphthalate is a liquid at 25°C. Hence, C;it = C;it (L) = 3.4 x lF5mol.L-', and (Eq. 5-7): 1 y y ==. = 1.6 x lo6 IW- (0.018L.mol-')(3.4 x ~ O mo1.L-') - ~



GETsat 1w =RTln y;it = (8.314 J.mol-' K-') (298.1 K) (14.3) = 35.4 kJ.mol-'



Answer (b) H



C cl& HH



HCI



1,2,3,4,5,6-hexachlorocyclohexane



y-HCH is a solid at 25°C. To calculate the solubility of liquid y-HCH, estimate first the free energy of fusion from the normal melting point temperature (Eq. 4-41, see also Problem 4.7):



AfusGi E (56.5) [386 - 2981 E 5.0 kJ*mol-'



(WCW



Insertion of Cfit(L) into Eq. 5-12 yields: y;$t E 2.9 x lo', and G,"W= 31.2 kJ.mol-* H\



P



,c= c\



H CI Chloroethene (vinyl chloride)



Answer (c) Chloroethene (Vinylchloride)is a gas at 25°C. Calculate first the solubility of superheated liquid vinylchloride (Eq. 5- 17):



(



CLz'(L)=(4.4x10-2) - =1.6xlO-'mol.L-' 3.;5)



C:: (25°C) = 4.4 x lo-* mol.L-' pQ(25"C) = 3.55 bar



This yields



y,:' 2 3 . S x 1 0 2 , and G : = 14.5 kJ-mol-'
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Table 5.2 Comparison of Activity Coefficients and Corresponding Excess Free Energies of a Series of Organic Compounds in Dilute and Saturated Aqueous Solution at 25°C (recall that Gi", = RT In



xW)



Methanol Ethanol Acetone 1-Butanol Phenol Aniline 3-Methylphenol 1-Hexanol Trichloromethane Benzene Chlorobenzene Tetrachloroethene Naphthalene 1,2-Dichlorobenzene 1,3$Trimethylbenzene Phenanthrene Anthracene Hexachlorobenzene 2,4,4'-Trichlorobiphenyl 2,2' ,5 5'-Tetrachlorobiphenyl Benzo(a)pyrene



miscible miscible miscible 7.0 x 10' 6.3 x 10' 1.4 x lo2 2.5 x lo2 9.0 x lo2 7.9 x lo2 2.5 103 1.4 104 7.5 104 6.7 104 6.2 104 1.3 105 2.0 x lo6 2.5 x lo6 4.3 107 5.6 107 7.0 x lo8 3.2 x log



miscible miscible miscible 10.5 10.3 12.3 13.7 16.9 16.5 19.4 23.7 27.8 27.5 27.3 29.2 35.9 36.5 43.6 44.2 46.5 48.5



1.6 3.7 7 .O 5.0 x 10' 5.7 x 10' 1.3 x lo2 2.3 x 10' 8 . 0 lo2 ~ lo2 8.2~ 2.5 x lo3 1.3 104 5.0 x lo4 6 . 9 lo4 ~ 6.8 x lo4 1.2 105 1 . 7 lo6 ~ 2.7 x lo6 3 s X107 4.7x 107 7 s X107 2.7~ lo8



1.2 3.2 4 -8 9.7 10.0 12.1 13.5 16.5 16.6 19.4 23.5 26.8 27.6 27.6 29.0 35.5 36.7 43.0 43.8 44.9 48.1



Data from Appendix C using enthalpy and entropy of fusion values given by Hinckley et al. (1990), and Lide (1995). Data from Sherman et al. (1996), Staudinger and Roberts (1996), Mitchell and Jurs (1998). a



Concentration Dependence of the Aqueous Activity Coefficient From an environmental point of view, it is often of most interest to know the activity coefficient of an organic compound in dilute aqueous solution. This activity coefficient is commonly denoted as and is referred to as limiting activity coefficient or infinite dilution activity coefficient.



As we have shown above, activity coefficients can be deduced from the aqueous solubilities (together with vapor pressure or melting data, as necessary). In this case, the activity coefficient reflects the compatibility of the organic solute with water solutions that may have been significantly modified by the presence of the solute itself. It is important to know when such values of yG : t will be the same as the corresponding ylG values. Table 5.2 shows a comparison of YfGt values obtained from solubility measurements (Eqs. 5-6 and 5-10) with ylG values determined by various methods (that will be addressed in Section 5 . 5 ) for a series of compounds covering a very large range in activity coefficients.As is evident, even for compounds exhibiting
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a substantial aqueous solubility (e.g., 1-butanol, phenol), the differences between the activity coefficients in dilute solution and in saturated solution are not larger than about 30%. In fact, particularly for the more sparingly soluble compounds, the differences are well within the range of error of the experimental data. Hence, for compounds exhibiting activity coefficients larger than about 100 (which represents the majority of the chemicals of interest to us), we will assume that ‘/iw is independent of the concentration of the compound (and, therefore, we will typically omit any superscript). By making this assumption, we imply that the organic solutes do not “feel” each other in the aqueous solution even under saturation conditions. Or to put it more scientifically, we assume that the solvation of a given organic molecule by water molecules is not influenced by the other organic molecules present. But, as we will see in the following, this assumption is not always true!



Molecular Interpretation of the Excess Free Energy of Organic Compounds in Aqueous Solutions Enthalpic and Entropic Contributions to the Excess Free Energy Water is a very unique solvent that has two outstanding characteristics: (1) the small size of its molecules, and (2) the strong hydrogen bonding between these molecules. Hence, when we consider the molecular factors that govern the free energy of the transfer of an organic compound from its pure liquid into a pure aqueous phase, we have to be aware that it takes quite a number of water molecules to surround each organic molecule. Also, the water molecules adjacent to the organic solute are in a special situation with respect to forming hydrogen bonds as compared to the other bulk water molecules. gaseous



compd



solutibn



compd Figure 5.1 Enthalpies of the various phase transfers that can be used to derive the excess enthalpy, H:, of an organic compound in saturated and in dilute aqueous solution.



Before we deal with these molecular aspects in detail, it is instructive to inspect the enthalpic ( H E ) and entropic (-T. SE ) contributions to the excess free energies of various organic compounds in aqueous solution (Table 5.3). Values representative of saturated aqueous solutions of the compounds have been derived from measurements of the enthalpies of dissolution of the liquids (i.e., H,“w= AwLe.,Fig. 5.1) or solids ( H,“, = A,$&, Fig. 5.1). Data suited to dilute conditions have been obtained from enthalpies of air-water partitioning (i.e., H,“w= A,,,,Hi + A,,€€., Fig. 5.1). Since in both the saturated and dilute solution, the excess free energies are indistinguishable [data in Table 5.2 gives Gi“, (dilute) = 0.989 GZat (saturated) - 0.038, R2= 0.991, the entropy contributions have been calculated using one (average) G,E, value. Note that the experimental data reported in the literature show considerable scatter, particularly when comparing HE values determined for saturated conditions with those determined for dilute solutions. Therefore, the numbers given in Table 5.3 should be treated with some caution. Nevertheless, these data allow us to draw some important general conclusions. The first and most important feature that can be seen from the data (Table 5.3) is that the excess enthalpies of the smaller-sized compounds are close to zero (i.e., between -10 and +I0 kJ . mol-’). This is even true for apolar compounds such as tetrachloroethene or hexane. Hence in these cases, the intermolecular interactions that must be disrupted to remove a small organic molecule from its pure liquid (i.e., the enthalpy
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Table 5 3 Enthalpic ( H E ) and Entropic (SE) Contributions to the Excess Free Energy of a Series of Organic Compounds in Saturated ("Sat") and Dilute ("Dil") Aqueous Solution at 20 to 25°C. The Compounds are Ordered by Increasing Size Expressed by Their Molar Volume



GI



(kJ.mo1-')



81 89 90 90 90 91 97 102 102 103 104 104 106 106 108 109 116 123 130 132 139 139 158 164 167 171 171 223



17 19 8 22 10 12 23 27 19 13 18 12 23 11 18 13 29 26 28 32 29 29 23 40 43 36 37 48



Compound Trichloromethane Benzene 2-Butanone Trichloroethene Phenol Aniline Tetrachloromethane Tetrachloroethene Benzaldehyde 4-Methylphenol Diethylether Benzylalcohol Methylbenzene 2-Pentanone Diethylsulfide 1-Pentanol n-Pentane 1,4-Dimethylbenzene Naphthalene n-Hexane 1,3,5-Trimethylbenzene n-Propylbenzene 1-0ctanol n-Octane Hexachlorobenzene Phenanthrene Anthracene Benzo(a)pyrene



H:



Molar Volume'



-



T-SE



(kJ-mol-') SatblDil'jd



(kJ.mol-') SatDil



-213 214 -71-5 -412 118 2 -41-2 -513 4/10 211 1 -201- 14 -7 216 -7 -11-1 -8 -2 319 9/12 -0 8 2 -3 6 11/27 17/46 20143 2516 1



-1 91-20 -2 11-23 -151- 13 -261-20 -91-2 -10 -271-25 -321-24 -151-9 -1 11-2 -3 11-25 -19 -2 11- 17 -19 -1 91-1 9 -2 1 -3 1 -231-16 -1 91- 16 -32 -2 1 -27 -26 -34 -321-1 6 -1 9/+ 10! -17/+6! -23/+ 13!



' Calculated from density and molar mass. Data from Whitehouse (1984), Abraham et al. (1990), and Shiu et al. (1997). Data from Dewulf et al. (1995), Dohnal and Fenclovi! (1995), Staudinger and Roberts (1996), and Alaee et al. (1996). Enthalpies of vaporization from Hinckley et al. (1990), and Lide (1995). of vaporization) are more or less replaced by intermolecular interactions of equal strength in the water. Only for larger apolar and weakly monopolar compounds (e.g., PAHs, PCBs) are significantly more positive Hi", values found. Indeed, if we examine the Hi", values within single compound classes, we can see that this parameter becomes more positive as the sizes of the structures increase (e.g.,benzene, naphthalene, anthracene, benzo(a)pyrene).
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Thus, for small organic compounds (molar volumes < 150 cm3mol-’), it is the unfavorable entropy term that dominates the excess free energy of solution. Since these chemicals were historically studied first, this is probably the origin of the “sense” that entropic effects determine the “hydrophobicity” of organic compounds. However, since larger organic compounds have increasingly disfavorable enthalpic contributions, when we are interested in these substances both enthalpy and entropy must be considered. At this point it should be noted that for these compounds (e.g., hexachlorobenzene, phenanthrene, anthracene) the H,“wvalues derived for saturated and dilute conditions show considerable differences (Table 5.3). In all these cases the Hi”, values are significantly larger for dilute conditions. This difference in excess enthalpy is obviously compensated by an increase in excess entropy, since GE is more or less independent of concentration (see above). To date, however, there are not enough experimental data available to assess whether this is a real phenomenon, or whether these findings are due to experimental artifacts.



Molecular Picture of the Dissolution Process Let us now try to visualize the various molecular changes that determine the enthalpies and entropies of transfering an organic molecule from its pure liquid into water. As already pointed out, one of the key concerns in this process is how the water molecules surrounding the organic compound arrange themselves to optimize their own interactions from an energetic point of view. Since water is an “associated” liquid, meaning that its molecules are hydrogen-bonded so extensively that they act as “packets” of several H,O molecules tied together, one must also consider the organic solute’s influence on water molecules that are not in direct contact with the organic solute. In the classical model view, it is thought that the water molecules form an ice-like structure around the organic molecule (Frank and Evans, 1945; Shinoda, 1977). This results from the need of water molecules to maximize their hydrogen bonding. Since the apolar portions of organic solutes cannot participate in this type of intermolecular interaction, the water molecules lining the “solute cavity” were believed to orient so as to maximize their hydrogen bonding to the waters away from the solute. Such orientation would limit the directions these cavity-lining water molecules could face, thereby having the effect of “freezing” them in space. This freezing effect would give rise to an enthalpy gain and an entropy loss, which would be in accordance with the experimental solubility data. However, the results from numerous, more recent experimental and theoretical studies support an alternative picture (Blokzijl and Engberts, 1993; Meng and Kollman, 1996). In this scenario, the water surrounding a nonpolar solute maintains, but does not enhance, its H-bonding network. One can imagine that, at ambient temperatures, the packets of water molecules adjacent to an apolar organic molecule lose only a very small proportion of their total hydrogen bonds (i.e., the packet:packet interactions). By doing so, they are able to host an apolar solute of limited size without losing a significant number of their H-bonds (Blokzijl and Engberts, 1993). Hence; the introduction of a relatively small apolar or weakly polar organic solute that undergoes primarily vdW interactions should not provoke a significant loss in enthalpy due to the breaking of H-bonds among the water molecules. For such solutes it is, therefore, not surprising that the enthalpy that has to be spent to isolate the com-
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pounds from their pure liquid (i.e., the enthalpy of vaporization) is about equal to the enthalpy gained from the vdW interactions of the organic molecules with the water molecules in the aqueous solution. Examples of such compounds include benzene, tetrachloromethane, tetrachloroethene, methylbenzene (toluene), n-pentane, 1,4dimethylbenzene, and n-hexane (Table 5.3). The factors that determine the large unfavorable entropy terms for these compounds are somewhat more difficult to rationalize. First, there is a diminishing effect of the favorable entropy of dissolving (or mixing) a (large) organic compound in a solvent consisting of very small molecules, which is, of course, particularly true for water. This excess entropy term can be as big as -8 kJ.mol-’, depending on the size of the organic compound. Note that a difference of about 6 kJ.mol-’ (i.e., RT In 10) means a factor of 10 difference in the activity coefficient. However, as can be seen from Table 5.3, the actual negative entropy contributions found for the apolar compounds mentioned above are much larger (i.e., 20 - 30 kJ.mol-I). Hence, there must be other factors that contribute significantly to this large negative entropy. It is conceivable that the water molecules forming the hydration shell lose some of their freedom of motion as compared to the bulk water molecules when accommodating an (apolar) organic compound. Alternatively, the organic compound itself could experience such a loss of freedom when being transferred from its pure liquid into an environment that is more “rigid,” because it is now surrounded by many solvent molecules that are interconnected by hydrogen bonds. Moving from a liquid to a more solidlike environment (thus losing translational, rotational, and flexing freedom) could explain the quite substantial differences in excess entropy found between rigid aromatic (e.g., benzene, methylbenzene, naphthalene) and aliphatic compounds (e.g., pentane, hexane) of similar size (Table 5.3). Indeed, we have already noticed these differences when discussing entropies of fusion in Section 4.4 (Table 4.5) and the involved magnitudes are similar. Let us now examine what happens to the enthalpy and entropy of solution in water if we introduce a polar group on a small nonpolar organic structure. Generally, the presence of a monopolar or bipolar group leads to a decrease in the enthalpy term and an increase in the entropy term. For example, we can see such changes if we contrast data for 2-pentanone with that for pentane (Table 5.3). Both of these thermodynamic parameters imply that the polar moiety promotes the new compound’s solubility over the unsubstituted structure. Note that in the case of bipolar compounds (e.g., alcohols), the effect might not seem as dramatic as may be expected (e.g., compare pentane, 2-pentanone, and 1-pentanol in Table 5.3). But one has to keep in mind that for bipolar compounds (in contrast to the monopolar compounds), polar attractions in the pure organic liquid have to be overcome as part of the total energy of transferring the compound to water.



To rationalize the effect of polar groups on HE and SE, we can imagine that polar interactions with the water molecules around the solute cavity replace some of the hydrogen bonds between the water molecules. As indicated by the experimental data, this loss of water:water interaction enthalpy seems to be compensated by the enthalpy gained from the organic so1ute:water polar interactions. At this point it should also be mentioned that additional polarization effects could enhance the interaction between the organic solute and the water molecules in the hydration shell
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(Blokzijl and Engberts, 1993). To explain the entropy gain, we can imagine that a (partial) “loosening up” of the waters surrounding an organic solute will increase the freedom of motion of both the water molecules and the organic solute involved. So far, we have considered rather small-sized organic molecules. Larger molecules such as the PAHs or the PCBs exhibit large positive excess enthalpies (Table 5.3). Apparently, with increasing apolar solute size, water is not able to maintain a maximum of hydrogen bonds among the water molecules involved. Hence, for these types of compounds the excess enthalpy term may become dominant (Table 5.3). In summary, we can conclude that the excess free energy of an organic compound in aqueous solution, and thus its activity coefficient, depends especially on (1) the size and the shape of the molecule, and (2) its H-donor and/or H-acceptor properties.



Model for Description of the Aqueous Activity Coefficient Let us now extend our molecular descriptor model introduced in Chapter 4 (Eqs. 4-26 and 4-27) to the aqueous activity coefficient. We should point out it is not our principal but to develop further our undergoal to derive an optimized tool for prediction of stanlng of how certain structural features determine a compound’s partitioning behavior between aqueous and nonaqueous phases. Therefore, we will try to keep our model as simple as possible. For a more comprehensive treatment of this topic [i.e., of so-called linear solvation energy relationships (LSERs)] we refer to the literature ( e g , Kamlet et al., 1983; Abraham et al., 1990; Abraham, 1993; Abraham et al., 1994a and b; Sherman et al., 1996).



x,,,,



First, we consider how a compound’s size may influence its activity coefficient, which is related to its liquid aqueous solubilities (Section 5.2). Generally, within any one compound class, we have already seen that the excess free energy of solution in water becomes more positive as we consider larger and larger members of each compound class. In each case, we are increasing the size of the molecules in the compound class by adding apolar portions to the overall structure (e.g., -CH,- groups). Consequently, the integral interactions with the solvent water molecules become increasingly unfavorable. In light of such empirical trends, and as is illustrated by Fig. 5.2, we should not be surprised to see that relationships of the following forms can be found for individual compound classes: lny,,,,= a.(size,)+b or:



In C,:‘ (L) = - c .(size,)+ d



(5-18)



The size parameter in such correlations can come from molecular weights, molar volumes, or other related parameters. One such parameter is the estimate of compound size based on the incremental contributions of the atoms involved. Such an approach is the basis for methods like those of McGowan (see Box 5.1 below). Having means to estimate relative solute sizes, we recognize that we can now estimate a new compound’s aqueous activity coefficient andor liquid solubility from
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Figure 5.2 Aqueous solubility of the (subcooled) liquid compound at 25°C as a function of the estimated molar volume (V,,, see Box 5.1) of the molecule for various compound classes. The linear regression equations and correlation coefficients (R2) for the various sets of compounds are given in Table 5.4. Note that for practical reasons, decadic instead of natural logarithms are used. (a) n-alkanes (c4-c16), highly branched alkanes (Cj-C9), 1-3-methyl-3-alkanols (C6Cs); (b) chlorobenzenes (Cl,-C16), polycyclic aromatic hydrocarbons (benzene-benzo(a)pyrene); (c) polyhaIogenated methanes, ethanes, and ethenes. Data from Appendix C and from data compilations reported by Ruelle and Kesselring (1997a and b).
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Table 5.4 Linear Relationships Between log Cgt(L) and Vi,a for the Various Sets of Compounds Shown in Fig. 5.2 (all data for 25°C).



Set of Compounds



nc



n- Alkanes Branched alkanes Primary alkanols Secondary alkanols Tertiary alkanols Chlorinated benzenes Polycyclic aromatic hydrocarbons Polyhalogenated C1-and C2-compounds



8 7 10 5 6 13 13 27



C



0.0442 0.0349 0.0416 0.0435 0.0438 0.0556 0.0399 0.0404



d



R2



0.34 -0.38 3.01 3.52 4.01 2.27 1.90 1.85



0.99 0.97 0.99 0.99 0.99 0.99 0.99 0.86



Molar volume in cm3.mol-' estimated by the method discussed in Box. 5.1. Eq. 5-18; note that decadic instead of natural logarithms are used. Number of compounds.



knowledge of the liquid solubilities of other chemicals in its compound class (see examples given in Table 5.4). While the relations of chemical size and solubility are gratifying to recognize, we still notice that each compound class exhibits its own behavior (Fig. 5.2). Hence, we may wonder if there is any means to account for variations firom compound class to compound class. Based on our visualizations of organic solute intermolecular interactions, it is not surprising to learn that parameters that quantify the importance of interactions like hydrogen bonding can be used to adjust for differences between compound classes. Thinking in analogy to our discussions of the influence of molecular structure on vapor pressures (Eqs. 4-24 to 4-27), we can try to express lnxwby a series of terms describing the various molecular interactions and freedoms of motions when transferring a compound from its pure liquid to water. Unlike the cases discussed in Chapter 4, where one of the phases was the gas phase, now we need to account for both the molecular interactions between the compound and the water and the interactions in the pure liquid. This latter group of interactions, however, can simply be characterizedby using the vapor pressure of the compound as a quantitativemeasure of the intermolecular interactions in the pure liquid. Our problem then reduces to describing the transfer of an organic compound from the gas phase to water: In xw= - In p,;



+ terms describing the gas-water transfer



(5- 19)



It is easy to see that for describing the solvation of an organic solute in water we need to account not only for the size of the molecule (or of the cavity that needs to be formed), but also for the vdW and hydrogen-bonding interactions of the solute with the water molecules. By assuming that the average vdW, H-donor, and H-acceptor properties of the water forming the hydration shell do not vary much with the type of organic solute that they surround, we can include these properties in a correlation equation with appropriate scaling coefficients:
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(5-20)



vdW (dispersive) H-donor H-acceptor size Note that our rnultiparameterLFER Eq. 5-20 includes two terms that contain a volume term (a quantitative measure of the volume of one mole molecules) as a size parameter of the compound ((‘vdW,” “size”-terms). This V , value can be the molar volume, (derived from the molar mass and the density of the compound, see Chapters 3 and 4), or it can be an estimated entity (see Box 5.1). Therefore, we denote this term as yi and We will, however, use the term “molar volume” even if we refer to estimated V, not values.



y,



q.



A question that one might ask is whether it is necessary to include two volume terms in Eq. 5-20, because one could imagine that these two terms are strongly correlated



Box 5.1 Estimating Molar Volumes from Structure A very common way of expressing the bulk size of the molecules of a given compound (or more precisely of 1 mole of the compound) is to use the “molar volume,” V,, of the compound. As we have already discussed in Chapters 3 and 4, we can derive V , from the molar mass and from the liquid density (i.e., V , = 7 = M,/ pILa given temperature. This way of defining V , has, however, certain disadvantages when we want to express the bulk size of a given compound molecule in equations such as Eq. 5-20. First, because p,Lis a bulk property, for polar compounds (e.g., alcohols) that have a network-like hydrogen-bond structure, the calculated V , value represents a molar volume that reflects not only the intrinsic nzoleczrlar volume but also the bulk structure. Second, adjustments have to be made when dealing with compounds that are solids. Therefore, various methods for estimating V, values from the structure of the compound have been developed (for an oveiview see Chapter 18 and Yalkowski and Banerjee, 1992; Mackay et al., 1992-1 997). Although each of these methods yields different absolute V , values, the various data sets correlate reasonably well with each other (Mackay et al., 1992-1997). A simple method that seems to work almost as well as the more sophisticated approaches has been proposed by McGowan and coworkers (McGowan and Mellors, 1986; Abraham and McGowan, 1987). In this method, each element is assigned a characteristic atomic volume (see table below) and the total volume, which is denoted as V,,, is calculated by just summing up all atomic volumes and by subtracting 6.56 mi3mol-’ for each bond, no matter whether single, double, or triple. Thus, V,, for benzene is calculated as V,, = (6) (16.35) + (6) (8.71) - (12) (6.56) = 71.6 cm3mol-’, an example that illustrates how trivial the calculation is. Of course, by this method, identical V,, values will be obtained for structural isomers, which is, however, a reasonable first approximation for many applications. Note again that for each bond between two atoms, 6.56 cm3 mol-’ is to be subtracted. Some example calculations are included in some of the illustrative examples. Characteristic Atomic Volumes in cm3 mol-’ (From Abraham and McGowan, 1987) C



16.35



H



8.71
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12.43



N



14.39
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I



34.53



S



22.91



Si



26.83



P



24.87



F
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to each other. In fact, when applying Eq. 5-20 to nonpolar organic solvents (see Chapter 6), it is sufficient to use only the vdW term (which decreases l/iw because s is negative; see below). We can, however, easily see that in the special case of water as a solvent, we need to include an additional size term in order to address the large entropy costs when inserting an organic solute into the bulk water. Figure 5 . 3 ~ shows that with this equation, the aqueous activity coefficients of over 250 compounds covering a wide variety of compound classes can be collapsed onto one line reasonably well. This result is accomplished without considering the dipolarity/polarizability characteristics that one can expect to play a role in a polar solvent such as water. Consequently, it can be expected that the still-large scatter observed in the data shown in Fig. 5 . 3 can ~ be further reduced, if one adds another parameter that takes into account these aspects. One widely used additional parameter (in addition to aiand pi)that is thought to express the dipolarity/polarizability of an organic compound is a parameter commonly values have been derived that may be somedenoted as n,.Note that several sets of n,. what different in absolute numbers ( e g , q values reported by Li et al., 1993). Table 5.5 summarizes nivalues for some representative compounds. Inspection of Table 5.5 shows that q ranges between 0 for the apolar alkanes up to almost 2 for aromatic compounds exhibiting several polar groups ( e g , 4-nitrophenol). For more details, particularly with respect to the derivation of this not-so-easy-to-interpret parameter, we refer to the literature ( e g , Abraham et al., 1991 and 1994a, and references cited therein). Inclusion of niinto Eq. 5-20 then yields:



vdW (dispersive) dipolarity/ H-donor polarizability



+b@J + vVi + constant H-acceptor size As is illustrated by Fig. 5.3b, with this extended equation, the fit of the experimental data can be improved significantly. The best fit equation obtained from the experimental data set is:



-11.1(~,)+0.0472V;, +9.49 Note that for the derivation of Eq. 5-22 we have adopted a very simple characteristic atomic volume contribution method estimating (see Box 5 . l), which we denote as Vix.Since the various methods commonly used to assess “molar volumes” yield quite different absolute values (see e.g., Mackay et al., 1992-1997), V,, values in cm3mol-’ calculated by this method should be used when applying Eq. 5-22. Hence, if, in addition to vi,, p g , nDi,pi,a,, and biare known or can be estimated for a given
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Figure 5.3 Plot of experimental versus fitted In%, values for 266 compounds covering a wide variety of compound classes. (a) Fit without using the polarizability parameter n, (Eq. 5-20). (b) Fit including n, (Eq. 5-21). The fitting parameters for case (b)are given in Eq. 5-22.
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compound (e.g., Platts et al., 2000), its activity coefficient and therefore also its liquid aqueous solubility (Eqs. 5-7 and 5-12) can be predicted from Eq. 5-22 within a factor of 2 to 3. It should be noted that when replacing the London dispersive interactions term by other properties such as, for example, the air-hexadecane partition constant, by expressing the surface area in a more sophisticated way, and/or by including additional terms, the predictive capability could still be somewhat improved. From our earlier discussions, we should recall that we do not yet exactly understand all the molecular factors that govern the solvation of organic compounds in water, particularly with respect to the entropic contributions. It is important to realize that for many of the various molecular descriptors that are presently used in the literature to model E~ or related properties (see Section 5.5), it is not known exactly how they contribute to the excess free energy of the compound in aqueous solution. Therefore, when also considering that some of the descriptors used are correlated to each other (a fact that
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Some Representative niValues



Compound or Group of Compounds



n,



Compound or Group of Compounds



rci a



Alkanes Cycloalkanes 1 -Alkenes 1-Alkines Aliphatic ethers (ROR') Aliphatic aldehydes (RCHO) Aliphatic ketones (RCOR') Aliphatic carboxylic acid esters (RCOOR') Aliphatic amines (RNH,) Primary aliphatic alcohols (R-CH,OH) Secondary aliphatic alcohols (RR'CHOH) Aliphatic carboxylic acids (RCOOH) Trichloromethane Tetrachloromethane 1,1,2,2-Tetrachloroethane Tetrachloroethene Tribromomethane Benzene Toluene 1,2-Dimethylbenzene 1,4-Dimethylbenzene



0 .oo 0.10 0.08 0.23 0.25 0.65 0.68 0.55-0.60 0.35 0.42 0.36 0.63 0.49 0.38 0.76 0.42 0.68 0.52 0.52 0.56 0.52



1,2,3-Trimethylbenzene 1,3,5-Trimethylbenzene Naphthalene Acenaphthene Chlorobenzene 1,2-Dichlorobenzene 1,4-Dichlorobenzene 1,2,3-Trichlorobenzene 1,3,5-Trichlorobenzene 1,2,3,4-Tetrachlorobenzene 1,2,4,5-Tetrachlorobenzene B enzaldehyde Benzonitrile Nitrobenzene Phenol Alkylphenol 2-Chlorophenol 4-Chlorophenol 2-Nitrophenol 4-Nitrophenol



0.61 0.52 0.92 1.04 0.65 0.76 0.75 0.86 0.73 0.92 0.86 1.oo 1.11 1.11 0.89 0 30-0.90 0.88 1.08 1.05 1.72



Data from Abraham et al. (199421).



is often not recognized in the literature!), our policy should be to use as few and as clearly defined parameters as possible. There is certainly still room for further improvements in this area of research. Nevertheless, as is demonstrated by the examples discussed in Illustrative Example 5.2, Eq. 5-22 is very useful to assess which molecular factors primarily determine the aqueous activity coefficient (or the excess free energy in water) of a given compound. A very important conclusion that we can draw from our effort to use insights on intermolecular interactions to develop a means to estimate '/iw is that this important compound property is very sensitive to changes in the structure of a compound. Hence, as we will also notice in the following chapters, in any simple structure-property or property-property relationship involving '/i=,(or Cf;,' (L)), we have to be careful to confine a given equation to a set of compounds for which structural differences either are not reflected, or are proportionally reflected in the type of molecular descriptors used in Ey. 5-22. Otherwise, we are in danger of mixing apples with oranges (and grapes!). For example, as already addressed above, it is common practice to try to correlate the aqueous activity coefficient (or the liquid aqueous solubility as in Fig. 5.2) with the size (molar volume, total surface area) of the organic molecule. As is illustrated by Fig. 5.2, good correlations can be expected only
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for sets of compounds that fulfill the above-mentioned criteria. Fig. 5.2a shows, for example, that even sets of quite closely related compounds such as n-alkanes and highly branched alkanes, or primary, secondary, and tertiary aliphatic alcohols, exhibit different linear relationships between liquid aqueous solubility and molar volume. In the case of the apolar alkanes (i.e., n,= a, = p, = 0), the differences must be due to the different shapes of the n-alkanes as compared to the highly branched ones. In the case of the aliphatic alcohols, the differences between the three sets of compounds can be found primarily in the polar interaction terms of the alcohol moieties. Within each series, however, very good correlations are obtained. Two other examples where quite satisfying correlations are obtained, are shown in Fig. 5.2b. The rather good correlation found for the apolar, rigid chlorinated benzenes (i,e., a, = p, = 0) does not come as a surprise, because these compounds exhibit also very similar 7c, values (Table 5.5). In the case of the PAHs, however, the correlation does hold only because the polar parameters (i.e., n,and p, ) increase both with increasing size. Finally, Fig. 5 . 2 shows ~ a group of compounds, the polyhalogenated C,- and C,-compounds, for which, intuitively, we might have expected a much better result. A closer inspection of the polar parameters of the various compounds shows, however, that the rather large scatter could have been anticipated. For example, the q,a, and p, values of the similarly sized 1,1,2,2-tetrachloroethane and tetrachloroethene differ substantially (0.76, 0.16, 0.12 versus 0.42, 0.0, 0.0, respectively), which is reflected in the 20-times-higher liquid aqueous solubility of 1,1,2,2-tetrachloroethane as compared to tetrachloroethene. This example should remind us again that such simple one-parameter correlations work, in general, only for limited sets of “structurally closely related” compounds for which they may, however, be very powerful predictive tools. Obviously, as shown by the examples in Fig. 5.2, it may not always be clear whether two compounds are structurally closely related with respect to the factors that govern their aqueous activity coefficients. In such cases inspection of the type of parameters used in Eq. 5-22 may be very helpful for selecting appropriate reference compounds.



Illustrative Example 5.2



Evaluating the Factors that Govern the Aqueous Activity Coefficient of a Given Compound Problem



n-octane (Oct)



p,; = 1826 Pa V,, = 123 6 cm3 mol-’ n D l = 1.397



rc,



= a, =



=0



Calculate the activity coefficients as well as the excess free energies of n-octane (Oct), 1-methylnaphthalene (1-MeNa), and 4-t-butylphenol (4-BuPh) in aqueous solution at 25°C using Eq. 5-22. Compare and discuss the contributions of the various terms in Eq. 5-22.



Answer Get the p t values from the data given in Appendix C. Note that 4-BuPh (T, = 99°C) is a solid at 25°C (use Eq. 4-40 to estimate p t from &). Calculate V,, using the method described in Box 5.1. Get the nD,values of the compounds from Lide (1995). Use the a,, and p,, and n,values given in Tables 4.3 and 5.5. The resulting data sets for the three compounds are given in the margin. Recall that G,E,=RT In xW. Insertion of the respective values into Eq. 5-22 yields the following result:
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~~~~



Oct



1-MeNa



4-BuPh



~~



1-methyl-naphthalene (1-MeNa)



p,; = 8.33 Pa



Vi, = 122.6 cm3 mol-' nDi = 1.617 n; = 0.90 aj = o pi = 0.20



H3C- C



4-f-butyl-phenol



p,; = 6.75 Pa



vi,= 133.9 cm3 moIP



ngi = 1.517 ~j



~0.89 0.56



~ l i~



pi



~0.39



-In P,; - VdW" - 5.78 Z, - 8.77 a, 11.12p, + 0.0472 V,,



-



+4 .00 -3.42 0 0



(+9.9)



(-8.5)



0



+ constant



+5.83 +9.49



(+14.4) (+23.5)



In (GE) exp. value



15.9 16.0



(39.3)



xw



a



dispersive vdW = 0.572



[



( V x) ' I 3



+9.40 -4.94 -5.20 0 -2.22 +5.7 +9.49



(+23.3) (-12.2) (-12.9)



12.2 12.5



(30.5)



(:3]



(-5.5) (+14.3) (+23.5)



+9.61 -4.53 -5.14 4.91 -4.33 +6.32 +9.49



(+23.8) (-11.2) (-12.7) (-12.2) (-10.7) (+15.7) (+23.5)



6.51 7.15



(16.2)



-



First, you note that, although the three compounds are of comparable size, there are significant differences in their y',i (i.e., Gg) values. As is evident, the lack of any polar interactions with the water molecules is the major cause for the large hydrophobicity of Oct, although this compound exhibits the highest vapor pressure (which facilitates the transfer of Oct from the pure liquid into another phase as compared to the other two compounds). Comparison of 1-MeNa with Oct reveals that the lower activity coefficients (i.e., the higher liquid water solubilities) of aromatic compounds as compared to aliphatic compounds of similar size are primarily due to the relatively large polarizability term (q)of aromatic structures. Finally, from comparing 4-BuPh with 1-MeNa it can be seen that H-bond interactions (ai,piterms) may decrease l/iw by several orders of magnitude (note that for these two compounds, all other terms contribute similarly to the overall 'yiw).



Effect of Temperature and Solution Composition on Aqueous Solubility and Activity Coefficient So far, we have focused on how differences in molecular structure affect the solubilities and activity coefficients of organic compounds in pure water at 25°C. The next step is to evaluate the influence of some important environmental factors on these properties. In the following we consider three such factors: temperature, ionic strength (i.e., dissolved salts), and organic cosolutes. The influence of pH of the aqueous solution, which is most important for acids and bases, will be discussed in Chapter 8.



Effect of Temperature and Solution Composition



Figure 5.4 Effect of temperature on the mole fraction solubility in water of some halogenated hydrocarbons. yHCH is y-l,2,3,4,5,6-hexachlorocyclohexane (lindane; for structure see Illustrative Example 5.1). Data from Horvath (1982).
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Let us consider the temperature dependence of the mole fraction solubility of organic liquids. Since x$/xIL= x z (xiL= 1) represents the partitioning constant between the aqueous phase and the pure liquid, for a narrow temperature range, its temperature dependence is given by (Section 3.4): HE 1 lnxgl(L) =--+-+constant R T



(5-23)



When expressing aqueous solubility in molar units we may write Eq. 5-23 as: In C$(L) =



-=.+ R



T



constant'



(5-24)



Now constant' = constant -log Vw and we assume a temperature-independent molar volume ( of the aqueous solution (see Section 3.4).



c)



For the majority of the (subcooled) liquid compounds, the excess enthalpy, HE, is quite small and may even be negative at 25OC (Table 5.3). Thus, for a temperature range between 0 and 8OoC,the change in the liquid solubility with increasing temperature is therefore rather small (Fig. 5.4). For some compounds like CH,Br(L), CHCl,-CH,Cl, and CC14, a solubility minimum is found at ambient temperatures. This occurs because, at low temperatures, HE is negative and, in general, H& becomes more positive with increasing temperature [in contrast to &,Hi, which decreases with increasing temperature (see Chapter 4)]. This observation can be explained by the fact that at elevated temperatures, some of the hydrogen bonds among the water molecules forming the hydration shell are broken, which leads to a more positive excess enthalpy. Thus, when applying Eqs. 5-23 or 5-24, we know that HE
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is not constant over the whole ambient temperature range and we can see some curvature in the plots of log':x; versus l/T(Fig. 5.4).This is, however, not too much of a problem since the temperature effect is small anyway. For most com-pounds (L) (or C;i'(L)) will vary less than a factor of 2 between 0 and 3OOC. Only for the larger, rigid, apolar compounds such as PAHs, PCBs, and polychlorinated dibenzodioxines (PCDDs), is the effect of temperature on the liquid aqueous solubility significant [see Illustrative Example 5.3, case (b)]. When we are interested in the actual solubilities of solids or gases, however, the effect of temperature becomes much more important (e.g., CH,Br(g) and y-HCH(s) in Fig. 5.4). Now we must consider the total enthalpy change when transferring a molecule from the solid or gas phase, respectively, to water. This total enthalpy change includes the sum of the enthalpy of the phase change (i.e., conversion of a solid into a subcooled liquid or a gas into a superheated liquid at the temperature of interest) and the excess enthalpy of solution. Hence, for solids the temperature dependence of solubility over a narrow temperature range is given by: In Cg?(s) = and for gases: In ~i',",, (g>= -



Ah,H,+HiE, 1 .- +constant R T



(5-25)



-A,,,H,-tH~ I .-+ constant R T



(5-26)



Note that, in general, the resulting enthalpy change will be positive in the case of solids (due to the large positive Ah,Hi) and negative (dominating positive A,,,H,) in the case of gases. Consequently, the solubility of solids increases with increasing temperature, since the "cost" of melting decreases with increasing temperature (and becomes zero at the melting point). Conversely, the difficulty in condensing gaseous organic compounds increases with increasing temperature; thus, heating an aqueous solution tends to diminish solubilities of (organic) gases through this term. Some applications of Eqs. 5-23 to 5-26 are given in the Illustrative Example 5.3,



Illustrative Example 5.3



Evaluating the Effect of Temperature on Aqueous Solubilities and Aqueous Activity Coefficients Problem Estimate the solubilities, C;$t, the activity coefficients, y::t, and the excess enthalpies, H Z , in water of (a) trichloromethane at 5"C, (b) dibenzofhran at 10°C, and (c) chloroethene (vinyl chloride) at 40°C.



CI



I



H- C- CI I CI



trichoromethane (chloroform)



T, = -63°C



Answer (a) Since trichloromethane is a liquid at ambient temperatures, the magnitude of change in its solubility with solution temperature is dictated by its excess enthalpy, Hi", (Eq. 5-23). Generally, for low-molecular-weight compounds, you can expect that HE will not be too different from zero (+ 10 kJ.mol-'; see Table 5.3). Hence, at 5°C both
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C g andyg should not differ too much from the corresponding values at 25°C. In fact, inspection of the experimental data reported by Horvath (1982) shows that between 0 and 30°C the mole fraction solubility of trichloromethanedecreases, but only about 20% (see margin). Since H g increases with increasing temperature, use only the two x: values given at 0 and 10°C to estimate xEt at 5°C (Eq. 5-23):



Data from Horvath (1 982).



Note again that the excess enthalpy of solution of trichloromethane between 0 and 10°C is slightly negative, i.e., HE = 4799 K) (8.31) = - 6.6 kJ*mol-'. Insertion of T= 278.2 K into Eq. 1 yields xE(5"C) = 0.001436 or, in molar concentrations (Eq. 3-43): CE(5"C) =



xg



/



= (0.001436) /



(0.018) = 8 . 0 l0-Z ~ mo1.L-I



The aqueous activity coefficient is given by 1 / x b (trichloromethane is a liquid; see Eq. 5.6): yf$t(5"C)= 1 / (0.001436) = 7.0 x 10'



dibenzofuran



Mi= 168.2 g .mol-' T, = 87°C



Answer (b) Dibenzofwan is a solid at ambient temperatures. Hence, the enthalpy of solution ( L S H i is ) given by the sum of the enthalpy of fusion (AhsHi)and the excess enthalpy in aqueous solution ( H E ) (Fig. 5.1 and Eq. 5-25). In a paper by Shiu et al. (1997) you find aqueous solubility data expressed in g.m-3 for dibenzofuran at various temperatures (see margin). For simplicity, assume that is temperature independent.



Calculate 1/T in K-' and log Cg : 5 15 25 35



45 a



1.92



3.04 4.75



7.56 1 1.7



Data from Shiu et al. (1997).



1 I T (K-I)



0.003597



0.003472



0.003356



0.003247



0.003145



log C&? /(gem")



0.282



0.483



0.677



0.879



1.069



and perform a least square fit of log Cg versus 1 / T: log Ci, sat /(g.m-3)=-1742+6.536 T From the slope one obtains an average AJYi [= (1742) (2.303) (8.31)] value of 33.4 kJ.mol-'. Note that because we use decadic logarithms, the slope in Eq. 2 is equal to π(2.303) R. Hence, the aqueous solubility increases by about a factor of 1.6 per 10 degrees increase in temperature (Table 3.5). Insertion of T = 283.2 K into Eq. 2 yields: log Cg (10°C) = 0.385 or C g (10OC) = 2.43 g.m-3 or, in molar concentrations:
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CIZt(lO°C)=



(2.43 (168.2)



= 1 . 4 4 IO" ~ mo1.L-I



To get the activity coefficient, estimate first the aqueous solubility of subcooled liquid dibenzofbran at 283 K (Eq. 5-12). To the end, estimate AfusGiat 10°C from Tmusing Eq. 4-41 :



AfusGi(lO°C) = (56.5 + 0 - 19.2 log 2) (77)= 3.9 kJ.mol-* Insertion into Eq. 5- 13 yields



Cf$(L, 10°C) = (1.44 x



mol . L-'



(5.3) = 7.6 x



and thus (Eq. 5-12)



Yfit (10°C) = 1 / (7.6 x 10") (0.018) = 7.3 x 105 To estimate H E , assume a constant A h a i below the melting point:



Use Eq. 4-39 to estimate AmJi (T,):



A,,& (T,)



= (56.5 + 0 - 19.2 log 2) = 50.8



J-mol-' K-'



This yields



AfusHj = (50.8) (360) = 18.3 kJ.mol-'



and



HE



= A,$&



-AfUai



= 33.4 -



18.3 = 15.1 kJ.mol-'



Note that this H,", value represents an average value for the ambient temperature range. H\



/H



H



CI



,c= c\



chloroethene (vinyl chloride)



T,=-l3.4OC



T/("C) 0 25 50 a



xfGta



pilbar



0.00158 0.000798 0.000410



1.70 336 7.69



Data from Horvath (1982).



a



Answer (c) Chloroethene (vinyl chloride) is a gas at the temperature considered. Hence, the enthalpy of solution (AWaHi)is given by the sum of the enthalpy of condensation (AcondHi,which is equal to the negative enthalpy of vaporization) and the excess enthalpy in aqueous solution ( H z ) (Fig. 5.1 and Eq. 5-26). Horvath et al. (1982) gives the solubilities of chloroethene at O"C, 25"C, and 50°C and 1 bar partial pressure. Also given are the vapor pressures of the superheated liquid at these three temperatures. After conversion of "C to K, perform a least square fit of In x":, Inxi',ba'=+2375-15.134 T



versus 1 / T: (3)
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From the slope you obtain a AwaHi[= - (2375) (8.31)] value of -19.7 kJ-mol-', meaning that the solubility of chloroethene decreases by about a factor of 1.3 per 10 degrees increase in temperature (Table 3.5). Insertion of T = 313.2 K into Eq. 3 (40°C) = 0.000526 or in molar concentration (Eq. 3-43): yields



$im



Ci',b" (40°C) = 2.9 x I&2 mole L-'



To get the activity coefficient of chloroethene (Eq. 5-15) calculate its vapor pressure at 40°C using the least square fit of In p k versus 1 / T: In pLI bar = - 2662 + 10.283 (4) T Insertion of T = 3 13.2 K into Eq. 4 yields a p i value of 5.95 bar, which yields a yftt value of (Eq. 5-16): 1 lbar =3.2x1U2 ~f: (40°C) = (0.000526) 5.95 bar From the slope in Eq. 4 you can obtain AVa& [= (2662) (8.31)] = 22.1 kJ-mol-'. value of: Thus, one obtains an average Hi", Hi", =4yaHi+Avapi=-19.7+22.1 =+2.4kJ.mol-'



which means that the activity coefficient of chloroethene is more or less constant over the ambient temperature range.



Dissolved Inorganic Salts



When considering saline environments (e.g., seawater, salt lakes, subsurface brines), we have to consider the effects of dissolved inorganic salt(s) on aqueous solubilities and on activity coefficients of organic compounds. Although the number of studies that have been devoted to this topic is rather limited, a few important conclusions can be drawn. Qualitatively, it has been observed that the presence of the predominant inorganic ionic species found in natural waters (ie., Na', K', Mg2+,Ca2+,C1-, HCO; , SO$-) generally decrease the aqueous solubility (or increase the aqueous activity coefficient) of nonpolar or weakly polar organic compounds. Furthermore, it has been found that the magnitude of this effect, which is commonly referred to as salting-out, depends on the compound and on the type of ions present. Long ago, Setschenow (1889) established an empirical formula relating organic comto those in pure water ( Cf;'): pound solubilities in saline aqueous solutions ( Cf~tSalt)



or:



(5-27)
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Figure 5.5 Effect of salt concentrations on the aqueous solubility of benzene (McDevit and Long, 1952), and naphthalene (Gordon and Thorne, 1967a).
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where [salt],,, is the total molar salt concentration and K: is the Setschenow or salting constant (unit M-’). This salting constant relates the effectiveness of a particular salt or combination of salts to the change in solubility of a given compound i. For a particular salt (e.g., NaC1) or salt mixture (e.g., seawater; for composition see Table 5.6), Eq. 5-27 is valid over a wide range of salt concentrations (Fig. 5.5). Note that the “salting-out” effect increases exponentially with increasing salt concentration. Kf values for a given organic solute and salt composition can be determined experimentally by linear regression of experimental solubilities measured at various salt concentrations (ix., plots of log C‘:; versus [salt],,,). We should point out that at very high salt concentrations, the effect of the dissolved salts on the molar volume of the solution has to be taken into account. However, as a first approximation, in many cases (e.g., seawater) we may neglect the effect. Written in terms of activity coefficients, Eq. 5-27 is: +Kf Isaltltot (5-28) Ylw,salt = Y,,. l o Hence



increases exponentially with increasing salt concentration.



Note that if K: has been determined from solubility measurements, xw,sa,t is strictly valid only for saturated conditions. For dilute solutions l/rw,sa,t can be determined from measurements of air-water or organic solvent-water partition constants at different salt concentrations. From the few compounds for which has been determined by both solubility and air-water or solvent-water partitioning experiments, because of the large scatter in the data, it is not clear whether K f varies with organic solute concentration. It can, however, be concluded that, if there is an effect, it is not very large. Before we inspect Kf values of a variety of organic compounds for seawater (the most important natural saline environment), we first take a look at the salting-out efficiencies of various ion combinations. Since it is very difficult to quantify the contribution of individual ions, salting constants are available only for combined salts. Nevertheless, the data in Table 5.6 illustrate that smaller ions that form
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Table 5.6 Salt Composition of Seawater and Salting Constants for Benzene, Naphthalene, and 1-Naphthol at 25°C for Some Important Salts Salting constant a Mole fraction in seawater Salt NaCl MgC12 Na2S04 CaC12 KCl NaHCO, KBr CsBr (CH314NCJ (CHd4NBr



Weight (g .mol-')



58.5 95.3 142.O 110.0 74.5 84.O



xSalt Kls (benzene) KJs(naphthalene) K: (1-naphthol) (L -mol-') (L -mol-') (L .mol-*) 0.799 0.104 0.055 0.020 0.017 0.005



0.19 0.53 0.16



-0.15



0.22 0.30 0.72 0.32 0.19 0.32 0.13 0.01



0.21 0.33 0.35 0.18 0.13 -0.36 ~~



~~



a Data



from McDevit and Long (1952), Gordon and Thorne (1967a,b), Almeida et al. (1983), and Sanemasa et al, (1984). Gordon and Thorne (1967a,b).



hydration shells with more water molecules (e.g., Na+, Mg2+, Ca2+, Cl-) have a bigger effect than larger ions that tend to bind water molecules only very weakly (e.g., Cs+, N(CH3)i, Br-). In fact, larger organic ions such as tetramethyl-ammonium (N(CH3)i) can even have an opposite effect; that is, they promote solubility (or decrease the activity coefficient). Note that such salting-in effects can also be observed for very polar compounds that may strongly interact with certain ions (Almeida et al., 1984). In a simple way, we can rationalize the salting-out of nonpolar and weakly polar compounds by imagining that the dissolved ions compete (successfully) with the organic compound for solvent molecules. Many of the environmentally relevant ions bind water molecules quite tightly in aqueous solution, which can be seen even macroscopically in that the volume of the aqueous solution is reduced. As a consequence, the freedom of some water molecules to solvate an organic molecule is disrupted, and depending on the type of salt and/or compound present, may lead to a loss or gain in solubility (Leberman and Soper, 1995). Furthermore, the solvation of an organic compound, particularly when it is large and nonpolar, requires a large number of water molecules. Hence, we may intuitively anticipate that larger nonpolar organic compounds will exhibit higher K: values as compared to smaller and/or more polar compounds. Let us now inspect the K; values of some organic compounds in seawater. Using the data given in Table 5.6 we can make our own artificial seawater (at least with respect to the major ion composition) by dissolving an appropriate amount of the corresponding salts in water. The weight of 1 mole of "seawater salt" is given by (0.799) (58.5) + (0.104) (95.3) + (0.055) (142) + (0.02) (110) + (0.017) (74.5) + (0.005) (84) = 68.35 g. Hence, if we dissolve 34.17 g of seawater-salt in 1 L, we obtain a seawater with a
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salinity of 34.2%0,which corresponds to a total molar salt concentration ([salt],,, in Eq. 5-27) of 0.5 M. As has been demonstrated by various studies, the differences between Kf values determined in artificial and real seawater are usually only marginal. Furthermore, since seawater is dominated by one salt, that is, NaCl (Table 5.6), as a first approximation K,”values determined for sodium chloride can be used for naphthalene using the as a surrogate. Let us illustrate this by calculating KI:seawater data given in Table 5.6. If we assume that naphthalene does not specifically interact by summing up the with any of the inorganic ions present, we may estimate KISeawater contributions of the various salts present (Gordon and Thorne, 1967a,b): (5-29) where xk is the mole fraction and KI:saltk is the salting constant of salt k in the mixture. For naphthalene we then obtain (Table 5.6): KISseawater



=



(0.799) (0.22 M-l) + (0.104) (0.30 M-’) + (0.055) (0.72 M-’) + (0.02) (0.32 M-I) + (0.01) (0.19 M-’) + (0.005) (0.32 M-’) = 0.26 M-’



which compares very favorably with the experimental value for seawater (average value 0.27 M-I). The K,” value of naphthalene for NaCl is 0.22 M-I. Hence, the contribution of the other salts is only 0.04. With insertion of the two K,”values into Eq. 5-28 and assuming a [salt],,, = 0.5 M (typical seawater), we obtain yIw,slh/ ylw ratios of 1.66 for Kf = 0.22 and 1.84 for K,” = 0.265, respectively. In general, the instead of KItSeawater is only in the order of lo%, error introduced when using K,SNaCI which is often well within the experimental error of K,”measurements. Therefore, in the data set given in Table 5.7, some Kf values determined for NaCl have been included. Some more data can be found in the review by Xie et al. (1997). A few general comments on the data given in Table 5.7 are necessary. First, where



available, average K,”values taken from different studies are reported. The ranges indicated for these values show that in general, one has to expect rather large uncertainties (i.e., up to ? 20%) in the reported Kf values. Furthermore, it should also be noted that Table 5.7 contains values determined from solubility as well as from partitioning (i.e., air-water, organic solvent-water) experiments. Finally, the results of the few studies in which the effect of temperature on salting-out has been investigated (Whitehouse, 1984; Zhou and Mopper, 1990; Dewulf et al., 1995; Alaee et al., 1996) suggest that Kf increases somewhat with decreasing temperature. Unfortunately, due to the relatively large scatter in the data, no quantitative relationship can be derived. As a first approximation, the data given in Table 5.7 should, however, also be applicable at temperatures other than 25°C. Inspection of Table 5.7 shows that our conclusion drawn above from our simple picture of the salting effect, which is that smaller and/or polar compounds should exhibit smaller K: values as compared to larger, nonpolar compounds, is more or less confirmed by the experimental data. When considering the rather limited experimental data set, and the relatively large uncertainty in the data, it is, however, presently not feasible to derive any reliable quantitative relationship using molecular descriptors that would allow prediction of Kf values of other compounds. One
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Table 5.7 Salting Constants for Some Organic Compounds for Seawater Ki" (L .mol-')



Compound



Substituted Benzenes and Phenols b,d,ef.h Benzene Toluene Ethylbenzene 1,2-Dimethylbenzene 1,3-Dirnethylbenzene 1,4-Dimethylbenzene n-Propylbenzene (NaC1) Chlorobenzene (NaC1) 1,4-Dichlorobenzene (NaC1) Benzaldehyde Phenol 2-Nitrophenol 3-Nitrophenol 4-Nitrophenol 4-Nitrotoluene 4-Aminotoluene



0.20 (k0.02) 0.24 (50.03) 0.29 (k0.02) 0.30 0.29 0.30 0.28 0.23 0.27 0.20 (50.04) 0.13 (50.02) 0.13 (M.01) 0.15 0.17 0.16 0.17



Polycyclic Aromatic Compounds e,h,ij,k,l Naphthalene Fluorene (NaCl) Phenanthrene Anthracene Fluoranthene (NaC1) Pyrene Chrysene (NaCl) 0.32 (50.05) Benzo[a]pyrene Benzo[a]anthracene (NaCl) 0.3-0.4 1-Naphthol (NaC1)



0.28 (50.04) 0.27 0.30 (20.03) 0.30 (50.02) 0.34 0.30 (k0.02) 0.34 0.34 0.35 0.23



Halogenated C,- and C2-Compoundsa,b,c,d 0.2 Trichloromethane 0.2 Tetrachloromethane 0.15 Methylbromide 0.29 Dichlorodifluoromethane 0.30 Trichlorofluoromethane 0.2 1,I -Dichloroethane 0.2 1,2-Dichloroethane 0.25 1,1,1-Trichloroethane 0.21 (10.01) Trichloroethene 0.24 (k0.02) Tetrachloroethene Miscellaneous Aliphatic Compounds ef Pentane (NaCl) Hexane (NaC1) 1-Butanal 1-Pentanal 1-Hexanal 1-Heptanal 1-0ctanal 1-Nonanal 1-Decanal Dimethylsulfide 2-Butanone PCBs e,g Biphenyl Various PCBs (dichloro to hexachloro)



Compound



0.22 0.28 0.3 0.3 0.4 0.5 0.6 - 1.0 - 1.0 0.17 0.20



Warner and Weiss (1995). Dewulf et al. (1995). DeBruyn and Saltzman (1997). Peng and Wang (1998).e Sanemasaet al. (1984).fZhou and Mopper (1990). Brownawell(l986). Hashimoto et al. (1984). Eganhouse and Calder (1975). j Whitehouse (1984). Gordon and Thorne (1967b). Almeida et al. (1983). a
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class of compounds that does not quite fit the qualitative picture is the n-alkanals (Table 5.7). One possible cause for the unexpectedly high salting constants of these compounds is their tendency to form diols in aqueous solution (Bell and McDougall, 1960). For example, acetaldehyde (R = CH,, see margin) forms about 50% diol in pure water. If, in saltwater, the aldehyde/diol ratio is changed in favor of the aldehyde, one would expect a stronger salting-out effect, because it can be assumed that the diol form is more easily accommodated in water as compared to the aldehyde form. An additional reason for the large Kq values of the larger-chain aldehydes could be the fact that the effect of salt on the activity coefficients of flexible molecules is larger than the effect on the more rigid compounds. However, there are presently no reliable data available to verify this hypothesis.
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In summary, we can conclude that at moderate salt concentrations typical for seawater (- 0.5 M), salinity will affect aqueous solubility (or the aqueous activity coefficient) by a factor of between less than 1.5 (small and/or polar compounds) and about 3 (large, nonpolar compounds, n-alkanals). Hence, in marine environments for many compounds, salting-out will not be a major factor in determining their partitioning behavior. Note, however, that in environments exhibiting much higher salt concentrations [e.g., in the Dead Sea (5 M) or in subsurface brines near oil fields], because of the exponential relationship (Eq. 5-28), salting-out will be substantial (see also Illustrative Example 5.4).



Illustrative Example 5.4



Quantifying the Effect of Inorganic Salts on Aqueous Solubility and Aqueous Activity Coefficients Problem Estimate the solubility and the activity coefficient of phenanthrene in (a) seawater at 25°C and 30%0salinity, and (b) a salt solution containing 117 g NaCl per liter water.



Answer (a)



i = phenanthrene



Ct;[ (25°C) = 6.3 x mol .L-' T, = 101°C (25°C) = 2.0 x lo6 (see Table 5.2)



At 25°C phenanthrene is a solid. Because the free energy contributions of phase change (i.e., melting, or condensation in the case of a gas) to the overall free energy of solution are not affected by salts in the solution, it is the aqueous activity coefficient that is increased as salt concentration increases (Eq. 5-28). Hence, the actual solubility Cfi' decreases by the same factor (Eq. 5-27). The K: value of phenanthrene is 0.30 M-' (Table 5.7). Since 34.2%0salinity corresponds to a total salt concentration of 0.5 M (see text), [salt],,, for 30%0is equal to 0.44 M. Insertion of these values into Eq. 5-28 yields:



The aqueous solubility in 30%0seawater is then given by:



Hence, in 30%0seawater yf$ increases (C::' decreases) by about 30% as compared to pure water.



Answer (b) Use the K," value given for seawater as a surrogate for the NaCl solution. 1 17 g NaCl per liter correspond to a molar concentration of 2 M. Thus:



and
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Problem At oil exploitation facilities it is common practice to add salt to the wastewater in order to decrease the solubility of the oil components, although in the wastewater treatment one then has to cope with a salt problem. Calculate how much NaCl you have to add to 1 m3 of water in order to increase the activity coefficient of nhexane by a factor of ten. How much Na,S04 would be required to do the same job? /\/\/ i= n - hexane



Answer In order to increase the activity coefficient of a given compound by a factor of ten, the exponent in Eq. 5-28 has to be equal to 1:



K,” [salt],,,



=



1



The K: value for hexane for NaCl is 0.28 M-’ (Table 5.7). Then a total salt concentration [salt],,, = 1 / 0.28 M-* = 3.57 M is needed, which corresponds to an amount of 208.8 kg .m-3. For estimating the amount of Na,S04 required, assume a similar relative K; value (relative to NaC1) as determined for benzene (i.e., 0.53 M-’ for Na,S04 versus 0.19 M-’ for NaC1, see Table 5.6):



K; (hexane, Na,S04) = (0.28) (0.53) / (0.19) = 0.78 M-’ Thus in the case of Na,S04, the required [salt],,, is 1 / 0.78 M-’ = 1.28 M or 181.8 kg.m-3, which is about the same amount as the NaCl needed although, on a molar base, Na,S04 is much more potent as a salting-out agent.



Advanced Topic



Organic Cosolvents So far we have considered only situations in which a given organic compound was present as the sole organic solute in an aqueous solution. Of course, in reality, in any environmentally relevant aquatic system there will be numerous other natural and/or anthropogenic organic chemicals present that may or may not affect the solubility or, even more important, the activity coefficient of the compound of interest to us. We will treat this issue of organic cosolutes in Chapter 7 when discussing the organic phase-water partitioning of organic compounds present in complex mixtures (e.g., gasoline, oil, PCBs). In this section we will focus on the effect of highly watersoluble organic compounds (i.e., organic cosolvents) that may completely change the solvation properties of an “aqueous” phase. We may encounter such situations in industrial waste waters or at waste disposal sites where, because of careless dumping procedures, leachates may contain a high portion of organic solvent(s). Furthermore, one of the remediation techniques for contaminated soils is to “wash” the soil with mixtures of water and water-miscible cosolvents (Li et al., 1996). Finally, from an analytical point of view, knowledge of how cosolvents influence the activity coefficient of a given organic compound in organic solvent-water mixtures is pivotal for choosing appropriate mobile phases in reversed-phase liquid chromatography.



166



Activity Coefficient and Solubility in Water



Let us start with some comments on the experimental data available on effects of cosolvents on the aqueous solubility and aqueous activity coeecient of organic pollutants. First we should point out that the majority of the systematic studies on this topic have focused on the effects of completely water-miscible organic solvents (CMOSs, e g , methanol, ethanol, propanol, acetone, dioxane, acetonitrile, dimethylsulfoxide, dimethylformamide, glycerol, and many more) and on the solubility of sparingly soluble organic solids. A large portion of the available data has been collected for drugs and has been published in the pharmaceutical literature. With respect to environmentally more relevant compounds, most investigations have been confined to PAHs (Morris et al., 1988; Dickhut et al., 1989; Li et al., 1996; Fan and Jafvert, 1997) and PCBs (Li and Andren, 1994). Few studies have investigated the impact of CMOSs on the solubility (Groves, 1988) or on the activity coefficient in dilute solution (Munz and Roberts, 1986; Jayasinghe et al., 1992) of liquid organic compounds. Note that solubility experiments involving organic liquids are more difficult to interpret because of the partitioning of the cosolvent(s) into the liquid organic phase, which may lead to significant changes in its composition (Groves, 1988). In certain cases, the composition of the liquid phase may even affect the crystal structure of a solid compound, thus complicating the interpretation of solubility data (Khossravi and Connors, 1992). Finally, only very limited data are available on the effect ofpartially miscible organic solvents (PMOSs, e.g., n-alcohols (n > 3), ethers, halogenated C,- and C,-compounds, substituted benzenes) on the aqueous solubility or aqueous activity coefficient of organic pollutants in the presence (Pinal et al., 1990 and 1991) or in the absence (Li and Andren, 1994; Coyle et al., 1997) of a CMOS. Thus, our following discussion will be devoted primarily to water-CMOS systems. Let us first look at some qualitative aspects of how CMOSs affect the activity coefficient, and thus the solubility and partitioning behavior, of a given organic compound when present in a water/CMOS mixture. The following general conclusions are illustrated by the examples given in Figs. 5.6 to 5.8 and in Table 5.8. First, we point out that, in general, the activity coefficient of an organic solute, y I y , decreases (i.e., solubility increases) in an exponential way with increasing volume fraction of CMOS. (Note that we use the subscript l to denote that we are dealing with ~ at a liquid solution, and, in the following, we do not distinguish between y , values saturated and dilute solutions.) Second, a significant effect (i.e., > factor 2) is observed only at cosolvent volume fractions greater than 5 to 10% (depending on the solvent). Below 1%, the effect can more or less be neglected (see below). Hence, when conducting experiments, we do not have to worry about significant changes in the activities of organic solutes in an aqueous phase when adding a small amount of a CMOS, as is, for example, common practice when spiking an aqueous solution with a sparingly soluble organic compound dissolved in an organic solvent. Third, the magnitude of the cosolvent effect, as well as its dependence on the amount of cosolvent present, is a hnction of both the type of cosolvent (Fig. 5.7, Table 5.8) and the type of organic solute (Figs. 5.6 and 5.8) considered. For example, the activity coefficient (or the mole fraction solubility) of naphthalene decreases (increases) by a factor of about 15 when going from pure water to a 40% methanoV60% water mixture, while the effect is about 3 times smaller or 20 times larger when glycerol or acetone, respectively, are the cosolvents (Table 5 3). Furthermore, as can be seen from Fig. 5.8, in 20% methanol/80% water (volume
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Figure 5.6 Illustration of the effect of a completely water-miscible solvent (CMOS, i.e., methanol) on the activity coefficient of organic compounds in water-organic solvent mixtures: decadic logarithm of the activity coefficient as a function of the volume fraction of methanol. Note that the data for naphthalene (Dickhut et al., 1989; Fan and Jafvert, 1997) and for the two PCBs (Li and Andren, 1994) have been derived from solubility measurements; whereas for the anilins (Jayasinghe et al., 1992), air-water partition constants determined under dilute conditions have been used to calculate Y Z E .
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Figure 5.7 Effect of three different CMOSs (i.e., methanol, ethanol, propanol) on the activity coefficient of 2,4,6-trichlorobiphenyl. Data from Li and Andren (1994). w
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-0 Figure 5.8 Ratio of the activity coefficient in water (y,,.,) and in methanol/water [20% (v : v) and 40% (v : v) methanol] as a function of the molar volume (V,,, see Box 5.1) of the solute: log(y,: ly,';")= a . V,, + b. The three compound classes include the following compounds: Anilines: aniline, 4-methyl-aniline, 3,4-dimethyl-aniline, 2,4,5-trimethyl-aniline;f,MeoH= 0.2: a = 0.00700, b = -0.309;f,,,, = 0.4: a = 0.0128, b = -0.432. PAHs: naphthalene, anthracene, phenanthrene, pyrene, perylene; fv,,MeOH= 0.2: a = 0.0104, b = -0.668; fv,,MeOH= 0.4: a = 0.0147, b = -0.469. PCBs: 4-chlorobiphenyl, 2,4,6trichlorobiphenyl, 2,2',4,4',6,6'hexachlorobipheny; fv,MeOH = 0.2: a = 0.0955, b = -0.704; fv,MeOH = 0.4: a = 0.0180, b = -0.848. Data from Morris et a]. (1988), Jayasinghe et al. (1992), Li and Andren (1994), Fan and Jafvert (1 997).
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Table 5.8 Effect of Various CMQSs on the Activity Coefficient or Mole Fraction Solubility, Respectively, of Naphthalene at Two Different SolvenWater Ratios (fv,solv = 0.2 and 0.4) t;y;
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Table 6.1 Measured Air-Solvent Partition Constants (K,,,) and Calculated Activity Coefficients ( y i p ,Eq. 6-7) at 25°C of Five Model Compounds Exhibiting Different H-Donor, H-Acceptor, and Polarity/Polarizability Properties for Some Organic Solvents
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only 1800 in ethylene glycol. In general, with few exceptions (e.g., ethanol), we may assume that the activity coefficient of most organic compounds in an organic solvent will be much smaller than their ‘/iwvalues. In many cases, yir is less than 100 or even less than 10. Consequently, compounds with very small liquid-vapor pressures will also exhibit very small Kiaevalues. This is, of course, not a surprising result because p;cL is itself an air-organic solvent partition constant. Hence, like vapor pressure, the air-organic solvent partition constants may vary by many orders of magnitude within a compound class. This contrasts the air-water partition constants for the same sets of compounds. Such chemically related groups of compounds commonly have Kiawvalues that span a much more narrow range (Section 6.4). Finally, we should note that these findings also indicate that, in the environment, we may anticipate that most of the chemicals of interest to us will partition favorably from the air into condensed natural organic phases (see Chapters 10 and 11).



LFERs Relating Partition Constants in Different Air-Solvent Systems Another important lesson that we can learn from the data presented in Table 6.1 is that the activity coefficient of an organic compound in an organic solvent depends strongly on the prospective involvements of both the partitioning compound and the solvent for dispersive, dipolar, H-donor, and H-acceptor intermolecular interactions. This implies that we may need to represent the properties of both the solute and the solvent when we seek to correlate air-liquid partition constants of structurally diverse substances. Thus, if the types of intermolecular interactions of a variety of solutes interacting with two chemically distinct solvents 1 and 2 are very different, a one-parameter LFER for all compounds, i, of the form: log Kjal= a . log Kia2+ b



(6-12)



is inadequate to correlate partition constants (Fig. 6.4). For example, hexadecane interacts only via vdW forces with all partitioning substances. Thus, solute interactions with this hydrocarbon and the corresponding Kjaevalues will reflect only these energies. Another solvent like octanol may, however, participate in various combinations of dispersive, polar, H-acceptor, and H-donor interactions with solutes of diverse structures. Thus the K,, values for octanol may involve a sum of effects. These sums of intermolecular attractions may not correlate with the vdWalone interactions that hexadecane can offer. Recalling our earlier discussions of one-parameter LFERs (Section 5.3), we should be able to predict when we can anticipate that Eq. 6-12 is applicable to a given set of compounds and solvents. Obviously, if we consider two apolar solvents (e.g., cyclohexane and hexadecane) where chiefly dispersive interactions predominate between these solvents and all solute molecules, then we can expect to find an LFER encompassing apolar, monopolar, and bipolar compounds (e.g., Fig. 6.5). Furthermore, we can also anticipate success developing an LFER when combining different types of compounds partitioning into two closely related polar solvents (e.g., methanol and ethanol). In this case, we can assume that the contributions to the excess free energies of solution in both solvents are due to very similar polar interactions in the two solvents (e.g., Fig. 6.6). Finally, if two solvents are considered that exhibit rather different abilities to interact through polar mechanisms,
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Figure 6.4 Plots of log Kid versus log Ki, OctanOl for the model compounds and solvents listed in Table 6.1. Data for 25OC. Note the different scales on the x- and y-axes.
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Figure 6.5 Plot of the decadic logarithms of the air-cyclohexane versus the air-hexadecane partition constants of a series of apolar, monopolar, and bipolar compounds. Data from Abraham et al. (1994b).
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we can expect LFERs to hold only for strictly apolar compounds or for closely related sets ofpolar compounds. Let us, for example, consider air-olive oil partitioning versus air-octanol partitioning of a range of compounds. The polar groups in olive



Air-Organic Solvent Partitioning



191



-1 0



-2



-0 m



5



E



-



A



apolar compounds monopolar compounds bipolar compounds



-3 -



-4



m



La -5 0 Figure 6.6 Plots of the decadic logarithms of the air-methanol versus the air-ethanol partition constants of a series of apolar, monopolar, and bipolar corn-pounds. Data from Tiegs et al. (1986) and Abraham et al. (1998 and 1999).



Figure 6.7 Plot of the decadic logarithms of the air-olive oil partition coefficients versus the airoctanol partition constants for various sets of structurally related apolar, monopolar, and bipolar compounds. Note that olive oil is a mixture of compounds that may vary in composition. Therefore, we refer to K , oliveoil as the air-olive oil partition coefficient (and not constant, see Box 3.2). Adapted from Goss and Schwarzenbach (2001). The a and b values for the LFERs (Eq. 6-12) are: alkanes (a = 1.15, b = 0.16), alkyl aromatic compounds (a = 1.08, b = 0.22), ethers (a = 0.97, b = O.Ol), esters (a =0.88, b=-0.14), ketones (a = 1.21, b = 1.06), alcohols (a = 0.98, b = 1.07).
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log K i a octanol oil are monopolar caboxylic acid esters (see margin), while CH,-0-COR, n-octanol is a bipolar solvent. As demonstrated in Fig. 6.7, good LFERs are found I for sets of compounds involving homologues (i.e., compounds differing only by the CH2-OCOR, I number of -CH,- units) or families of compounds for which the polar properties CH, -0-COR, change proportionally with size (e.g., PAHs; see also Section 5.3). Of course, we structure Of Olive Oil, R ~ ,may be able to combine various sets of compounds that are not too different in R2, R, = C,,, C,,, CI8saturated or unsaturated (for details see Hui, polarity into one LFER (e.g., the ethers and esters in Fig. 6.7) with only limited loss 1996). in precision.
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Model for Description of Air-Solvent Partitioning We previously used our insights regarding the so1ute:water and water:water intermolecular interactions to assemble a mathematical model for estimating a compound’s aqueous activity coefficient (Section 5.3, Eqs. 5-19 to 5-22). Now we can easily modify this model for the prediction of air-organic solvent partitioning. First, since K j , is proportional to the product, Yie * p k (Eq. 6-6), we can remove the -In p j term in Eq. 5-21 (which reflects the free energy of transfer from the pure liquid to the gas phase). Next, we do not need to include a specific volume term. This was previously included to account for the large entropy costs associated with inserting an organic solute into bulk water (i.e., forming the solute cavity). In organic solvents the free energy costs for creating a cavity are much smaller than in water, and they are not a dominating contribution to the overall AdG, . Furthermore, the cavity term is proportional to the size of the molecule and, therefore, correlates with the dispersive energy term. Hence, for organic solvents, by analogy to Eq. 5-21, we may express log Kid as:



Note that yix is in cm3mol-’. As is illustrated in Fig. 6.8 for the air-olive oil system, this multiparameter LFER Eq. 6-13 is able to fit the experimental Kid data quite satisfactorily. The set of coefficients (s, p , a, b, constant) obtained from fitting experimental Kid values for olive oil, as well as for some other organic solvents, are summarized in Table 6.2. These constants clearly quantify the importance of the individual intermolecular interactions for each solvent. For example, n-hexadecane has nonzero s and p coefficients, representing this solvent’s ability to interact via dispersive and polarizability mechanisms. But the a and b coefficients are zero, consistent with our expectation from hexadecane’s structure that hydrogen bonding is impossible for this hydrocarbon. At the other extreme in “polarity,” methanol has nonzero coefficients for all of the terms, demonstrating this solvent’s capability to interact via all mechanisms. Indeed, we can use the coefficient values to directly see how chemical structures enable specific kinds of intermolecular interactions. For example, focusing on the a values in Table 6.2, we can contrast the relative importance of H-bonding accepting for these different liquids. We are probably not surprised to see that the two alcohols, octanol and methanol, are the most effective (as indicated by a values between -8 an -9) at donating their oxygen atom’s nonbonded electrons to an H-donor partner. We may also expect that olive oil (contains -C(=O)O- as part of structure) and acetonitrile (CH3CN) may be able to donate nonbonded electrons from their oxygen and nitrogen atoms, respectively, to hydrogen-bonding partners. Hence, we anticipate these liquids will have nonzero a coefficients, and the “bestfit” values show this is true but that they hydrogen-bond less effectively than the two alcohols. Note that benzene and trichloromethane have nonzero a coefficients. Although the a values are small compared to those of the alcohols, their significant
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Figure 6.8 Fitted (Eq. 6-13) versus experimental air-olive oil partition coefficients for a series of compounds including those in Fig. 6.7. Note that some of the relatively large scatter in the data may be due to the fact that olive oils from different origins may differ in composition.
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difference from zero in the fitting of Kidvalues means that the z-electrons of the benzene ring can be donated somewhat to a hydrogen donor compound (or other electron-deficient positions of substances). Likewise, the nonbonded electrons of trichloromethane’s chlorine atoms must be somewhat available to share with electron-deficient moieties, although, when inspecting the b coefficient, this compound is a much stronger electron acceptor (H-donor). Similar “structure-activity” interpretations can be made for all the other LFER parameters in Table 6.2. In summary, multiparameter LFERs such as the ones given for some organic solvents in Table 6.2 are very useful in many respects. First, they allow one to get an estimate of the Kidvalue of a given compound for a given solvent, provided that the compound’s ni, cl;, and pi values are known. Second, such LFERs characterize a given solvent with respect to its ability to host different apolar, monopolar, and/or bipolar solutes (see above). This may help us anticipate where organic chemicals will accumulate. Next, we can use such multiparameter LFER information to rationalize when a simple one-parameter LFER (Eq. 6-12) should be appropriate. For example, we can see now that an LFER between air-olive oil partition coefficients and air-n-octanol partition constants can be expected to hold only for confined sets of compounds, and not for the universe of chemicals (Fig. 6.7). Another result that we could have anticipated from such data sets is the existence of single LFERs for the solvent system methanoVethano1(Fig. 6.6). Finally, comparison of the a and b values permits us to attach quantitative reasoning to our (sometimes incorrect) intuitive reasoning regarding the interactions of chemicals with one another. For example, by comparing the relevant a and b coefficients of the alcohols and water, we now know that water is a much stronger H-acceptor, but that all these solvents are similar in their ability to act as H-donors toward organic solutes.
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Table 6.2 Air-Organic Solvent Partitioning: Multiparameter LFERs (Eq. 6-13) for Some Organic Solvents at 25°C a
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a Data from Maher and Smith (1979), Ocampo and Klinger (1983), Srivastava et al. (1986), Tiegs et al. (1986), Abraham et al. (1987), Abraham et al. (1994a and b), Abraham et al. (1998), Abraham et al. (1999). Range of experimental K,A,values that were used to establish the LFER. Number of compounds. Primarily H-donor (electron acceptor).
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Temperature Dependence of Air-Organic Solvent Partition Constants As indicated by Eqs. 6-8 to 6-10, the temperature dependence of Klar is determined by the corresponding A,t H, . This enthalpy is given by the difference between the enthalpy of vaporization (Ava#,) and the excess enthalpy of the compound in the organic phase ( H:). For most organic solvents and compounds, we may assume that H z is much smaller than A,,#,. For example, H: is less than a tenth of Ava,,Hlin the case of hexadecane (Abraham et al., 1990) and n-octanol as solvents (Harner and Mackay, 1995; Harner and Bidleman, 1996; Gruber et al., 1997). Hence, as a first approximation, we may use AvapH,to assess the effect of temperature on KLal (i.e., A a f H l AvapHL). This means that, like vapor pressure (Chapter 4), KldCvalues are strongly temperature dependent. Finally, we should recall from Section 4.4 (Eq. 4-29) that we may estimate AvapH, from the liquid-vapor pressure of the compound.



Applications We conclude this section with a few comments on the practical importance of considering air (or gas)-organic solvent partitioning. First, knowledge of the respective Kist value(s) is, of course, required to assess how much a given organic liquid (e.g., olive oil) will tend to become “contaminated” by organic chemicals present in the air around it. This problem might be of interest in our private andor professional lives (see Illustrative Example 6.1). Second, when analyzing organic compounds by gas chromatography, it is of great importance to know how specific compounds partition between the gaseous mobile phase (i.e., H,, He, N,) and the stationary phase. This latter phase is commonly a liquid organic coating at the inner surface of a glass or silica capillary column. In fact, for choosing the appropriate stationary phase (e.g., polar versus nonpolar) for the separation of a given group of compounds, it is necessary to understand the molecular factors that determine the activity coefficients of the compounds in various stationary phases. This information can be gained from analyzing K,,! values of the compounds for different solvents. Furthermore, air-organic solvent partition constants, in particular the air-octanol partition constant, are widely used to evaluate and/or predict the partitioning of organic compounds between air and natural organic phases. Such organic phases are present, for example, in aerosols or soils (Chapters 9 and 11) or as part of biological systems (Chapter 10). Finally, the relationships between the air-organic solvent, the air-water, and the organic solvent-water partition constants of a given compound (Eq. 6-1 1) will make it very easy to understand organic solvent-water partitioning, which we will treat in Chapter 7.
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Illustrative Example 6.1



Assessing the Contamination of Organic Liquids by Air Pollutants Problem You live in a town where air pollution caused primarily by traffic is quite substantial. From a recent article in the local newspaper you have learned that the benzene concentration in the air in your area may reach up to 10 parts per billion on a volume base (i.e., 10 ppbv). You wonder to what extent the olive oil that you use for your salad, and that you have left in an open bottle on the table on your balcony, is contaminated with this rather toxic compound. Calculate the maximum concentration of benzene in the olive oil assuming an average temperature of 25°C and a total pressure of 1 bar. Use the ideal gas law to convert ppbv to molar concentrations. Answer



i = benzene



With 10 ppbv the partial pressure of benzene in the air is pi= 10 x which corresponds to a concentration of:



c. =--Pi la



RT



-



bar =



bar,



lo-* =4.0x10-'0mol~L-' =0.03pg.L-' (0.0831)(298)



For estimating the air-olive oil partition coefficient, calculate first the air-octanol partition constant from the air-water (Kia,,,) and octanol-water (Kiow)partition constants given in Appendix C (Eq. 6-11):



Use the LFER shown in Fig. 6-7 for alkyl aromatic compounds = 1.08 log Kj,, + 0.22) to estimate the air-olive oil partition coefficient: (log Kjaoiiveoil log Ki, olive



= (1.08) (-2.82)



+ 0.22 = -2.83



An alternative way of estimating the air-olive oil partition coefficient is to apply the LFER Eq. 6-13 using the constants given in Table 6.2 for the air-olive oil system:



The corresponding parameters for benzene are: yix= 71.6 cm3 mol-' (Box 5.2), nDi= 1.50 (Table 3.1), nj= 0.52 (Table 5.4), a, = 0 (Table 4.3). Insertion of these values in the above equation yields: = (-1.74) (5.07) - (2.83) (0.52) - (4.47) (0) + 2.86 = -7.44 In Kjaoltveoil



or:



log Kiaolive



= -3.23



Hence, both estimates yield a Kiaolive oil value for benzene of about 1O-?, and thus a maximum benzene concentration in the olive oil of lo3Cia= 30 pg L-'. Considering ~
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that the drinking water standard for benzene is 5 pg .L-’ this concentration should, therefore, not create a serious problem for your health assuming that you do not consume tremendous amounts of olive oil each day. Problem In your laboratory refrigerator (5°C) you store pure cyclohexane that you use for extracting organic trace contaminants from water samples for subsequent analysis by gas chromatography. Among the compounds of interest is tetrachloroethene (also called perchloroethene or PCE). One day you realize that somebody is using tetrachloroethene in the laboratory. In fact, you can even smell the compound in the air (odor threshold values: 0.03 - 0.1 mg.L-’). You are worried that your cyclohexane is “contaminated,” particularly, because you have realized that the bottle was not well sealed in the refrigerator. Calculate the concentration of PCE in the air that, at 5”C, would be sufficient to “produce” an equilibrium PCE concentration in the cyclohexane of 1 pg .,uL-’, which you would consider to be a problem for your analysis.



c(



?=



CI



F‘ CI



i = tetrachloroethene WE)



Answer Use the air-n-hexadecane partition constant of PCE (&,hexadecane = 2.5 x lo4 at 25OC; Abraham et al., 1994a) as surrogate for the air-cyclohexane partition constant of PCE (Fig. 6.5). Furthermore, for determining the temperature dependence of Ki,hexadecane assume that Aahexadecane H + RT,, Z A”., Hi+ RT,, (Section 3.4). For PCE, this value is about 40 kJ . mol-’ (Lide, 1995). Hence, at 5”C, the &hexadecane value is about 0.3 times the value at 25°C (Table 3.5); that is, Kiahexadecane 7.5 x lo? This means that the PCE concentration in the air required to produce a concentration in the cyclohexane of 1 pg .mL“ or 1 mg .L-’ is:



which is about 400 times lower than the odor threshold. Thus, your cyclohexane is in great danger of getting contaminated by the PCE in the air.



Air-Water Partitioning “The” Henry’s Law Constant For our discussion of air-water partitioning, we start by rewriting Eq. 6-5 for water as the solvent (Eq. 6-6): (6-14)



Recall that KiHis commonly referred to in environmental literature as “the” Henry’s law constant. The “dirnensi~nless’~ Henry constant is denoted Ki,, and is related to K L H by (Eq. 6-6):
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Ktn Ki, = RT



(6- 15)



Inspection of Eq. 6-14 reveals that we do not need to learn anything new to understand air-water equilibrium partitioning of neutral organic compounds. All we have to do is to recall how chemical structures (controlling intermolecular interactions) and environmental factors (e.g., temperature, presence of salts or organic cosolvents in the aqueous phase) affect the vapor pressure and the aqueous activity coefficient of a given compound. Hence, our discussion of air-water partitioning can be quite brief. First, consider how structural moieties affect the Henry's Law constant. We can see that within a class of apolar or weakly polar compounds (e.g., n-alkanes, chlorinated benzenes, alkylbenzenes, PCBs, PAHs), the Kiawvalues vary by less than one order of magnitude (see data in Appendix C.) This is also true for sets of compounds that differ only by apolar moieties (e.g., polyalkyl- or polychlorophenols).This is in contrast to vapor pressure and aqueous solubility data for the same families of compounds. These latter properties vary by five or more orders of magnitude within any one group of those compounds. We can rationalize these findings by recalling that an increase in size of the compound leads to an increase in xw (or a decrease in water solubility), as well as to a decrease in p ; . Hence, the effect of molecular size is canceled out to a large degree when multiplying xWwith p ; (Eq. 6-14).



toluene



6



Ki, (25OC) = 2.5 x 1 0 '



However, as is illustrated by the two substituted benzenes, toluene and phenol (see margin), the presence of a polar group has a tremendous effect on Ki,. Replacing an apolar moiety with a bipolar hydrogen-bonding one leads to a decrease in both yh (it increases Cg ) and p ; . Thus, Kiawvalues differ widely between apolar and bipolar derivatives.



xw



We may also recall that for most compounds of interest, we can assume that is more or less independent of concentration (Section 5.2). Hence, in Eq. 6-14, we may substitute xw by 7.: This activity coefficient, in turn, can be expressed by the liquid aqueous solubility of the compound (Lee, 7: = 1/( CIy(L). Eq. 5-12). Using this relation, we then obtain:



v,);



*



phenol



(6- 16)



KiaW(25OC)= 2.5 x lo-'



For solid compounds we may also write: (6- 17) because the free energy term relating the liquid and solid vapor pressure and the liquid and solid aqueous solubility, respectively (Eqs. 4-15 and 5-13), cancels when dividing the two entities. From a practical point of view, Eqs. 6-16 and 6-17 are very interesting, because they tell us that we may estimate the Henry's law constant of a compound directly from its vapor pressure and its aqueous solubility. In fact, many of the KiHor Kiawvalues listed in data compilations (including the data given in Appendix C) have been derived in this way. Comparison of calculated with experimental Kiawvalues (compare values given in parentheses in Appendix C, or
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see article by Brennan et al., 1998) shows that, in most cases, Eqs. 6-16 and 6-17 yield very satisfactory estimates (less than a factor of 2 deviation). Effect of Temperature on Air-Water Partitioning As indicated by Eq. 6-9, the standard enthalpy of transfer of a compound i from water to air is given by: A a w Hi = AvapHi - Hi",



(6- 18)



I



Typically, for many smaller organic molecules, Hg is rather small (i.e., I Hi", < 10 kJ .mol-'; Table 5.3).As a result, for such small compounds, similar to the situation encountered in air-organic solvent partitioning, AawHi will not be very different from the enthalpy of vaporization of the compound (Table 6.3), and therefore, the effect of temperature on air-water partitioning, will, in general, be significant (see Illustrative Example 6.2). There are, however, also many cases in which AawHi differs quite substantially from AvapHi. Due to their relatively high positive Hgvalues (see Table 5.3), large, apolar compounds exhibit a significantly smaller AawHi as compared to Ava&Yi (see examples given in Table 6.3). Nevertheless, even in these cases, A a w Hi is still quite large, so that the effect of temperature on Kiawcannot be neglected. For monopolar compounds (e.g., ethers, ketones, aldehydes), AawHi may even be larger than AvapHi. This happens because of the additional polar interactions in the aqueous phase, leading to negative Hi", values (Table 5.3). At this point we should note that it is not a trivial task to measure accurately A a w Hi values. This is particularly true for very hydrophobic compounds. Therefore, it is also not too surprising that experimentally determined AawHi values reported by different authors may differ substantially (see examples given in Table 6.3). Furthermore, particularly for many very hydrophobic compounds, there seems to be a discrepancy between A a w Hi values derived from measurements of Kiawat different temperatures (Eq. 6-10) under dilute conditions, and A a w Hi values calculated from = Hi",;see Fig. 5.1; the enthalpy of vaporization and the enthalpy of solution (AWLHi note that AwaHi= -Aaw&). Note that this latter approach reflects saturated conditions. Nevertheless, before using an experimentally determined A a w Hi value, it is advisable to check this value' for consistency with that calculated from A a w Hi and HE. Effect of Solution Composition on Air-Water Partitioning To evaluate the effects of salts or organic cosolvents on air-water (or more correctly, air-aqueous phase or air-organic solvent/water mixture) partitioning, we may simply apply the approaches discussed in Section 5.4 (Eqs. 5-27 and 5-29). Thus, knowing how salt affects a compound's aqueous solubility, while having no may effect on its saturation vapor pressure, we deduce that the impact of salt on KiaW be expressed by: (6-19)



2,5-Dichlorobiphenyl



32 34 36 33 30 32 39 33 33 45,47 27,47,48 30,47, 60 43,56 27 23 30 35 33, 38, 39 37 30,43 49



(kJ .mol-') 32 37 41 33 34 38 42 43 42 56 70 74 87 21 27 29 31 35 40 41 76 2,2',5,5 '-Tetrachlorobiphenyl y-Hexachlorocyclohexane (y-HCH) Diethylether Methyl-t-butylether (MTBE) Methanol 1-Hexanol Cyclohexanol 1 -0ctanol Phenol 2-Methylphenol 4-Methylphenol Aminobenzene (Aniline) Butanone 2-Hexanone Hexanol Benzaldehyde Butylacetate Dimethylsulfide Diethylsulfide



2,4,4'-Trichlorobiphenyl



Compound Name



AawHi (kJ .mol-')



AvapII;:



74 78 81 70 27 30 37 62 62 71 58 62 62 52 35 43 53 49 44 28 36



AvapHi (kJ .mol-')



47 50 52 46 42,47 61 45 68 70 74 48,57 46,59 49,60 54 42 49 62 45,56 52 30 37



AawHi (kJ .mol-')



a



Data from Abraham et al. (1990),Zhou and Mopper (1990),Kucklick et al. (1991),Ten Hulscher et al. (1992),Dewulf et al. (1995), Dohnal and Fenclovi (19951, Lide (19951, Alaee et al. (1996), Staudinger and Robert (1996), Allen et al. (1998), Goss and Schwarzenbach(1999a).



n-Hexane n-Heptane n-Octane Cyclohexane Benzene Methylbenzene Ethylbenzene 1,2-DimethyIbenzene 1,4-Dimethylbenzene Naphthalene Anthracene Phenanthrene Pyrene Dichlorodifluoromethane Trichlorofluoromethane Dichloromethane Trichloromethane Trichloroethene Tetrachloroethene Chlorobenzene Hexachlorobenzene



Compound Name



Table 6.3 Experimental Standard Enthalpies of Vaporization ( AvapH;) and Standard Enthalpies of Transfer from Water to Air ( AawH;)of Selected Organic Compounds at 25°C '
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Evaluating the Direction of Air-Water Gas Exchange at Different Temperatures Problem What is the direction (into water? or out of water?) of the air-water exchange of benzene for a well-mixed shallow pond located in the center of a big city in each of the following seasons: (a) a typical summer situation (2' = 25"C), and (b) a typical winter situation (T= 5"C)? In both cases, the concentrations detected in air and water are Cia = 0.05 mg.m-3 and C,, = 0.4 mg.m-3. Assume that the temperature of the water and of the air is the same. Answer (a)



i = benzene



The air-water partition constant, Kiaw,of benzene is 0.22 at 25°C (Appendix C), The quotient of the concentrations of benzene in the air and in water is:



0.05 Cia - -- 0.125 Ciw 0.4 Hence, at 25"C, Cia/Ci, < K,, and therefore, there is a net flux from the water to the air (the system wants to move toward equilibrium). Answer (b)



The AawHi the value of benzene is 30 kJ.mol (Table 6.3). With AaWHi +RE, (T, = 288 K) = 30 + 2.4 = 32.4 kJ.mol-', you get a Kiawvalue at 5°C of (Table 3.5):



Kiaw(5°C) = 0.4 Ki, (25°C) = 0.05 Thus, at 5°C the ratio Cia/Ciw> Kiaw;therefore, this time there is a net flux from the air to the water. This example shows that the direction of gas exchange may be strongly influenced by temperature.



Note that in Eq. 6-19 we neglect the effect of the dissolved salt on the molar volume of the aqueous phase. This is a reasonable first approximation if we deal with salt solutions that are not too concentrated (e.g., seawater; see Illustrative Example 6.3). For assessing Kiaevalues for organic solvendwater mixtures, we can estimate the activity coefficient of the compound of interest in the liquid phase using Eq. 5-30. Inserting this value, together with p:L, and the appropriate molar volume of the solvent mixture into Eq. 6-6 (see Illustrative Example 6.3), then yields the corresponding Kiac.
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Illustrative Example 6.3



6



i = chlorobenzene



pk(25'C)



Assessing the Effect of Solution Composition on Air-Aqueous /Phase Partitioning Problem Recall Problem 3.1. You are the boss of an analytical laboratory and, this time, you check the numbers from the analysis of chlorobenzene in water samples of very different origins, namely (a) moderately contaminated groundwater, (b) seawater ([~alt],~, = 0.5 M), (c) water from a brine ([salt],,, = 5.0 M), and (d) leachate of a hazardous-waste site containing 40% (v : v) methanol. For all samples, your laboratory reports the same chlorobenzene concentration of 10 pg .L-'. Again the sample flasks were unfortunately not completely filled. This time, the 1 L flasks were filled with 400 mL liquid, and stored at 25°C before analysis. What were the original concentrations (in yg.L-') of chlorobenzene in the four samples? Answer For calculating the original concentration of a compound i in a two-phase system that contains an air volume Va and a liquid volume V,, divide the total mass of i present by the volume of the liquid phase:



= 0.016 bar



ygl = 14000 (Table 5.2) KiW(25'C) =0.16



Ki' = 0.23 M-'(Table 5.7)



Substitute Ciaby Kid .Ci into Eq. (1) and rearrange the equation to get



Case (a) (t = water)



Insert C, = 10 mg . L-', K j , = 0.16, and Va / V, concentration of 12.4 mg .L-'. Case (b) (a



= seawater) and



= 1.5 into Eq. (2) to get an original



(c) (! = brine)



In this case use Eq. 6-19 to calculate Kid: (6-19)



Insertion of K,,, Kf and [salt],, into Eq. 6-19 yields for case (b): Kid



= (0.16) (1.30) = 0.21



and, therefore, C,pe'ig= 13.2 mg.L-'



for case (c):



Kid = (0.16) (14.1) = 2.26 and, therefore, CTg= 43.9 mg.L-' Case (d) (t = 40% methanol f 60% water)



Use the linear relationship between log



(edfy;?)



and the molar volume, yix (in
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cm3 mol-I) shown in Fig. 5.8 for PCBs andh,,,,, benzene:



= 0.4 to
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estimate y:!' for chloro-



log ( ylEt/y;j't) = (0.0180) V,, - 0.850 Insertion of ty:: and Vi, (83.8 cm3 mol-I) of chlorobenzene yields a yfSpa' value of 3070. The molar volume of methanol is 40 cm3 mol-I. Hence, when assuming that, as a first approximation, Amagat's law (Eq. 3-44) is valid (which is not exactly true in this case), the molar volume of the 40% methanol / 60% water mixture is (Eq. 5-34): G (0.23) (40) + (0.77) (18) = 23.3 cm3mol-' = 0.023 1 L.mol-I. Inserting this value together with yf:' and p ; into Eq. 6-6 yields: Kiae= (3070) (0.0231) (0.016) / (0.0831) (298) = 0.046



and therefore CFig = 10.07 mg .L-' .



Availability of Experimental Data



The experimental determination of air-water partition constants is not an easy task to perform, particularly when dealing with compounds exhibiting very small K,, values. Although the available values of experimental Ki, are steadily growing in number, compared to vapor pressures, aqueous solubilities, or n-octanol-water partition constants, the data are still quite limited. Compilations of experimental airwater partition constants can be found in handbooks such as the one published by Mackay et al. (1992-1997), or in review articles including those by Staudinger and Roberts (1996), or Brennan et al. (1998). Note that in some cases, considerable differences (i.e., up to an order of magnitude) may exist between experimental Kia, values reported by different authors. Therefore, it is advisable to "check" such values by comparison with estimated ones. For example, one may see if experimental results appear reasonable by using the ratio of vapor pressure and aqueous solubility (Eqs. 6-16 and 6-17) or an LFER such as the one given below (Eq. 6-22). There are two general experimental approaches commonly used for determining airwater partition constants, the static and the dynamic equilibration approach. A detailed description of the different existing variations of the two methods can be found in the review by Staudinger and Roberts (1996) and in the literature cited therein. Here we will confine ourselves to a few remarks on the general concepts of these experimental approaches. The static equilibrium approach is, in principle, straightforward. In this method, the air-water partition constant is directly determined by measuring concentrations of a compound at a given temperature in the air and/or water in closed systems (e.g., in a gas-tight syringe, or in sealed bottles). If chemical concentrations are measured only in one phase, the concentration in the other is assessed as difference to the total amount of i in the system. In this approach, the error in determining Ki,, can be reduced either by equilibrating a given volume of an aqueous solution of a com-
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pound subsequently with several given volumes of solute-free air (e.g., in a syringe; see Problem 6.5), or by using multiple containers having different headspace-toliquid volume ratios. The main experimental challenges of the static methods are to ensure that equilibrium is reached and also maintained during sampling, and to minimize sampling errors. Since with the static approach, it is possible to use neither very large nor very small air-to-water volume ratios, these methods are primarily suited for compounds with no extreme preference for one of the phases. In more extreme cases, dynamic methods may provide much better results. The most widely applied dynamic method is the batch air or gas stripping technique. By using a stripping apparatus, bubbles of air or another inert gas are produced near the bottom of a vessel and then rise to the surface of the solution, the exit gas achieving equilibrium with the water. Hence, this experimental design requires that the velocity of the rising bubbles is sufficiently small and the height of the wellmixed water column is sufficiently great to establish air-water equilibrium. Furthermore, the bubbles need to be large enough so that adsorption at the air-water interface can be neglected (this interface may be important for very hydrophobic compounds; see Section 11.2). If all this is achieved, the air-water partition constant can be determined by measuring the decrease in water concentration, C,, as a function of time (Mackay et al., 1979):



c,,(t>= c,, ( 0 ).e



Kiaw.G "w



(6-20)



where G is the gas volume flow per unit time and V, is the volume of the aqueous solution. Hence, if G and V, are known, Kiawcan be deduced from the slope of the linear regression of In Ci,(t) versus t: In Ci,(t) = - slope - t + constant



(6-2 1)



where Kiaw= (slope) (V, /G).Note that, conversely, if Kia, is known, Eq. 6-20 allows one to estimate the time required to purge a given compound from a water sample (e.g., the time required to lower its concentration to 1% of the initial concentration) for a given gas flow rate. This issue may be important when dealing with the behavior of organic pollutants in water treatment plants. It also pertains to problems in analytical chemistry, where the purge-and-trap method is widely used to enrich volatile compounds from water samples (Standard Methods for Examination of Water and Wastewater, 1995; see Problem 6.6). An alternative dynamic approach to gas stripping is the concurrent flow technique, which is based on the use of a wetted wall column apparatus. Compound-laden water is introduced continuously at the top of a wetted wall column where it comes into contact with a compound-free gas stream flowing concurrently down the column. As with gas stripping, the major challenge is to allow sufficient contact time to ensure phase equilibrium is reached by the time the two streams reach the bottom of the column. The two streams are separated at the bottom of the column, and either solvent extracted or trapped on solid-phase sorbents for subsequent analysis. To determine the K,,, value of a given compound, the system is run for a set amount of time. Given knowledge of the flow rates employed along with the compound masses
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present in the separated phase streams, Kia, can be calculated. With this method, a rigorous mass balance can be conducted.



Estimation of Air-Water Partition Constants As already discussed, the Kiawvalue of a given compound may also be approximated by the ratio of its vapor pressure and its aqueous solubility (Eqs. 6-16 and 6-17). When using this approximation one has to be aware that, particularly for compounds exhibiting very small p ; and/or Clzt values, rather large errors may be introduced due to the uncertainties in the experimental vapor pressure and solubility data (see Sections 4.4 and 5.5). Another possibility to predict Kiawis to use our multiparameter LFER approach. As we introduced in Chapter 5 , we may consider the intermolecular interactions between solute molecules and a solvent like water to estimate values of xw(Eq. 5-22). Based on such a predictor of “/iw , we may expect a similar equation can be found to estimate Kiawvalues, similar to that we have already applied to air-organic solvent partitioning in Section 6.3 (Table 6.2). Considering a database of over 300 compounds, a best-fit equation for Kiawvalues which reflects the influence of various intermolecular interactions on air-water partitioning is:



- 5.7 1(q)- 8.74(ai)- 11.2(pi) +0.0459yx +2.25



(6-22)



(R2 = 0.99)



Note that the values of the coefficients s, p , a, b and v in Eq. 6-22 are slightly different from those in Eq. 5-22, because a larger set of compounds has been used for their derivation. Nevertheless, Eq. 6-22 is, of course, identical to the part in Eq. 5-22 that describes the transfer of a compound from the gas phase to the aqueous phase. Hence, we do not need to repeat our discussion of the various terms describing this process. Furthermore, our comments made on the various other methods developed for estimating aqueous activity coefficients, including QSPRs or group contribution methods such as UNIFAC or AQUAFAC (see Section 5.9, also apply directly for the methods suggested to predict KiHvalues (Staudinger and Roberts, 1996; Brennan et al., 1998). In all cases, the key problem is the same; we need a quantitative description of the solubilization of an organic compound in the complex solvent water. We conclude this section by addressing a simple LFER approach to estimate K,, values based solely on chemical structure. The underlying idea of this LFER of the type Eq. 3-57 (Section 3.4) was introduced by Hine and Mookerjee (1975) and expanded by Meyland and Howard (1991). In this method, each bond type (e.g., a C-H bond) is taken to have a substantially constant effect on A a w Gi , regardless of the substance in which it occurs. This assumption is reasonably valid for simple molecules in which no significant interactions between functional groups take place. Hence, the method is interesting primarily from a didactic point of view, in that we can see how certain substructural units affect air-water partitioning.
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Table 6.4 Bond Contributions for Estimation of log Kiawat 25°C a Bond



Contribution



Bond



Contribution ~~



Car- OH



+0.1197 -0.1163 -0.1619 -0.0635 -0.5375 -1.7057 -1.3001 -1.0855 -1.1056 -0.3335 -0.8187 +0.4 184 -1.0074 -3.123 1 -3.2624 -0.7786 +0.0460 +O. 1005 -0.0000 -0.0997 -1.9260 -0.0426 -2.5514 -0.205 1 +0.3824 -0.0040 -0.0000 +O. 1543 -0.2638 f -0.1490 g +0.0241



c,-0 car N, -



C a r - Sar



Car - 0, Car - S C,-N c,- I C,-F car



C,



- Cd - CN



c, - co



Car- Br Car - NO2 CO-H



co-0 CO-N



co - co 0-H 0-P 0-0



O=P N-H N-N N=O N=N S-H



s-s s-P



S=P



'



-0.5967 -0.3473 -1.6282 -0.3739 -0.2419 -0.6345 -0.7304 -0.4806 +0.2214 -0.4391 -1.8606 -1.2387 -0.2454 -2.2496 -1.2102 -0.0714 -2.426 1 -2.4000 -3.23 18 -0.3930 +0.4036 -1.6334 -1.2835 -1.0956 -1.0956 -0.1374 -0.2247 +O. 1891 -0.6334 +1.0317



Data from Meylan and Howard (1991). C: single-bonded aliphatic carbon; c d : olefinic carbon; C,: triple-bonded carbon; Car:aromatic carbon; Na; aromatic nitrogen; S,: aromatic sulfur; Oar:aromatic oxygen; CO: carbonyl (C = 0);CN: cyano (C = N). Note: The carbonyl, cyano, and nitrofunctions are treated as single atoms. Two separate types of aromatic carbon-to-oxygen bonds have been derived: (a) the oxygen is part of an -OH function, and (b) the oxygen is not connected to hydrogen. The C = C and C = C bonds are assigned a value of zero by definition (Hine and Mookerjee, 1975). Value is specific for nitrosamines. fIntraring aromatic carbon to aromatic carbon. External aromatic carbon to aromatic carbon (e.g., biphenyl). a
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Table 6.4 summarizes bond contribution values derived by Meyland and Howard (1991) from a large data set for a temperature of 25°C. These values can be used to calculate log Kiawby simple addition of these bond contributions: IOgKia, (25OC) = x(number of bonds type k ) (contribution of bond type k ) k



(6-23)



Most of the symbols in Table 6.4 are self-explanatory.For example, C-H is a singly bonded carbon-hydrogen subunit; Ca,-C1 is a chlorine bound to an aromatic carbon; and C-Cd is a carbon bound to an doubly bonded (olefinic) carbon. Some groups, such as the carbonyl group (C=O), are treated as a single “atom.” Just looking at the signs and values of the bond contribution, we readily see that units such as C-H bonds tend to encourage molecules to partition into the air, while other units like 0-H groups strongly induce molecules to remain associated with the water. These tendencies correspond to expected behaviors deduced qualitatively from our earlier considerations of intermolecular interactions of organic molecules with water (Chapter 5). Some sample calculations are performed in Illustrative Example 6.4. This simple bond contribution approach is usually accurate to within a factor of 2 or 3. One major drawback, however, is that it does not account for special intermolecular or intramolecular interactions that may be unique to the molecule in which a particular bond type occurs. Therefore, additional correction factors may have to be applied (Meylan and Howard, 1991). Furthermore, the limited applicability of this simple approach for prediction of Kiawvalues of more complex molecules has to be stressed.



Illustrative Example 6.4



Estimating Air-Water Partition Constants by the Bond Contribution Method Problem Estimate the K,, values at 25°C of (a) n-hexane, (b) benzene, (c) diethylether, and (d) ethanol using the bond contribution values given in Table 6.4. Compare these values with the experimental air-water partition constants given in Table 3.4. Note that for a linear or branched alkane (i.e., hexane) a correction factor of +0.75 log units has to be added (Meylan and Howard, 1991).



/\/\/ i = n-hexane



Answer (a) log Kia, (n-hexane) = 14 (C-H)



+ 5 (C-C) + 0.75 = 1.84.



(The experimental value is 1.81)



Answer (b) log Kiaw(benzene) = 6 (Car-H) + 6 (Ca,-Car) = -0.66. i = benzene



(The experimental value is -0.68)



-0-



Answer (c)



i = diethylether



log Kiaw(diethylether) = 10 (C-H (The experimental value is -1.18)



+ 2 (C-C) + 2 (C-0)



= -1.21
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f i OH i = ethanol



Answer (d) log Ki,, (ethanol) = 5 (C-H) + 1 (C-C) + 1 (C-0)



+ 1 (0-H)



= -3.84.



(The experimental value is -3.70)



Questions and Problems Questions



Q 6.1 Give examples of situations in which you need to know the equilibrium partition constant of an organic pollutant between (a) air and an organic liquid phase, and (b) air and water.



Q 6.2 How is the Henry’s law constant defined? For which conditions is it valid?



Q 6.3 How do organic chemicals generally partition between a gas phase (i.e,, air) and an organic liquid phase? Which molecular factors determine the magnitude of K,,! ?



Q 6.4 Why was n-octanol chosen as a surrogate for natural organic phases? Why not another solvent such as n-hexane, methylbenzene, trichloromethane, or diethylether? Why is the use of any organic solvent as general surrogate of a natural organic phase somewhat questionable?



Q 6.5 Table 6.1 shows that n-octane partitions much more favorably from air into n-octano1 than into ethyleneglycol. In contrast, for dioxane (see structure in Fig. 6.3), the corresponding Kial values are more or less identical. Try to rationalize these findings.



Q 6.6 Has temperature a significant effect on the partitioning of organic compounds between air and a bulk liquid phase? How does Kiae change with increasing temperature?



Q 6.7 Describe in general terms in which cases you would expect that the enthalpy of transfer of an organic compound from a bulk liquid phase (including water) to air (AatHi) is (a) larger, (b) about equal, and (c) smaller than the enthalpy of
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vaporization (A,,#,) these cases.
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of the compound. Give some specific examples for each of



Q 6.8 Within a given class of apolar or weakly polar compounds (e.g., alkanes, chlorobenzenes, alkylbenzenes, PCBs), the variation in the air-octanol partition constants (K,,,) is much larger than the variation in the air-water partition constants (KiaW). For (chloroexample, the K,,, values of the chlorinated benzenes vary between benzene) and lov7 (hexachlorobenzene, see Harner and Mackay, 1995), whereas their K,,, values are all within the same order of magnitude (Appendix C). Try to explain these findings.



Q 6.9 What is the effect of dissolved salt on air-water partitioning? How is this effect related to the total salt concentration?



Problems



P 6.1 A Small Ranking Exercise Rank the four compounds (I-IV) indicated below in the order of increasing tendency to distribute from (a) air into hexadecane (mimicking an apolar environment), (b) air to olive oil, and (c) air to water. Use the a,, B,, and vi, values given in Table 4.3 and calculated by the method given in Box 5.1. Assume, that the four compounds have about the same nDivalue. Do not perform unnecessary calculations. Comment on your choices. Finally, check your result (c) by applying the bond contributions given in Table 6.4.



benzene I



chlorobenzene II



benzaldehyde Ill



phenol IV



P 6.2 Raining Out Because of the increasing contamination of the atmosphere by organic pollutants, there is also a growing concern about the quality of rainwater. In this context, it is interesting to know how well a given compound is scavenged from the atmosphere by rainfall. Although for a quantitative description of this process, more sophisticated models are required, some simple equilibrium calculations are quite helpful. Assume that PCE, MTBE, and phenol (see below) are present in the atmosphere at low concentrations. Consider now a drop of water (volume - 0.1 mL, pH = 6.0) in a volume of 100 L of air [corresponds about to the air-water ratio of a cloud (Seinfeld, 1986)l. Calculate the fraction of the total amount of each compound present in the water drop at 25OC and at 5°C assuming equilibrium between the two phases. Use the data given in Appendix C and in Table 6.3, and comment on any assumption that you make.
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CI,



,Cl



,c= c\



CI



CI



tetrachloroethere (PCE)



methyl-tbutylether (MTBE)



phenol



P 6.3 Evaluating the Direction of Air- Water Gas Exchange in the Arctic Sea C,- and C,-halocarbons of natural and anthropogenic origin are omnipresent in the atmosphere and in seawater. For example, for l , l , 1-trichloroethane (also called methyl chloroform, MCF), typical concentrations in the northern hemisphere air and in Arctic surface waters are Cia= 0.9 mg .m-3 air and Ciw= 2.5 mg .m-3 seawater (Fogelqvist, 1985). Using these concentrations, evaluate whether there is a net flux of MCF between the air and the surface waters of the Arctic Ocean assuming a temperature of (a) O'C, and (b) 10°C. If there is a net flux, indicate its direction (i.e., sea to air or air to sea). Assume that the salinity of the seawater is 35%0.You can find all the necessary data in Appendix C, and in Tables 5.7 and 6.3.



i = 1,l ,I ,-trichloroethane (methyl chloroform, MCF)



P 6.4 Getting the "Right"Air- Water Partition Constantfor Benzyl Chloride In Chapter 24 the rate of elimination by gas exchange of benzyl chloride (BC) in a river will be calculated. To this end the KjaWvalue of BC must be known. In the literature (Mackay and Shiu, 1981), you can find only vapor pressure and water solubility data for BC (see below). Because BC hydrolyzes in water with a half-life of 15 hours at 25°C (see Chapter 13), you wonder whether you can trust the aqueous solubility data. Approximate the Kiaw-valueof BC by vapor pressure and aqueous solubility, and compare it to the value obtained by applying the bond contributions given in Table 6.4. (Use the K,,-value of toluene that you can find in the Appendix C as a starting value.) Which value do you trust more?



Hint: Use also other compound properties that are available or that can be estimated



to perform simple plausibility tests on the experimental vapor pressure and aqueous solubility data of BC at 25°C.



i = benzyl chloride (BC)



T, = -3 9°C Tb = 179.3"C p:L (25OC) = 1.7 x bar C;; ( 2 5 0 ~ =3.5 ) x 10-~m01.~
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P 6.5 Experimental Determination of the Air- Water Partition Constant of CFJ (From Roberts, 1995) Not all stratospheric ozone destruction is caused by freons: up to 25% of the Antarctic “ozone hole” has been attributed to halons, compounds frequently used as fire extinguishers. A halon is a bromofluorocarbon; examples include CF3Br, CF,BrCl, and BrF2C-CF,Br. Because of their potential for damage to the environment, production of halons was banned as of Jan. 1, 1994 as part of an international agreement, although use of fire extinguishers containing halons is still allowed. Nevertheless, the chemical industry is still anxiously searching for alternatives to halons. One such promising alternative that has emerged is CF31,a gas with a boiling point of -22.5”C. You are trying to measure the air-water partition constant of CFJ. The method you are using is one of multiple equilibration. Essentially, a glass syringe containing 17 mL of water (but no headspace) is initially saturated with CF31.A very small sample (1 pL) of the aqueous phase is removed and is injected into a gas chromatograph, and the peak area is recorded (“initial peak area”). Next, 2 mL of air is drawn up into the syringe, which is closed off and shaken for 15 minutes to equilibrate the air and water phases. The air phase is dispelled from the syringe, 1 pL of the aqueous phase is injected into the GC, and the new peak area is recorded (“first equilibration”). The process of adding 2 mL of air, shaking the syringe, dispelling the gas phase, and reanalyzing the aqueous phase is repeated several times:



i 1. Fill with saturated CF,I solution; analyze



2. Add 2 mL air to 17 mL water; equilibrate



I



3 . Dispel air and reanalyze



4. Repeat steps 2 and 3 as required. Shown below are data for CF31that you have obtained using the technique just described. Derive a mathematical relationship between peak area and the number of equilibration steps, and use this relationship to determine the Ki, value for this compound from the appropriate regression of the experimental data provided. Assume that the peak area is linearly proportional to the concentration of CFJ in the aqueous phase. Experimental data (note all equilibrations conducted at room temperature):
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Equilibration Number Peak Area (mV .s)



0 0 1 1 2 2 3 3 4 4 5 5



Equilibration Number Peak Area (mV .s) 6 7 7 7 8 8 9 9 10 10 11 11



583.850 532.089 287.789 291.891 152.832 158.352 95.606 105.630 61.371 56.450 41.332 36.07 1



21.370 13.726 11.134 10.581 7.285 5.282 4.435 3.173 1.726 2.606 1.440 1.754



Hint: Make yourself clear that the peak area remaining after the headspace is dispelled after an equilibration (i.e., the nth one) is related to the peak area determined in the previous measurement (i.e., the (n- 1)th equilibrium) by: (Area)measured at equil. n =fw .(Area)measured at equil. n-1 wheref, is the fraction of the total mass present in the water at equilibrium. Note that



f, is constant because the air-to-water volume ratio is always the same, and because it can be assumed that Ki,,is independent of concentration. P 6.6 Purge and Trap: How Long Do You Need to Purge to Get 90% of a Given Compound Out of the Water?



The purge-and-trap method (see Section 6.4) is a common method to enrich volatile organic compounds from water samples. In your apparatus, you purge a 1 L water sample with a gas (air) volume flow of 1.5 L gas per minute at a temperature of 25°C. The compounds that you are interested in include tetrachloroethene, chlorobenzene and methyl-t-butylether (MTBE). Calculate the time required to purge 90% of each compound from the water. Any comments? How much time would you save if you would increase the temperature from 25OC to 35"C? What could be a problem when raising the temperature too much? You can find all necessary data in Appendix C and in Table 6.3.



tetrachloroethere



chbrobenzene



methyl-t-butylether
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Comparison of Different Organic Solvent-Water Systems General Comments LFERs Relating Partition Constants in Different Solvent-Water Systems Model for Description of Organic Solvent-Water Partitioning Illustrative Example 7.1: Evaluating the Factors that Govern the Organic Solvent- Water Partitioning of a Compound



7.4



The n-Octanol-Water Partition Constant General Comments Availability of Experimental Data One-Parameter LFERs for Estimation of Octanol-Water Partition Constants Polyparameter LFERs for Estimation of the Octanol-Water Partition Constant The Atom/Fragment Contribution Method for Estimation of the OctanolWater Partition Constant Illustrative Example 7.2: Estimating Octanol- Water Partition Constants from Structure Using the Atom/Fragment Contribution Method Illustrative Example 7.3:Estimating Octanol- Water Partition Constants Based on Experimental Kiow> of Structurally Related Compounds
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Dissolution of Organic Compounds in Water from Organic Liquid Mixtures-Equilibrium Considerations (Advanced Topic) Illustrative Example 7.4: Estimating the Concentrations of Individual PCB Congeners in Water that Is in Equilibrium with an Aroclor and an Aroclor/Hydraulic Oil Mixture
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Introduction In this chapter wc will focus on the equilibrium partitioning o f neutral organic compounds between aqueous solutions and water-immiscible, well-defined organic liquids. Our focus will be on situations in which the organic compound is present at a low enough concentration that it does not have a significant impact on the properties of either bulk liquid. As will be discusscd in Chapters 9 to 11, the distribution of neutral organic compounds between water and natural solids (e.g., soils, sediments, and suspended particles) and organisms can in many c a m be viewed as a partitioning process between the aqueous phase and organic phases present in those solids. This conceptualization cvcn applies somewhat to “solids” that are alive! As early as 1900, investigators studying thc uptake of nonpolar drugs by organisms discovered that they could use watcr-immiscible organic solvents like olive oil or n-octanol as a reasonable surrogatc for organisms insofar as accumulation of pharmaceutically important organic molecules from the water was concemcd (Mcycr, 1899; Overton, 1899). Although the extent of uptake from water into these solvents was not identical to that into organisms, it was proportional. That is, within a series of’ compounds, higher accumulation into an organism corresponded to more favorable partitioning into the organic solvent. More recently, environmental chemists have found similar correlations with soil humus and other naturally occurring organic phascs (Chapter 9).



Furthermore, knowledge of the molecular factors that dctermine the partitioning of an organic compound betwcen a liquid organic phase and watcr is of great interest in environmental analytical chemistry. This is particularly important when dealing with enrichment (i.e., extraction from water samplcs) or separation steps (i.e., revcrscd-phase liquid chromatography). Finally, understanding pure solvent-water partitioning will also be applicable to the problem of dissolving organic compounds in water when those organic substances are present in complex mixtures. In practice. we necd such knowledge whcn dealing with contamination of the environment by mixtures such as gasoline, petroleum, or PCBs (Section 7.5). We start, howcvcr, with some general thermodynamic considerations (Section 7.2). Then, using our insights gained in Chapter 6, we compare solvent-water partition constants of a serics of model compounds for different organic solvents of different polarity (Section 7.3). Finally, because ti-octanol is such a widely used organic solvent in environmental chemistry> we will discuss the octanol-water partition constant in somewhat more detail (Section 7.4).



Thermodynamic Considerations The Organic Solvent-Water Partition Constant In Section 3.4, wc derived the equilibrium partition constant of a compound between two bulk liquid phases (Eq. 3-40). Denoting the organic phase with a subscript 6 , we
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express the organic solvent-water partition constant on a mole fraction basis (superscript prime) as:



Hence, Klbwis simply given by the ratio of the activity coefficients of the compound in water and in the organic phase. Note that this result applies whether the partitioning compound is a gas, liquid, or solid as a pure substance under the conditions of interest because the dissolved molecules exist in a liquid-like form in both phases. For many of the compounds of interest to us, we know that xwcan be quite large (e.g., lo2 to >lo8, see Table 5.2). In contrast, in most organic solvents, organic compounds exhibit rather small activity coefficients (e.g., < 1 to lo2, see Tables 3.2 and 6.1). Consequently, we can expect that in many cases, the magnitudes of organic solvent-water partition constants will be dominated by xw.As a result, within a series of structurally related compounds, we may generallyfind increasing organic solvent-water partition constants with decreasing (liquid) water solubilities [recall . Cis;lt(L))-' ; Section 5.21. that yiw z y:;t is given by



(vw



A more common way of expressing organic solvent-water partition constants is to use molar concentrations in both phases (Eq. 3-45):



vw



6



where and are the molar volumes of water and the organic solvent, respectively. Note that in Eq. 7-2 we have to use the molar volumes of the mutually saturated liquid phases (e.g., water which contains as much octanol as it can hold and water-saturated octanol). Considering the rather limited water solubility of most water-immiscible organic solvents, we can assume that we can often justifiably use the molar volume of pure water (i.e., 0.018 L.mo1-' at 25°C). Similarly for apolar and weakly polar organic solvents, we may use the molar volume of the water-free solvent. Only for some polar organic solvents, may we have to correct for the presence of water in the organic phase (e.g., water-wet n-octanol has a value of 0.13 L -mol-' as compared to 0.16 L .mol-' for "dry" octanol). If we may assume that the mutual saturation of the two liquid phases has little effect on xWand y i j , we may relate KIewto the respective air-solvent and air-water partition constants (see Eq. 6- 11): (7-3) Effect of Temperature and Salt on Organic Solvent-Water Partitioning As for any partition constant, over a temperature range narrow enough that the enthalpy of transfer may be assumed nearly constant, we may express the temperature dependence of Kitw by:



In Kirw= - A t w Hi 1 + constant R T



(7-4)
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where ArwHi is the enthalpy of transfer of i from water to the organic solvent. This enthalpy difference is given by the difference between the excess enthalpies of the compound in the two phases:



A,,H, = H$ -Hi",



(7-5)



The magnitude of the excess enthalpy of a given compound in the organic phase depends, of course, on the natures of both the solvent and the solute. For many compounds H,"w has a fair1 small absolute value (e.g., Table 5.3). Substantial deviation from zero (i.e., I H E >10 kJ.mo1-l) occurs for some small monopolar compounds (e.g., diethylether, H E = - 20 kJ.mol-I) and for large apolar or weakly monopolar compounds (e.g., PCBs, PAHs which exhibit positive H,"w values, Table 5.3). Typically, HZ for organic solutes and organic solvents does not exceed f 1 0 kJ.mol-' (Section 6.3). Exceptions include small bipolar compounds in apolar solvents (e.g., the excess enthalpy of solution for ethanol in hexadecane is +26 kJ .mol-I, see Table 3.3). Since, at the same time, such compounds tend to have negative H,"w values, the AewH,value may become substantial (e.g., +36 kJ.mol-l for hexadecane-water partitioning of ethanol, Table 3.4). However, for the majority of cases we are interested in, we can assume that organic solvent-water partitioning is only weakly dependent on temperature.



7



Using a similar approach, one may deduce how other factors should influence organic liquid-water partitioning. For example, we know that the addition of common salts (e.g., NaC1) to water containing organic solutes causes the aqueous activity coefficients of those organic solutes to increase. Since ionic substances are not compatible with nonpolar media like apolar organic solvents, one would not expect salt to dissolve in significant amounts in organic solvents. Consequently, the influence of salt on activity coefficients of organic solutes in organic solvents would likely be minimal. Combining these insights via Eq. 7.2, we can now calculate that the influence of salt on organic liquid-aqueous solution partitioning of organic compounds will entirely correspond to the impact of this factor on the aqueous activity coefficient, and hence (see Eq. 5-28):



Comparison of Different Organic Solvent-Water Systems General Comments Since the organic solvent-water partition constant of a given compound is determined by the ratio of its activity coefficients in the two phases (Eq. 7-2),we can rationalize how different compounds partition in different organic solvent-water systems. Consider the values of log Kitw for a series of compounds i partitioning into five organic solvents 1 exhibiting different polarities (Table 7.1). First, focus on the partitioning behavior of the apolar and weakly monopolar compounds (octane, chlorobenzene, methylbenzene). These undergo primarily vdW interactions (ie., n-octane, chlorobenzene, methylbenzene for which a,and piare small or even zero). In general, such compounds partition very favorably from water into organic
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Data from Hansch and Leo (1979). (a;/ p i ) ; Abraham et al. (1994a). The a; and p; values correspond to the values of the solvents when present as solute! They are not necessarily identical when the compounds act as solvent. However, they give at least a good qualitative idea of the polar properties of the solvent.
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Table 7.1 Organic Solvent-Water Partition Constants of a Series of Compounds for Various Organic Solvents at 25°C a
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solvents. This is not too surprising since these compounds have rather large yi,-values (Chapter 5). Furthermore, their log Kiew, values do not vary much among the different organic solvents. For example, n-octane’s partition coefficients vary only by about a factor of 4 for the five solvents shown in Table 7.1. For the strictly apolar solutes, lower values of log Kit, , can be expected in bipolar solvents such as n-octanol. In the case of such a bipolar solvent, some so1vent:solvent polar interactions have to be overcome when forming the solute cavity. In contrast, partitioning from water into organic solvents may be somewhat enhanced if the solvents exhibit complementary polarity to monopolar solutes. One example is the partitioning of methylbenzene (toluene) between water and trichloromethane (Table 7.1). Each additional polar effect may become very substantial if the solute is strongly monopolar. This is illustrated by the trichloromethanewater partition constants of pyridine and acetone. Both of these solutes are quite strong H-acceptors or electron donors (i.e., pi 0.5). This causes these solutes to be strongly attracted to trichloromethane’s hydrogen and results in significantly higher log K,, values of these two compounds than for the other solvent-water systems. Note that the electron-accepting properties of trichloromethane (and of other polyhalogenated methanes and ethanes, e.g., dichloromethane, see Table 6.1) make such solvents well suited for the extraction of electron-donating solutes from water or other environmentally relevant matrices including soil or sediment samples. When considering bipolar solutes (e.g., aniline, 1-hexanol, phenol, hexanoic acid), we can see that depending on the relative magnitudes of the solvent’s a, and pi values, so1ute:solvent interactions may become quite attractive. For example, for aniline, for which a, < pi,trichloromethane is still the most favorable solvent, whereas for phenol (a,> pi), diethylether wins over the others. Finally, due to the lack of polar interactions in hexane, bipolar solutes partition rather poorly from water into such apolar solvents (Table 7.1).



LFERs Relating Partition Constants in Different Solvent-Water Systems Often we may want to quantitatively extrapolate our experience with one organic solvent-water partitioning system to know what to expect for new systems. This is typically done using a linear free energy relationship of the form: log KilW= a . log Kj2, + b



(7-7)



where partitioning of solute, i, between some organic liquid, 1, and water is related to the partitioning of the same solute between another organic liquid, 2, and water. However, we should recall from our qualitative discussion of the molecular factors that govern organic solvent-water partitioning that such simple LFERs as shown in Eq. 7-7 will not always serve to correlate Klcwvalues of a large variety of compounds for structurally diverse solvent-water systems. Nonetheless, there are numerous special cases of groups of compounds and/or pairs of organic solvents for which such LFERs may be applied with good success. Obvious special cases include all those in which the molecular interactions of a given group of compounds are similar in nature in both organic phases. This is illustrated in Fig. 7.1 for the two solvents hexadecane and octanol (subscripts h and 0,respectively). In this case, a
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Figure 7.1 Plot of the decadic logarithms of the hexadecane-water partition constants versus the octanol-water constants for a variety of apolar, monopolar, and bipolar compounds. Data from Abraham (1994b). The a and b values for some LFERs (Eq. 7-7) are: apolar and weakly monopolar compounds (a = 1.21, b = 0.43; Eq. 7-8), aliphatic carboxylic acids (a = 1.21, b = -2.88), and aliphatic alcohols (a = 1.12, & = -1.74).
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good correlation is found for all apolar and weaklypolar compounds, for which the vdW interactions are the dominating forces in both organic solvents: log KW



= 1.21 (k 0.02) * log &ow



- 0.43 (rtr



(N = 89, R2 = 0.97)



0.06)



(7-8)



The slope of greater than 1 in Eq. 7-8 indicates that structural differences in the solutes have a somewhat greater impact on their partitioning behaviors in the hexadecane-water, as compared to the octanol-water system. This can be rationalized as arising from the different free-energy costs related to the cavity formation in the two solvents, which is larger in the bipolar octanol (see discussion in Chapter 6).



A second important feature shown in Fig. 7.1 is that, for the two organic solvents considered, the more polar compounds do not fit well in the LFER expressed in Eq. 7-8. This is particularly true for bipolar solutes. Here, LFERs may be found only for structurally related compounds. For example, good correlations exist for a homologous series of compounds such as the aliphatic carboxylic acids or the aliphatic alcohols. In these cases, within the series of compounds, the polar contribution is constant; that is, the compounds differ only in their ability to undergo dispersive vdW interactions. This example shows that we have to be carefkl when applying one-parameter LFERs to describe systems in which more than one intermolecular interaction is varying. Such is the case when we are dealing with diverse groups of partitioning chemicals and/or with structurally complex organic phases including natural organic matter (Chapter 9) or parts of organisms (Chapter 10). If we are, however, aware of the pertinent molecular interactions that govern the partitioning of a given set of organic compounds in the organic phase-water
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systems considered, appropriately applied one-parameter LFERs of the type Eq. 7-7 may be extremely useful predictive tools.



Model for Description of Organic Solvent-Water Partitioning Multiparameter LFERs for description of air-organic solvent (Eq. 6- 13, Table 6.2) and air-water (Eq. 6-21) partition constants have been developed. If we can assume that dissolution of water in the organic solvent and of the organic solvent in the water have no significant effects on the partitioning of a given compound, the organic solvent-water partition constant, K,, is equal to Kia, divided by Kid(Eq. 7-3). Consequently, we can develop a multiparameter equation for K,, and immediately deduce the coefficients from these earlier LFERs:



In this case, the coefficients s, p , a, b, v, and constant in Eq. 7-9 reflect the differences of the solvent interaction parameters (i.e., dispersive, polar, H-donor, H-acceptor properties, and cavity formation) for water and organic solvent considered. As for the other multiparameter LFERs discussed in earlier chapters, for a given solvent-water system, these coefficients can be obtained by fitting an appropriate set of experimental Kiewvalues using the chemical property parameters vi,, nDi,ni,a , and pi. If such experimental data are not available, but if a multiparameter LFER has been established for the corresponding air-organic solvent system (Eq. 6-13, Table 6.2), Eq. 7-9 can be derived by simply subtracting Eq. 6-13 from Eq. 6-21, provided that we are dealing with water-immiscibleorganic solvents. Conversely, a multiparameter LFER for air-solvent partitioning can be obtained by subtracting Eq. 7-9 from Eq. 6-21. When doing so, one has to be careful to use equations that have been established with the same molecular parameter sets (e.g., the same calculated molar volumes (see Box 5. l), as well as the same compilations of published q, a,, and pi values. Furthermore, the equations that are combined should preferably cover a similar range of compounds used for their derivation. Finally, we should note again that we are assuming that dissolution of water in the organic solvent and of the organic solvent in the water have no significant effect on the partitioning of a given compound (Section 6.3). Such multiparameter LFERs have been developed for a few organic solvent-water systems (Table 7.2.) The magnitudes of the fitted coefficients, when combined with an individual solute’s V,, nDi,n, a , p, values, reveal the importance of each intermolecular interaction to the overall partitioning process for that chemical. To interpret the various terms, we note that these coefficients reflect the differences of the corresponding terms used to describe the partitioning of the compounds from air to water and from air to organic solvent, respectively (see Chapter 6). Some applications of Eq. 7-9 are discussed in Illustrative Example 7.1.
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Illustrative Example 7.1



Evaluating the Factors that Govern the Organic Solvent-Water Partitioning of a Compound Problem and the n-octanol-water (In K,,,) Calculate the n-hexadecane-water (In partition constants at 25°C of n-octane (Oct), 1-methylnaphthalene (1-MeNa), and 4-t-butylphenol (4-BuPh) using the polyparameter LFER, Eq. 7-9, with the coefficients given in Table 7.2. Compare and discuss the contributions of the various terms in Eq. 7-9 for the three compounds in the two solvent-water systems. Note that the three compounds have already been used in Illustrative Example 5.2 to evaluate the polyparameter LFER describing the aqueous activity coefficient.



Answer n-octane (Oct)



p:L = 1826 Pa



Kx = 123.6 cm3 rno1-l n,,



=



1.397



n, = o a, = o



P, = o



Get the nDivalues of the compounds from Lide (1995). Use the a,, piand n,values given in Tables 4.3 and 5.5. The resulting data sets for the three compounds are given in the margin. Insertion of the respective values into Eq. 7-9 with the appropriate coefficients (Table 7.2) yields the following results: ~-~



Term s . disp. vdW a



p:L = 8.33 Pa



V,, = 122.6 cm3 mol-' nD, = 1.617 n, =0.90



a,



p,



=o



= 0.20



4-f-butylphenol (4-BuPh) p:L = 6.75 Pa



V,,



= 133.9 cm3 mo1-l n,, = 1.517 7c, =0.89 ar = 0.56 0, = 0.39
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-0.25



12.8



11.2



9.24



8.96



2.85



7.58



13.3



11.9



9.21



9.19



2.20



7.23



+P I-methylnaphthalene (1 -MeNa)
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+ constant In
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First, note that the three compounds are of similar size. Hence, the two terms that reflect primarily the differences in the energy costs for cavity formation and the differences in the dispersive interactions of the solute (i.e., v. yi, and s. disp. vdW) in water and in the organic solvent are of comparable magnitudes for the three compounds. Note that the values in the table reflect variations on a natural logarithm scale. So, for example, the effect of the product, v . V,, , is to vary K,,, by a factor of 5 between these compounds and the product, s .disp vdW, also contributes a factor of 5 variation to these compounds' K,,, values. Because of the higher costs of cavity formation in the water as compared to n-hexadecane and n-octanol, both terms promote partitioning into the organic phase (i.e., they have positive values). This
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promoting effect is somewhat larger in the n-hexadecane-water system than in the noctanol-water system because of the somewhat higher costs of forming a cavity in the bipolar solvent, n-octanol. Significant differences in the partition constants of the three compounds, in particular for the n-hexadecane-water system, are also due to the polar interactions, also including the dipolarity/polarizability parameter, n,. For the two organic solvent-water systems considered, due to the strong polar interactions of mono- and bipolar compounds in the water as compared to the organic phase, all these terms are negative. Therefore, these polar intermolecular interactions decrease the Kiewvalue. These polar effects are more pronounced in the n-hexadecane-water system (e.g., 1-MeNa partitioning reduced by a factor of 26) as compared to the n-octanol-water system (e.g., 1-MeNa partitioning reduced by a factor of 10). Finally, with respect to the H-acceptor properties of the solvents (a-term), water and n-octanol are quite similar. Therefore, for a hydrogen-bonding solute like 4-BuPh, the corresponding product, a . (ai),is close to zero. This is not the case for the hexadecane-water system where loss of hydrogen bonding in this alkane solvent causes both the H-acceptor and H-donor terms to contribute factors of about 100 to 4-BuPh's value of I&,.



The n-Octanol-Water Partition Constant General Comments Because n-octanol is still the most widely used organic solvent for predicting partitioning of organic compounds between natural organic phases and water, we need to discuss the octanol-water partition constant, K,,,, in more detail. Note that in the literature, K,,, is often also denoted as P or Po, (forpartitioning). From the preceding discussions, we recall that n-octanol has an amphiphilic character. That is, it has a substantial apolar part as well as a bipolar functional group. Thus, in contrast to smaller bipolar solvents (e.g., methanol, ethylene glycol), where more hydrogen bonds have to be disturbed when creating a cavity of a given size, the free-energy costs for cavity formation in n-octanol are not that high. Also, the presence of the bipolar alcohol group ensures favorable interactions with bipolar and monopolar solutes. Hence, n-octanol is a solvent that is capable of accommodating any kind of solute. As a result, the activity coefficients in octanol (Fig. 7.2) of a large number of very diverse organic compounds are between 0.1 (bipolar small compounds) and 10 (apolar or weakly polar medium-sized compounds). Values of '/io exceeding 10 can be expected only for larger hydrophobic compounds, including highly chlorinated biphenyls and dibenzodioxins, certain PAHs, and some hydrophobic dyes (Sijm et al., 1999). Therefore, the K,, values of the more hydrophobic compounds (i.e., '/iw >> lo3) are primarily determined by the activity coefficients in the aqueous phase.
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Figure 7.2 Plot of the decadic logarithms of the octanol-water partition constants versus the aqueous activity coefficients for a variety of apolar, monopolar, and bipolar compounds. The diagonal lines show the location of compounds with activity coefficients in octanol (calculated using Eq. 7-2) of 0.1, 1, 10, and 100, respectively.
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For sets of compounds with the same functional group and variations in their apolar structural portion, we can also see that xois either constant or varies proportionally to l/iw(Fig. 7.2). Thus, for such groups of compounds, we find one-parameter LFERs of the type: log Ki,,= a.log l/iw+ b



(7-10)



Since l/iwis more or less equal to y$ for many low solubility compounds (xw> ca. 50), we have y,, .C;'(L))-l. Considering such sets of compounds, we can rewrite Eq. 7-10 as:



=(v,



log K,,, = -0.log c;;t(L)



+ b'



(7-1 1)



v, = b + 1.74 a (at 25°C). Note that in Eq. 7-11, C:G'(L)



where b' = b - a.log expressed in mol .L-' .



is



Such correlation equations have been derived for many classes of compounds (Table 7.3). These examples illustrate that very good relationships are found when only members of a specific compound class are included in the LFER. One can also reasonably combine compound classes into a single LFER if only compounds that exhibit similar intermolecular interaction characteristics are used (e.g., alkyl and chlorobenzenes; aliphatic ethers and ketones; polychlorinated biphenyls and polychlorinated dibenzodioxins). When properly applied, LFERs of these types may be quite useful for estimating K,,, from l/iwor C$'(L). Additionally, these relationships can be used to check new K,,, and/or C;;' (L) values for consistency.
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Eq. 7-10. Eq. 7-1 1 . Range of experimental values for which the LFER has been established. Number of compounds used for LFER. Only for compounds for which log Kiow> - 1.
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Table 7.3 LFERs Between Octanol-Water Partition Constants and Aqueous Activity Coefficients or Liquid Aqueous Solubilities at 25°C for Various Sets of Compounds: Slopes and Intercepts of Eqs. 7-10 and 7-1 1
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Availability of Experimental Data The most common experimental approaches for determination of octanol-water partition constants are quite similar to those for water solubility. These employ shake flask or generator column techniques (Mackay et al., 1992-1997). The “shake flask method,” in which the compound is partitioned in a closed vessel between given volumes of octanol and water, is restricted to compounds with K,,, values of less than about 105.The reason is that for more hydrophobic compounds the concentration in the aqueous phase becomes too low to be accurately measured, even when using very small octanol-to-water volume ratios. Hence, for more hydrophobic compounds “generator columns,” coupled with solid sorbent cartridges, are commonly used. Briefly, large volumes of octanol-saturated water (up to 10 L) are passed through small columns, packed with beads of inert support material that are coated with octanol solutions (typically 10 mL) of the compound of interest. As the water passes through the column, an equilibrium distribution of the compound is established between the immobile octanol solutions and the slowly flowing water. By collecting and concentrating the chemical of interest with a solid sorbent cartridge from large volumes of the effluent water leaving the column, enough material may be accumulated to allow accurate quantification of the trace level water load. This result, along with knowledge of the volume of water extracted and the concentration of the compound in the octanol, ultimately provides the K,,, value.



As for vapor pressure and aqueous solubility, there is quite a large experimental database on octanol-water partition constants available in the literature (see, e.g., Mackay et al., 1992-1997; Hansch et al., 1995). Up to Ki,,values of about 106, the experimental data for neutral species are commonly quite accurate. For more hydrophobic compounds, accurate measurements require meticulous techniques. Hence, it is not surprising to find differences of more than an order of magnitude in the Ki,,values reported by different authors for a given highly hydrophobic compound. Such data should, therefore, be treated with the necessary caution. Again, as with other compound properties, one way of deciding which value should be selected is to compare the experimental data with predicted values using other compound properties or Ki,, data from structurally related compounds. One-parameter LFERs for Estimation of Octanol-Water Partition Constants There are also various methods for estimating the Ki,,of a given compound. This can be done from other experimentally determined properties and/or by using molecular descriptors derived from the structure of the compound. We have already discussed some of the approaches (and their limitations) when evaluating the oneparameter LFERs correlating Ki,,with aqueous solubility (Eq. 7- 11, Table 7.3) or with other organic solvent-water partition constants (Eqs. 7-7 and 7-8). A related method that is quite frequently applied is based on the retention behavior of a given compound in a liquid-chromatographic system [high-performance liquid chromatography (HPLC) or thin-layer chromatography (TLC)]. Here, the organic solute is transported in a polar phase (e.g., water or a water/methanol mixture) through a porous stationary phase which commonly consists of an organic phase that is bound
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to a silica support (e.g., C2-C,8 alkyl chains covalently bound to silica beads). As the compounds of interest move through the system, they partition between the organic phase and the polar mobile phase. Hence, in analogy to organic solvent-water systems, particularly for sets of structurally related apolar or weakly polar compounds for which solute hydrophobicity primarily determines the partitioning behavior, good correlations between Kiowand the stationary-phaselmobile-phase partition constant, Ki,,,of a given compound may be obtained. Since, in a given chromatographic system, the travel time or retention time, ti, of a solute i is directly proportional to K,,,, an LFER of the following form is obtained: logKio,=a.logti+b



(7-12)



To compare different chromatographic systems, however, it is more useful to use the relative retention time (also called the capacity factor, k l ) . This parameter is defined as the retention of the compound relative to a nonretained chemical species, such as a very polar organic compound or an inorganic species such as nitrate:



kj' = [( ti - t o ) /to]



(7-13)



where to is the travel time of the nonretained species in the system. Eq. 7-12 is then written as: log Kiow= a .log[-]+



or:



b'



(7-14)



It should be pointed out that the coefficients a and b or b' in Eqs. 7-12 and 7-14 must be determined using appropriate reference compounds for each chromatographic system. With respect to the choice of the organic stationary phase and reference compounds (type, range of hydrophobicity) and the goodness of the LFER, in principle the same conclusions as drawn earlier for organic solvent-water systems are valid. For a given set of structurally related compounds, reasonably good correlations may be obtained. Finally, we should note that when using an organic solvent-water mixture as mobile phase, the (rather complex) effect of the organic cosolvent on the activity coefficient of an organic compound in the mobile phase (Section 5.4) has to be taken into account when establishing LFERs of the type Eqs. 7-12 and 7-14. In summary, appropriate use of chromatographic systems for evaluating the partitioning behavior of organic compounds between nonaqueous phases and water (e.g., octanol-water) offers several advantages. Once a chromatographic system is set up and calibrated, many compounds may be investigated at once. The measurements are fast. Also, accurate compound quantification (which is a prerequisite when using solvent-water systems) is not required. For more details and additional references see Lambert (1993) and Herbert and Dorsey (1995).
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Polyparameter LFERs for Estimation of the Octanol-Water Partition Constant It is also possible to estimate Kio, via polyparameter LFERs such as Eq. 7-9 (with the coefficients in Table 7.2), provided that all the necessary parameters are known for the compound of interest. Note that such polyparameter LFERs are also used to characterize stationary phases in chromatographic systems such as the ones described above (Abraham et al., 1997). Such information provides the necessary knowledge about the molecular interactions between a given set of compounds and a given stationary phase. This understanding is very helpful for establishing logical one-parameter LFERs (Eqs. 7-12 and 7-14) for prediction of K,, values.



The Atom/Fragment Contribution Method for Estimation of the Octanol-Water Partition Constant Finally, the fragment or group contribution approach is widely used for predicting Kio, values solely from the structure of a given compound. We have already introduced this approach in very general terms in Section 3.4 (Eqs. 3-57 and 3-58), and we have discussed one application in Section 6.4 when dealing with the prediction of the air-water partition constants (Eq. 6-22, Table 6.4). We have also pointed out that any approach of this type suffers from the difficulty of quantifying electronic and steric effects between hnctional groups present within the same molecule. Therefore, in addition to simply adding up the individual contributions associated with the various structural pieces of which a compound is composed, numerous correction factors have to be used to account for such intramolecular interactions. Nevertheless, because of the very large number of experimental octanol-water partition constants available, the various versions of fragment or group contribution methods proposed in the literature for estimating Ki,,(e.g., Hansch et al., 1995; Meylan and Howard, 1995) are much more sophisticated than the methods available to predict other partition constants, including Kjaw. The classical and most widely used fragment or group contribution method for estimating Ki,,is the one introduced originally by Rekker and co-workers (Rekker, 1977) and Hansch and Leo (Hansch and Leo, 1979; Hansch and Leo, 1995; Hansch et al., 1995). The computerized version of this method (known as the CLOGP program; note again the P is often used to denote Kiow)has been initially established by Chou and Jurs (1979) and has since been modified and extended (Hansch and Leo, 1995). The method uses primarily single-atom “fundamental” fragments consisting of isolated types of carbons, hydrogen, and various heteroatoms, plus some multiple-atom “fundamental” fragments (e.g., -OH, -COOH, -CN, -NO,). These fundamental fragments were derived from a limited number of simple molecules. Therefore, the method also uses a large number of correction factors including unsaturation and conjugation, branching, multiple halogenation, proximity of polar groups, and many more (for more details see Hansch et al., 1995). In the following, the atom/ fragment contribution method (AFC method) developed by Meylan and Howard (1995) is used to illustrate the approach. This method is similar to the CLOGP method, but it is easier to see its application without using a computer program. Here, we confine ourselves to a few selected examples of fragment coefficients and correction factors. This will reveal how the method is
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applied and how certain important substructural units quantitatively affect the noctanol-water partitioning of a given compound. For a more detailed treatment of this method including a discussion of its performance, we refer to the literature (Meylan and Howard, 1995). Using a large database of Kio, values, fragment coefficients and correction factors were derived by multiple linear regression (Tables 7.4 and 7.5 give selected values of fragment coefficients and of some correction factors reported by Meylan and Howard, 1995). For estimating the log Kio, value of a given compound at 25”C, one simply adds up all fragment constants,&, and correction factors, cj, according to the equation



where nk and nj are the frequency of each type of fragment and specific interaction, respectively, occurring in the compound of interest. The magnitudes of the individual atom/fragment coefficients give us a feeling for the contribution of each type of substructural unit (e.g., a functional group) to the overall Kio, of a compound. Recall that in most cases, the effect of a given subunit on Kiow is primarily due to its effect on the aqueous activity coefficient of the compound, and to a lesser extent on ‘/io. First, we note that any aliphatic, olefinic, or aromatic carbon atom has a positive fragment coefficient and therefore increases log Kiow.For aliphatic carbons, the coefficient decreases with increased branching. This can be rationalized by the smaller size of a branched versus nonbranched compound resulting in reduced cavity “costs.” Furthermore, because of the higher polarizability of n-electrons, olefinic and aromatic carbon atoms have a somewhat smaller coefficient as compared to the corresponding aliphatic carbon. Except for aliphatically bound fluorine, all halogens increase K,, significantly. This hydrophobic effect of the halogens increases, as expected, with the size of the halogens (i.e., I > Br > C1> F), and it is more pronounced for halogens bound to aromatic carbon as compared to halogens on aliphatic carbon. The latter fact can be explained by the interactions of the nonbonded electrons of the halogens with the n-electron system, causing a decrease in the polarity of the corresponding carbon-halogen bond. With respect to the functional groups containing oxygen, nitrogen, sulfur and phosphorus (see also Chapter 2), in most cases, such polar groups decrease log K,, primarily due to hydrogen bonding. This hydrophilic effect is, in general, more pronounced if the polar group is aliphatically bound. Again, interactions of nonbonded or z-electrons of the functional group with the aromatic n-electron system (i.e., by resonance, see Chapter 2) are the major explanation for these findings. Note that in the case of isolated double bonds, this resonance effect is smaller. It is only one-third to one-half of the effect of an aromatic system. As illustrated by the examples in Table 7.5, application of correction factors is necessary in those cases in which electronic and/or steric interactions of functional groups within a molecule influence the solvation of the compound. A positive correction factor is required if the interaction decreases the overall H-donor and/or
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Table 7.4 Selected Atompragment Coefficients,f, for log Kio, Estimation at 25°C (Eqs. 7-15 and 7-16) a AtomFragment Carbon -CH3 -CH2-CH< >C< =CH2 =CH- or =C
N-COO- (carbamate) >N-CO-N< (urea) al-COOH ar-COOH



-0.94 -0.28 -1.56 -1.27 -0.87 -0.20 -0.95 -0.7 I -0.52 0.16 0.13 1.05 -0.69 -0.12



Nitrogen-Containing Groups al-NH2 al-NHal-N< ar-NH2, ar -NH-, ar-N< al-N02 ar-N02 ar-N=N-ar al-C-N ar-C=N



-1.41 -1.50 -1.83 -0.92 -0.81 -0.18 0.35 -0.92 -0.45



Sulfur-Containing Groups al-SH ar-SH al-S-a1 ar-S-a1 al-SO-a1 ar-SO-a1 al-SO2-a1 ar-S02-al al-S02N< ar-S02N< ar-S03H



-0.40 0.05 -2.55 -2.1 1 -2.43 -1.98 -0.44 -0.21 -3.16



Data from Meylan and Howard (1995); total number of fragment constants derived: 130; a1 = aliphatic attachment, 01 = olefinic attachment; ar = aromatic attachment. a
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Table 7.5 Examples of Correction Factors, cj,for log Ki, Estimation at 25°C (E~s. 7-15 and 7-16) Description



cj



Description



Ci



Factors Involving Aromatic Ring Substituent Positions 1.19 o-N< /two arom. N o-OHI-COOH o-OH/-COO-(ester) 1.26 o-CH3/-CONSH



Thiophenol Ethanethol Aliphatic alcohols



/\SH



R”



OH



~~



a



From Dean (1985) and Lide (1995). See Eq. 8-21



0.70



< 0.001



3.33



< 0.001



6.50



0.240



10.61



>0.999



> 14



>> 0.999
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Table 8.2 Examples of Neutral Organic Bases Base i (B) Name



PKi, a Fraction in Neutral (Base) Form at pH 7 (= pKBH+) (25°C) (1-aJ



Structure



I I



i



Aliphatic and Aromatic Aminogroups (Ar - or R - N + H
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H
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Aniline



G



N,N-Dimethylaniline



-



Trimethylamine



i



H



2



0



3.99



0.999



4.63



0.996



5.12



0.987



< 0.001



H



11.12



< 0.001
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\\



( N+-H



N
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I N : +H + )



1.23



> 0.999



3.83



> 0.999



5.25



0.983



5.40



0.975



5.53



0.967



7.00



0.500



8.50



0.03 1



0..



Pyridine Isoquinoline



__



Benzimidazole



I-\



:N+/NYI



Benzotriazole



a



0.999



10.64



4-Chloropyridine



Imid az o1e



3.92



0.002



Heterocyclic Nitrogen



4-Nitropyridine



< 0.999



9.81



O



Piperidine



1.01



y-



mi^,



n-Hexylamine



i



2



1-Naphthylamine



4-Chloroaniline



A r - or R - N : + H + )



From Dean (1985) and Lide (1995). See Eq. 8-21.
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Table 8.3 Acidity Constants (pKi,) of Some Organic Acids and of H20 at Different Temperatures Acid (i) (HA, BH') 4-Nitrobenzoic acid Acetic acid 2-Nitrophenol Imidazole 4-Aminop yridine Piperidine H20 a



a



0°C



10°C



PKia 20°C



4.78 7.45 7.58 9.87 1 1.96 14.94



3.45 4.76 7.35 7.33 9.55 11.61 14.53



3.44 4.76 7.24 7.10 9.25 11.28 14.16



30°C



40°C



3.44 4.76 7.15 6.89 8.98 10.97 13.84



3.45 4.77 6.78 8.72 10.67 13.54



For structures see Tables 8.1 and 8.2. From Dean (1985) and Schwarzenbach et al. (1988)



K, = Kja. &, = (yL+[H+])(y& [OH-]) = 1.01X



(8-18)



at 25°C for pure water. Note that K, is strongly temperature dependent (see also Table D2, Appendix D). Using our pX nomenclature: PKia = P K -~PK,



(8-19)



From Eq. 8-19 it follows that the stronger the acid (low pKia), the weaker is the basicity of its conjugate base (high pK,), while the stronger the base (low pK,), the weaker its conjugate acid (high pKa).Thus, a neutral base with a pKibvalue < 3 (i.e., the pKia of the conjugate acid > 11!) will be present in water predominantly as a cation at ambient pH values. Some examples of important organic bases are shown in Table 8.2.



Effect of Temperature on Acidity Constants In analogy to the temperature dependence of equilibrium partition constants (Eqs. 3-47 to 3-54, Section 3.4), the effect of temperature on Kiaover a small temperature range can be described by: (8-20) where A&@ is the standard enthalpy of reaction of the reactions Eqs. 8-6 and 8-17, respectively. In general, A f l is very small for strong acids and increases with increasingpKiavalue. Hence, for stronger acids we may neglect the effect of temperature on K,, whereas for very weak acids this effect is very substantial. For example, the ionization constants of piperidine and water (K,) change by about one order of magnitude between 0 and 30°C, whereas for 4-nitrobenzoic acid or acetic acid almost no temperature dependence is observed (Table 8.3).
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Speciation in Natural Waters Given the pKi, of an organic acid or base, we can now ask to what extent this compound is ionized in a natural water; that is, what are the relative abundances of the neutral versus the charged species? The pH of a natural water is primarily determined by various inorganic acids and bases (e.g., H2C03,HCO,, CO:-) which are usually present at much higher concentrations than the compounds that interest us (Stumm and Morgan, 1996, Chapters 3 and 9). These acids and bases act as hydrogen ion buffers (pH buffers), meaning that the addition of a very small quantity of acid or base will lead to a much smaller change in pH as compared to a nonbuffered solution. We can easily visualize this buffering effect by the following simple example. Let us assume that a hypothetical acid-base pair has a pKia = 7.00, so its undissociated and its dissociated forms are present at equal concentrations in one liter of water, say mol .L-’. According to Eq. 8.14, the pH of this aqueous solution will then be: pH = 7.00 + log



10-~mol .L-’ = 7.00 10-~ mol .L-’



If we now add moles of a strong organic acid (i.e., we add moles H+), for example, 2,4,6-trinitrophenol (which would correspond to a total concentration of this compound of lop5mol L-’ or 2 mg .L-’), the pH would change by less than 0.01 units: pH = 7.00 + log



As a first approximation then, we may assume that adding a “trace” organic acid or base (where trace < 0.1 mM) to a natural water will, in most cases, not significantly affect the pH of the water.



h
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~0~~ 0 04 06
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go



0.99 x mol .L-’ = 6.991 1.01x10-~mol.~-’



For a given pH, we may now express the fraction of our organic acid (denoted as HA, the same holds for BH’) present in the acid form in the water, a,,, by: ~



~



I



-3 -2 -1 pK,, +I +2 +3



PH Figure 8.1 Fraction in acid form as function of pH. Note that at pH = pK,,, the acid and base forms are present at equal concentrations, i e., [HA] = [A 1; [BH’] = [B].



ara



=



-



1 [HAl+IA-l- 1+-[A- 1 [HA1 [HA1



-



(8-2 1)



1 1 + 10‘PH-PKm’



Tables 8.1 and 8.2 give calculated a,, and (1-a,,) values, respectively, for various acids and bases in water at pH 7. Fig. 8.1 shows schematically the speciation of a given acid (or base) as a function of pH. Some example calculations are given in Illustrative Example 8.1. It should be reemphasized that the neutral and ionic “forms” of a given neutral acid (base) behave very differently in the environment. Depending on the process considered, either the neutral or ionic species may be the dominant factor in the compound’s “reactivity,” even if the relative amount of that
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Illustrative Example 8.1



Assessing the Speciation of Organic Acids and Bases in Natural Waters Problem Calculate the fraction of (a) pentachlorophenol (PCP), (b) 3,4-dimethylaniline (DMA), and (c) ortho-phthalic acid (0-PA) present at 25°C as neutral species in a raindrop (pH = 4.0) and in lake water (pH = 8.0). For o-PA calculate also the fractions of the other two species present. Answer (a) For PCP, the acid form is the neutral species (i.e., fraction = a,,). Insertion of pK,, and the appropriate pH into Eq. 8-2 1 yields:



CI i= pentachlorophenol (PCP) PK,~ = 4.75



a,, at pH 4.0 = 0.85 and a,, at pH 8.0 = 0.00056 Answer (b) For DMA, the base form is the neutral species (ie., fraction = 1 - a,,).Hence, 1 - a, is given by (use Eq. 8-21):



Insertion of pKiaand pH into Eq. 1 yields: i = 3,4-dimethylaniline @MA) pK, = 5.28



FOOH



(1 - a,,) at pH 4.0 = 0.050 and (1 - aia)at pH 8.0 = 0.998



Answer (c) 0-PA is a diprotonic acid (i.e., H2A) with the two acidity constants (denote y;+ [H+l as W+H:



b C O O H



i = ortbphthalic acid



Hence, the fraction of the three species at a given pH can be expressed as:



(@PA) pK, = 2.89 = 5.51 pK,



mA-1 --KIal and [A2-] - Kial * Kia2 one gets: with {H'} [H2A]- {H+}2



[H2A-



In analogy, you can derive the equation for the other two species. The result is:
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1



Insertion of pKi,, and pKia and of the appropriate pH value into Eqs. 2 to 4 then yields



species is very low.



So far, we have dealt with organic acids and bases that possess only one acid or base group in the pK, range of interest. There are, however, compounds with more than one acid or base function. An example of a “two-protic acid” is given in Fig. 8 . 2 ~ . In such cases, it is possible that a molecule is present in aqueous solution as a doubly charged anion. Similarly, as illustrated by 1,2-diaminopropane in Fig. 8.2b, a “two-protic” base may form doubly charged cations. A very interesting case involves those compounds that have both acidic and basic functions, such as amino . it is not always possible acids and the hydroxy-isoquinolineshown in Fig. 8 . 2 ~Here to unambiguously specifL a proton transfer reaction in terms of the actual chemical species involved. In the case of a simple amino acid, for example, proton transfer may occur by two different pathways: R- CH- COOH I



R - CHL COOH



I



+ NH,



\



R - CH- COO-



I



NH2 R-YH-COO+NH, (“zwitterion”)



Although four microscopic acidity constants (Ki,,K:,, Ki2,K i 2 )may be defined, may be determined only two apparent (macroscopic) acidity constants Kal,and b, experimentally (Fleck, 1966, Chapter 5 ) : (8-22) By comparing the magnitude of K,, and K, with the K, values of structurally comparable acid functions, one can, however, conclude whether zwitterion formation is important. In the case of the amino acids with pKi,, = 2 to 3 and pKia2= 9 to 11, zwitterion formation is very likely, since pKialis very similar to that of a carboxylic acid carrying an electron-withdrawing a-substituent (compare with chloroacetic acid in Table 8. l), and the pKi, corresponds to that of an aliphatic amine (see examples )~ formation in Table 8.2). In contrast, for 7-hydroxy-isoquinoline(Fig. 8 . 2 ~zwitterion is very unlikely, since the pKi,, corresponds to that exhibited by the nitrogen in
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.-> Figure 8.2 Relative amounts of the conjugate acid-base species as a function of pH for some compounds exhibiting more than one acid or base moiety: ( a ) 4-hydroxy benzoic acid, (b) 1,2-diaminopropane, and ( c ) 7-hydroxy-isoquinoline.
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isoquinoline (Table 8.2), and the pKial is more typical of monosubstituted 2-naphthols (compare with 2-naphthol, Table 8.1). Finally, note that for compounds such as amino acids and hydroxy-isoquinolines, a pH value exists at which the average net charge of all species present is zero. This pH value is called the isoelectricpH and is given by: (8-23)



Chemical Structure and Acidity Constant Overview of Acid and Base Functional Groups Tables 8.1 and 8.2 give the range of pKia values for some important hnctional groups that have either proton-donor or proton-acceptor properties. As already pointed out, we are primarily interested in compounds having pKja values in the range of 3 to 11; therefore, the most important functional groups we have to consider include aliphatic and aromatic carboxyl groups, aromatic hydroxyl groups (e.g. phenolic compounds), aliphatic and aromatic amino groups, nitrogen atoms incorporated in aromatic compounds, and aliphatic or aromatic thiols. The range in pKia values for a given functional group may vary by many units because of the structural
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Table 8.4 Inductive and Resonance Effects of Some Common Substituents a Effect



Substituents Inductive



+I



0-,NIT, alkyl S02R, NH; ,NO2,CN, F, C1, Br, COOR, I, COR, OH, OR, SR, phenyl, NR2



-I



Resonance F, C1, Br, I, OH, OR, NH2,NR2,NHCOR, 0-,NHNO2, CN, C02R,CONH2,phenyl, COR, S02R



+R -R



From Clark and Perrin (1964). A plus sign means that the effect increases the pK,; a minus sign means that the effect decreases the pK,.



characteristics of the remainder of the molecule. Depending on the type and number of substituent groups on the aromatic ring, for example, the pKi, values for substituted phenols may differ by almost 10 units (Table 8.1). It is necessary, therefore, that we make an effort to understand the effects of various structural entities on the acid or base properties of a given functional group. To this end, we recall that the standard free energy, ArGo, for the proton dissociation reaction is given by the difference in the standard free energies of formation of the acid and conjugate base in aqueous solution (Eq. 8-11). Therefore, when comparing acidity constants of compounds exhibiting a specific acid or base functional group, the question is simply how much the rest of the molecule favors (decreases the free energy of formation) or disfavors (increases the free energy of formation) the ionic versus the neutral form of the compound in aqueous solution. Hence, we have to evaluate electronic and steric effects of substituents on the relative stability of the acid-conjugate base couple considered.



Inductive Effects Let us first consider a simple example, the influence of a chloro-substituent on the pKa of butyric acid: i=



PK,



CH,CH,CH,COOH



4.81



CH,CH,CH,COOH



I



CI



4.52



CH,CHCH,COOH



I



CI



4.05



CH,CH,CHCOOH



I



CI



2.86



In this example, we see that if we substitute a hydrogen atom by chlorine, which is much more electronegative than hydrogen (see Chapter 2), the pKa of the carboxyl group decreases. Furthermore, the closer the electron-withdrawing chlorine substituent is to the carboxyl group, the stronger is its effect in decreasing the pKa. We can intuitively explain these findings by realizing that any group that will have an electron-withdrawing effect on the carboxyl group (or any other acid function) will help to accommodate a negative charge and increase the stability of the ionized form. In the case of an organic base, an electron-withdrawing substituent will, of course, destabilize the acidic form (the cation) and, therefore, also lower the pKa. This effect is called a negative inductive effect (-1). Table 8.4shows that most functional groups with which we are concerned have inductive electron-withdrawing (-1) effects, and only a few have electron-donating (+I) effects such as, for example, alkyl groups:
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Figure 8.3 Effect of delocaliFation on the pK, of -OH and - NH, .



I =



pK,



CH,COOH



4.75



O f . 1 H I



-



CH,CH,COOH 4.87



As illustrated by the chlorobutyric acids discussed above, in saturated molecules inductive effects usually fall off quite rapidly with distance.



Delocalization Effects In unsaturated chemicals, such as aromatic or olefinic compounds (i.e., compounds with “mobile” n-electrons; see Chapter 2), the inductive effect of a substituent may be felt over larger distances (i.e., more bonds). In such systems, however, another effect, the delocalization ofelectrons, may be of even greater importance. In Chapter 2, we learned that the delocalization of electrons (i.e., the “smearing” of n-electrons over several bonds) may significantly increase the stability of an organic species. In the case of an organic acid, delocalization of the negative charge may, therefore, lead to a considerable decrease in the pK, of a given fbnctional group, as one can see from . comparing the pK, of an aliphatic alcohol with that of phenol (Fig. 8 . 3 ~ )Analogously, by stabilizing the neutral species, the delocalization of the free electrons of an amino group has a very significant effect on the pK, of the conjugated ammonium ion (see Fig. 8.3b). In the next step, we introduce a substituent on the aromatic ring which, through the aromatic n-electron system, may develop shared electrons (i.e., through “resonance” or “conjugation”) with the acid or base function (e.g., the -OH or -NH2 group). For
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example, the much lower pK, value of para-nitrophenol as compared with metanitrophenol may be attributed to additional resonance stabilization of the anionic species by the para-positioned nitro group (see Fig. 8.4). In the meta position, only the electron-withdrawing negative inductive effect of the nitro group is felt by the -OH group. Other substituents that increase acidity (i.e., that lower the pK,, “-R’ effect) are listed in Table 8.4. All of these substituents can help to accommodate electrons. On the other hand, substituentswith heteroatoms having nonbonding electrons that may be in resonance with thep-electron system, have an electron-donating resonance effect (+R, see examples given in Table 8.4),and will therefore decrease acidity (i.e., increase pK,). Note that many groups that have a negative inductive effect (-1) at the same time have a positive resonance effect (+R). The overall impact of such substituents depends critically on their location in the molecule. In monoaromatic molecules, for example, resonance in the meta position is negligible, but will be significant in both the ortho and para positions.



Proximity Effects Another important group of effects are proximity effects; that is, effects arising from the influence of substituents that are physically close to the acid or base function under consideration. Here, two interactions are important: intramolecular (within
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aromatic ring hindered



Figure 8.5 Examples of proximity effects on acidity constants: ( a )hydrogen bonding and (6) steric interactions.



the same molecule) hydrogen bonding and steric effects. An example of the effect of intramolecular hydrogen bonding is given in Fig. 8.5a. The stabilization of the carboxylate anion by the hydroxyl hydrogen in ortho-hydroxy-benzoic acid (salicylic acid) leads to a much lower pKal value and to a much higher pKa2value comparedwith para-hydroxobenzoic acid, in which no intramolelcular hydrogen bonding is possible. In some cases, steric effects may have a measurable impact on the pKa of a given acid or base function. This involves steric constraints that inhibit optimum solvation of the ionic species by the water molecules (and thus increase the PIC,), or hinder the resonance of the electrons of a given acid or base group with other parts of the molecule by causing these groups to twist with respect to one another and to avoid coplanarity. For example, the large difference found between the pKa of N,N-dimethylaniline and of N,N-diethylaniline (Fig. 8%) is partially due to the larger ethyl substituents that limit free rotation and, thus, the orientation of the free electrons of the nitrogen atom and, thus, their resonance with the n-electrons of the aromatic ring. In summary, the most important factors influencing the pKa of a given acid or base function are inductive, resonance, and steric effects. The impact of a substituent on the pKa depends critically on where the substituent is located in the molecule relative to the acid or base group. In one place, a given substituent may have only one of the mentioned effects, while in another location, all effects may play a role. It is quite difficult, therefore, to establish simple general rules for quantifying the effect(s) of structural entities on the pKa of an acid or base function. Nevertheless, in certain restricted cases, a quantification of the effects of substituents on the pKa value is possible by using LFERs. In the next section, we discuss one example of such an approach, the Hammett correlation for aromatic compounds. First, however, a few comments on the availability of experimental pKiavalues are necessary.
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Availability of Experimental Data; Methods for Estimation of Acidity Constants Experimental Data



Acidity has long been recognized as a very important property of some organic compounds. Experimental methods for determining acidity constants are well established, and there is quite a large database of pKiavalues of organic acids and bases (e.g., Kortiim et al., 1961; Perrin, 1972; Serjeant and Dempsey, 1979; Dean, 1985; Lide, 1995). The most common procedures discussed by Kortiim et al. (1961) include titration, determination of the concentration ratio of acid-base pairs at various pH values using conductance methods, electrochemical methods, and spectrophotometric methods. It should be again noted that pKia values reported in the literature are often “mixed acidity constants” (see Section 8.2), that are commonly measured at 20 or 25”C, and at a given ionic strength (e.g., 0.05 - 0.1 M salt solution). Depending on the type of measurement and the conditions chosen, therefore, reported pKiamay vary by as much as 0.3 pKaunits. Also, as discussed above, primarily depending on the strength of an acid or base, the effect of temperature may be more or less pronounced (Table 8.3). Estimation of Acidity Constants: The Hammett Correlation



In Chapters 6 and 7 we used LFERs to quantify the effects of structural entities on the partitioning behavior of organic compounds. In an analogous way, LFERs can be used to quantitatively evaluate the influence of structural moieties on the pKa of a given acid or base function, particularly if only electronic effects are important. Long ago, Hammett (1940) recognized that for substituted benzoic acids (see Fig. 8.6) the effect of substituents in either the meta orpara position on the standard free energy change of dissociation of the carboxyl group could be expressed as the sum of the free energy change of the dissociation of the unsubstituted compound, A r G i , and the contributions of the various substituents; ArGY: A,GO



= A,G;



+ CA,G;



(8-24)



i



To express the effect of substituentj on the pKa, Hammett introduced a constant q, that is defined as: -A,G; 0.= (8-25) 2.303 RT Since q differs for meta and para substitutions, there are two sets of q values, qmeta and qpm. Ortho substitution is excluded since, as we have already seen, proximity effects, which are dificult to separate from electronic factors, may play an important role. Since A$? = -2.303 RT log K,, we may write Eq. 8-24 in terms of acidity constants (note that in the following we omit the subscript i to denote the acid function): (8-26)
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Figure 8.6 Effect of ring substituents on the pK, of benzoic acid, phenyl acetic acid, and phenol.
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COOH



yI z



COOH
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- 0.09



-
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Substituted Phenols



NO2



4.11



3.90



0.17



.0.38



6 CI



CI



NO2



9.29



8.98



8.36



- 0.61



- 0.92



-1.54



Table 8.5 lists a,,,,, and a,!,,, values for some common substituent groups. Note that these ovalues are a quantitative measurement of the effect of a given substituent on the pK, of benzoic acid. As we would expect from our previous discussion, the sign of the o value reflects the net electron-withdrawing (positive sign) or electrondonating (negative sign) character of a given substituent in either the meta or para position. For example, we see that -NO2 and -C=N are strongly electron-withdrawing in both positions, while the electron-providing groups, -NH, or -N(CH,),, are strongly electron-donating in the para position, but show a much weaker effect in and qpara of a given substituent are the meta position. The differences between qmeta due to the difference in importance between the inductive and resonance effects which, as we mentioned earlier, may have opposite signs (see Table 8.4). Let us now examine the effects of the same substituents on the pK, of another group of acids, the substituted phenyl acetic acids. As we might have anticipated, Fig. 8.6 shows that each of the various substituents exerts the same relative effect as in their benzoic counterparts; however, in the case of phenyl acetic acid, the greater separation between
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Table 8.5 Hammett Constants for Some Common Substituents a Substituentj



oimeta qpZaSubstituentj



-H - CH3 - CH2CH3 - CH2CH2CH2CH3 - C(CH3)3 - CH = CH2 -Ph - CH20H - CH2C1 - CC13 - CF3 -F - c1 - Br -I - OH



0 .oo -0.06 -0.06 -0.07



a



-0.10



0.08 0.06 0.07 0.12 0.40 0.44 0.34 0.37 0.40 0.35 0.10



0.00 -0.16 -0.15 -0.16 -0.20 -0.08 0.01 0.08 0.18 0.46 0.57 0.05



-0CH3 -0COCH3 -CHO -COCH3 -COOCH3 -CN



qmeta qpm 0.1 1 0.36 0.36 0.38 0.33 0.62 -0.04 4.25 -0.15 0.73 0.25 0.13 0S O 0.68 0.05



-NH2



-NHCH3 - N(CH3)2 - NO2 -SH -SCH3 0.22 -SOCH3 0.23 -S02CH3 0.18 -SO5 -0.36



-0.24 0.31 0.22 0.50 0.45 0.67 -0.66 -0.84 -0.83 0.78 0.15 0.01 0.49 0.72 0.09



DTpara



-0.12 1.03 0.82 0.66 0.89



1.25



Values taken from Dean (1985) and Shorter (1994 and 1997). Phenyl.



substituent and reaction site makes the impact less pronounced than in the benzoic acid. Plotting pKKpKa values for meta- and para-substituted phenyl acetic acids versus C,q values results in a straight line with a slope p of less than 1 (Fig. 8.7). In this case, introduction of a substituent on the aromatic ring has only about half the effect on the pKa as compared with the effect of the same substituent on the pK, of benzoic acid. Thus, p is a measure of how sensitive the dissociation reaction is to substitution as compared with substituted benzoic acid and is commonly referred to as the susceptibilityfactor that relates one set of reactions to another. If we consider another group of acids, the substituted pphenyl propionic acids, where the substituents are located at even greater distances from the carboxyl group, yet smaller pvalues are expected and found (p=0.21, Fig. 8.7). If we express these findings in energetic terms, we obtain: A,GO



= A,G;



- p 2.303



RTCO,



(8-27)



1



The classical form of the Hammett Equation is Eq. 8.27, expressed in terms of equilibrium constants (i.e., acidity constants):



or:



(8-28)



Examples of pKaHand p values for quantification of aromatic substituent effects on the pKa values of various types of acids are given in Table 8.6.
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Figure 8.7 Hammett plots for rneta- and para-substituted phenols, phenylacetic acids, and 3phenylpropionic acids (data from Serjeant and Dempsey, 1979).



-1 -1



/:



, 0



I



C oj



1



2



i



Note that for compound classes such as phenols, anilines, and pyridines where the acid (base) function is in resonance with the aromatic ring, the p values obtained are significantly greater than 1 (Table 8.6); that is, the electronic effect of the substituents is greater than in the case of benzoic acid. values is applied with In many cases, the simple approach of using a,,, and a,para reasonable success. One should be aware, however, that good correlations are not always obtained, simply implying that in those cases one has not incorporated all of the molecular interactions into the LFER that play a role in that particular system. This is usually encountered when substituents exhibit a more complex interaction with the reaction center or when substituents interact with one another. A simple case where the general oconstants in Table 8.5 do not succeed in correlating acidity constants is when the acid or base function is in direct resonunce with the substituent. This may occur in cases such as substituted phenols, anilines, and pyridines. For example, owing to resonance (see Fig. 8.4), apara nitro group decreases constant the pKa of phenol much more than would be predicted from the qpara obtained from the dissociation of p-nitrobenzoic acid. In such “resonance” cases (another example would be the anilines), a special set of ovalues (denoted as oYpara) has been derived (Table 8.5) to try to account for both inductive and resonance
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Table 8.6 Hammett Relationships for Quantifications of Aromatic Substituent Effects on the Toxicity of Various Acids 0



PK, (pK, of unsubstituted compound)



Acid



CH,-CH,-COOH



P



4.55



0.21



3.17



0.30



4.30



0.49



4.19



1.00 (by definition)



9.90



2.25



4.63



2.90



5.25



5.90



X,R 0- CH,



- COOH



X,R



(3-



X,R



/Y/



CH,



-COOH



"Eq.8-28; Data from Williams (1984). *Use a,;,, instead of qFafor substituents that are in direct resonance will the acid function (Table 8.5).



effects. If these values are employed, good correlations are obtained, as shown for meta- and para-substituted phenols in Fig. 8.7. We have stated earlier that because of proximity effects, no generally applicable values may be derived for ortho substitution. Nevertheless, one can determine a values for a specific type of reaction, as for example, for the set of apparent qoA0 dissociation of substituted phenols. Table 8.7 gives such apparent qortho constants for estimating pKa values of substituted phenols and anilines. Of course, in cases of multiple substitution, substituents may interact with one another, thereby resulting in larger deviations of experimental from predicted pKa values. Some example calculations using the Hammett equation are given in Illustrative Example 8.2. In our discussion of the Hammett correlation, we have confined ourselves mostly to benzene derivatives. Of course, a similar approach can be taken for other aromatic systems, such as for the derivatives of polycyclic aromatic hydrocarbons and heterocyclic aromatic compounds. For a discussion of such applications, we refer to
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Table 8.7 Examples of Apparent Hammett Constants for ortho-Substitution in Phenols and in Anilines a Substituentj - CH3 - CHZCH2CH2CH3 - CH20H



-F -



c1



- Br



-I a



Ophenols rortho



Oyilines iortho



-0.13 -0.18 0.04 0.54 0.68 0.70 0.63



0.10



0.47 0.67 0.71 0.70



Oanilines



Substituentj - OH -OCH3 -CHO -NH2 -NO2



rortho



0.00 0.75 1.24



-0.09 0.02 0.00 1.72



Data from Clark and Penin (1964)and Barlin and Pemn (1966).



papers by Clark and Perrin (1964), Barlin and Perrin (1966), and Perrin (1980). Using the Hammett equation as a starting point, a variety of refinements using more sophisticated sets of constants have also been suggested. The interested reader can find a treatment of these approaches, as well as compilations of substituent constants, in various textbooks (e.g., Lowry and Schueller-hchardson, 1981; Williams, 1984; Exner, 1988) and in data collections ( e g , Harris and Hayes, 1982; Dean, 1985; Hansch et al., 1991, 1995). These references also give an overview of parallel approaches, such as the Tuft correlation developed to predict pK, values in aliphatic and alicyclic systems. In summary, in this section we have discussed the electronic and steric effects of structural moieties on the pK, value of acid and base h c t i o n s in organic molecules. We have seen how LFERs can be used to quantitatively describe these electronic effects. At this point, it is important to realize that we have used such LFERs to evaluate the relative stability and, hence, the relative energy status of organic species in aqueous solution (e.g., anionic vs. neutral species). It should come as no surprise then that we will find similar relationships when dealing with chemical reactions other than proton transfer processes in Chapter 13.



Illustrative Example 8.2



Estimating Acidity Constants of Aromatic Acids and Bases Using the Hammett Equation Problem Estimate the pK, values at 25°C of (a) 3.4,5-trichlorophenol (3,4,5-TCP), (b) pentachlorophenol (PCP), (c) 4-nitrophenol (4-NP), (d) 3,4-dimethylaniline (3,4DMA, pK, of conjugate acid), and (e) 2,4,5-trichlorophenoxyacetic acid (2,4,5-T) Use the Hammett relationship Eq. 8-26:



to estimate the pK, values of compounds (a)-(e). Get the necessary a/, pK,,, and p values from Tables 8.5, 8.6, and 8.7.
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Answer (a)



3,4,5-TCP pKa = 9.90 - (2.25) [2 (0.37)



+ 0.221 = 7.74



The reported experimental value is 7.73 (Schellenberg et al., 1984). QH



Answer (b) I



CI TCP



pKa = 9.90 - (2.25) [2 (0.68) + 2 (0.37)+0.22] = 4.68



The reported experimental values are 4.75 (Schellenberg et al., 1984), and 4.83 (Jafvert et al., 1990). Answer (c) pK,



(phenol)



a,-,,, (NOJ



9.90 2.25 1.25



NO2



4-NP



PKa = 9.90 - (2.25) (1.25) = 7.09



Note that because the nitro group is in resonance with the OH-group, the oiWa and not the o,,, value has to be used. The reported experimental values are 7.08, 7.15, and 7.18 (see Schwarzenbach et al., 1988, and refs. cited therein). Answer (d) pKa~ (aniline)



P CH,



ometa (CH3) Upara ((343)



4.63 2.89



0.06



-0.16



CH3 3,4-DMA



pKa = 4.63



- (2.90) ( -0.06-



0.16) = 5.27



The reported experimental value is 5.28 (Johnson and Westall, 1990).
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Answer (e)



dCH2-



CI 2,4,5-T



Since there are no ooflho values available, use 2-chlorophenoxy acetic acid (2-CPAA, pK, = 3.05, Lide, 1995) as the starting value. pKa = 3.05 - (0.30) (0.37 + 0.22) = 2.87 The reported experimental values are 2.80 and 2.85 (Jafiert et al., 1990).



Aqueous Solubility and Partitioning Behavior of Organic Acids and Bases Aqueous Solubility The water solubility of the ionic form (salt) of an organic acid or base is generally several orders of magnitude higher than the solubility of the neutral species [which we denote as the solubility ( C;:‘) of the compound]. The total concentration of the compound (nondissociated and dissociated forms) at saturation, Cf:ttot, is, therefore, strongly pH-dependent. As has been demonstrated for pentachlorophenol (Arcand et al., 1995) and as is illustrated schematically for an organic acid in Fig. 8.8 (line a) at low pH, the saturation concentration is given by the solubility of the neutral compound. At higher pH values, C;;ttot is determined by the fraction in neutral (acidic) form, a,, (Eq. 8-21): C;‘



C;;ltot = -



for an organic acid



Gia



(8-29)



Eq. 8-29 is valid, of course, only up to the solubility product of the salt of the ionized organic species (which is dependent on the type of counterion(s) present). Unfortunately, solubility data of organic salts are scattered and not systematically understood. In the case of an organic base, the situation is symmetrical to the one shown in Fig. 8.8 in that the ionic (acid) form dominates at low pH. Hence,C;$ftotis then given by [Fig. 8.8 (line b)]: rsat



CfGttot



- Liw -1- a,



for an organic base



(8-30)
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maximum concentration determined by the solubility - - - - - '. f+ ,'---product of the corresponding salts



.



Figure 8.8 Schematic representation of the total aqueous solubility of (a) an organic acid, and (b) an organic base as a function of pH. Note that for simplicity the same pKi, values and maximum solubilities of the neutral and charged (salt) species have been assumed.



PH



Air-Water Partitioning When considering the air-water equilibrium partitioning of an organic acid or base, we may, in general, assume that the ionized species will not be present in the gas phase. The air-water distribution ratio of an organic acid, D,, (note that we speak of a ratio and not of a partition constant since we are dealing with more than one species), is then given by: [HA1a Diw = (8-3 1) [HA], + LA-], Multiplication of Eq. 8-31 with [HA], / [HAIw(= 1) and rearrangement shows that Diawis simply given by the product of the fraction in nondissociated form (aia)and the air-water partition constant of the neutral compound (Kjaw):



By analogy we obtain: D,,, = (1 - a, ) K,,,



for an organic base



(8-33)



An application of Eqs. 8-32 and 8-33 is given in Illustrative Example 8.3.



Illustrative Example 8.3



Assessing the Air-Water Distribution of Organic Acids and Bases in a Cloud Problem The air-water volume ratio (V, / V,) in a cloud is about lo6(Seinfeld, 1986). Consider now a given cloud volume that contains a certain total amount of (a) 2-4-dinitro-6methyl phenol (DNOC), and (b) 4-chloroaniline (4-CA). Calculate the fraction of total DNOC and 4-CA, respectively, present in the water phase at equilibrium at 10°C for pH 2,4, and 6. Neglect the effect of temperature on the acidity constant.



Answer (a) The fraction of a given acid i present in the cloud water,&,, is given by (see Section 3.5 and Eq. 8-32):
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NO2



With A a a , + RT,,



= 72.4



kJ .mol-', you get a Kiawvalue at 10°C of (Eq. 3-50):



i = 2,4-dinitro-6-methylphenol (DNOC)



pK, (25°C) = 4.31 K,, (25°C) = 3.0x



Aa,Hi E 70 kJ . mol-I



Kj,, (283 K)=



72400



Kiaw



(298K).e --[8.31



1



' I =0.21Kiaw(298K) ~ 6 . 4lo4 x



283 298



Insertion of this value together with V, /Vw = lo6and a,, = (1 + 10pH-4.31)-1 into Eq. 1 yields: 1 4cw



=



6.4



-k



+



10(~H-4.31)



The resultingJ;,, values are 0.14 (pH 2), 0.19 (pH 4), and 0.89 (pH 6). Hence, in contrast to apolar and weakly polar compounds (see Problem 6.2), DNOC partitions very favorably from the gas phase into an aqueous phase. It is, therefore, not surprising that this compound as well as other nitrophenols have been found in rather high concentrations (> 1 pg-L-' ) in rainwater (Tremp et al., 1993).



Q



Answer (b) Since 4-CA is a base, the fraction in the cloud water is given by (Eq. 8-33): icw



CI



i = 4-chloroaniline (4-CA)



pK, (25°C) = 4.00



K,, ( 2 5 ~ = ) 4.4 x I 0-5 bwHiG 50 kJ .moV



=



1



v, 1+ (1- aia). KiawVW



With A a S i + RT,,



= 52.4



k.T.mol-', you get a Ki, value at 10°C of



K,,, (283 K) = 0.33 Kiaw(298 K) = 1.4 x



Insertion of this value together with V, / Vw= 1O6 and (1 - ai,)= (1+ 1O(4.0GPH))-1 into Eq. (2) yields:



The resultingAcwvalues are 0.88 (pH 2), 0.13 (pH 4), and 0.067 (pH 6). This result shows that, like the phenols, aniline can be expected to be washed out quite efficiently from the atmosphere.



Organic Solvent-Water Partitioning In contrast to air-water partitioning, the situation may be a little more complicated when dealing with organic solvent-water partitioning of organic acids and bases. As an example, Fig. 8.9 shows the pH dependence of the n-octanol-water distribution ratios, DiOw(HA, A-), of four pesticides exhibiting an acid function:
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PCP A



DNOC
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Figure 8.9 The pH dependence of the n-octanol-water distribution ratio of pentachlorophenol (PCP, pK,, = 4.73, 4-chloro-a-(4-chlorophenyl) benzene acetic acid (DDA, pKi, = 3.66), 2-methyl-4,6dinitrophenol (DNOC, pKi, = 4.46), and 2,4,5-trichlorophenoxy acetic acid (2,4,5-T, pK,, = 2.83). (from Jafvert et al., 1990).
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where [HAl0,,, is the total concentration of HA in octanol. Since in octanol, not only the nondissociated acid but also ion pairs (with inorganic counterions) as well as ionic organic species may be present (Jafvert et al., 1990; Strathmann and Jafvert, 1998), D,, of an acid may have a significant value even at high pH, particularly when dealing with hydrophobic acids. For pentachlorophenol (PCP, pK,, = 4.79, for example, at pH 12 (virtually all PCP present as phenolate in the aqueous phase) and 0.1 M KC1, a Do, (A-) value of about 100 has been determined (Fig. 8.9). Note that the partitioning of the ionic species depends on the type and concentration of the counterions present in the aqueous phase (Fig. 8.10). Hence, for calculating the organic phase-water equilibrium distribution ratio of an organic acid or base, a variety of species in both phases have to be considered (for details, see Jafvert et al., 1990; Strathmann and Jafvert, 1998). From Fig. 8.9 it can be seen that for organic acids (and similarly for organic bases, Johnson and Westall, 1990), in the case of n-octanol, the partition constant of the neutral species is more than two orders of magnitude larger than the distribution ratio of the ionic species. Note that for less polar solvents, particularly, for apolar and weakly monopolar solvents, we can anticipate an even larger difference (Kishino and Kobayashi, 1994). Hence, at pH < pKia +2 for acids and pH > pK,, -2 for bases, the neutral species is the dominant species in determining the organic solvent-water ratio, Dlew,of the compound. At these pH values, by analogy to the airwater distribution ratio (Eqs. 8-32 and 8-33) we may express DItwby:
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for organic bases



(8-36)



We should note, however, that when we are dealing with natural (organic) phases which may exhibit charged functionalities, this simple approach is no longer applicable. We will come back to this issue in Chapters 9,10, and 11.
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Figure 8.10 Calculated octanolwater distribution ratio of 2,4-dinitro-6-methylphenol (DNOC, pK, = 4.46) as a function of pH and K' concentration (adapted from Jafvert et al. 1990).
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Questions and Problems Questions Q 8.1 Name at least five different acid and/or base functions present in environmental organic chemicals. Which factors determine the pK, of a given acid or base hnction? Indicate the pK, ranges of the various functions. Q 8.2



Explain the terms inductive and resonance effect of substituents. What makes a substituent exhibit a negative resonance effect? Which types of substituents have a positive resonance effect? Can a given substituent exhibit at the same time a negative inductive and a positive resonance effect? If yes, give some examples of such substituents.



Q 8.3



How are the Hammet qrneta and qP,, substituent constants defined? Are there cases values are not applicable? If yes, give some examples. in which the qpara Q 8.4



For -OH and -OCH,, the qrneta values are positive, whereas 8.5). Try to explain these findings.



qPara is negative (Table



Q 8.5 As indicated below, 1-naphthylamine and quinoline exhibit very different susceptibility factors p (2.81 versus 5.90) in the corresponding Hammett equations. Try to explain this fact.
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1-naphthylamine



p& = 3.05- 2.81 z O j
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quinoline p& = 4.88 - 5.90 x O j



I



J



(from Dean, 1985)



Q 8.6



The two isomers 2,4,6-trichloropheno1and 3,4,5-trichlorophenoI have quite different pKjavalues. What are the reasons for this big difference?



PH



?H



Cl



CI



I



i = 2,4,6-trichlorophenoI (pK, =6.15)



3,4,5-trichlorophenoI (pK, = 7.73)



Q 8.7



The pK,, of the herbicide sulcotrion is 3.13 (Tomlin, 1997). Would you have expected that this compound is such a strong acid? Write down the structure of the conjugate base of sulcotrion and try to explain the rather strong acidity of this herbicide.



i = sulcotrion



Q 8.8



Give examples of compounds for which the aqueous solubility (a) increases, and (b) decreases significantly,when changing the pH 4 from 4 to 7.



Q 8.9 Consider the organic solvent-water partitioning of organic acids and bases. In which cases and/or under which conditions can you neglect the partitioning of the charged species into the organic phase? Problems



P 8.1 Estimation of Acidity Constants and Speciation in Water of Aromatic Organic Acids and Bases Represent graphically (as shown in Fig. 8.1) the speciation of (a) 4-methyl-2,5-dinitrophenol, (b) 3,4,5-trimethylaniline7and (c) 3,4-dihydroxybenzoic acid as a func-
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tion of pH (pH-range 2 to 12) at 25°C. Estimate, if necessary, the pKiavalues of the compounds. COOH



OH OH



O2N



i = 2,5-dinitro-4-rnethyl phenol



3,4,5-trimethylaniline



3,4-dihydroxybenzoic acid pK,=, = 448 pK,, = 8.83 p&, = 12.60



P 8.2 Air- Water Equilibrium Distribution of Organic Acids and Bases in Fog Represent graphically the approximate fraction of (a) total 2,3,4,6-tetrachlorophenol and (b) total aniline present in the water phase of a dense fog (air-water volume ratio z lo5)as a fimction ofpH (pH-range 2 to 7) at 5 and 25°C. Neglect any adsorption to the surface of the fog droplet. Assume a AawHivalue of about 70 k.J.mol-' for 2,3,4,6-tetrachlorophenol,and 50 kJ. mol-' for aniline. All other data can be found in Appendix C.



P 8.3 Extracting Organic Acids and Bases from Water Samples You have the job to determine the concentrations of 2,4,6-trichloropheno1 (2,4,6TCP) and 4-ethyl-2,6-dimethylpyridine (EDMP) in wastewater samples from an industrial site. You decide to extract the compounds first into an organic solvent, and then analyze them by liquid chromatography. From the Kiewvalues reported for the two compounds for various solvent-water systems, you conclude that there seems to be no single solvent that is optimally suited to extract the two compounds simultaneously. Would this be wise anyway? If there were such a solvent, at what pH would you carry out the extraction? What would be the problem? Anyway, you decide to extract first 2,4,6-TCP with butylacetate (subscript b) and then EDMP with trichloromethane (chloroform, subscript c). Give the pH-conditions at which you perform the extractions and calculate how much solvent you need at minimum in each case if you want to extract at least 98% of the compounds present in a 100 mL water sample. ?H



CI i = 2,4,6-trichlorophenoI (2,4,6-TCP) log K, pK,



= 3 60



=615



i = 4-ethyl-2,6-dirnethyl pyridine (EDMP) log K,, pK,



= 3 70



=743
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SORPTION I: GENERAL INTRODUCTION AND SORPTION PROCESSES INVOLVING ORGANIC MATTER 9.1 9.2



Introduction Sorption Isotherms, Solid-Water Distribution Coefficients (Kid),and the Fraction Dissolved K.,) Qualitative Considerations Quantitative Description of Sorption Isotherms The Solid-Water Distribution Coefficient Kid Illustrative Example 9.1 : Determining Kid Valuesfrom Experimental Data Dissolved and Sorbed Fractions of a Compound in a System The Complex Nature of Kjd
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Sorption of Neutral Organic Compounds from Water to Solid-Phase Organic Matter (POM) Overview Structural Characteristics of POM Relevant to Sorption Determination of Ki,, Values and Availability of Experimental Data Estimation of K,,, Values K,,, as a Function of Sorbate Concentration Illustrative Example 9.2: Evaluating the Concentration Dependence of Sorption of Phenanthrene to Soil and Sediment POM Illustrative Example 9.3 : Estimating Pore Water Concentrations in a Polluted Sediment Effect of Temperature and Solution Composition on K,,, Illustrative Example 9.4: How Much Does the Presence of 20% Methanol in the “Aqueous”Phase Affect the Retardation of Phenanthrene in an Aqulfer?
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Sorption of Neutral Compounds to “Dissolved” Organic Matter (DOM) Qualitative Description of DOM-Solute Associations Determination of KjDocValues and Availability of Experimental Data DOM Properties Governing the Magnitude of KjDoc Effect of pH, Ionic Strength, and Temperature on KiDoc LFERs Relating KiDocValues to K,, Values Illustrative Example 9.5: Evaluating the Effect of DOMon the Bioavailability of Benzo(a)pyrene
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Sorption of Organic Acids and Bases to Natural Organic Matter (NOM) Effect of Charged Moieties on Sorption: General Considerations Sorption of Compounds Forming Anionic Species (Organic Acids) Sorption of Compounds Forming Cationic Species (Organic Bases)
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Introduction The process in which chemicals become associated with solid phases is generally referred to as sorption. It is adsorption if the molecules attach to a two-dimensional surface, while it is absorption if the molecules penetrate into a three-dimensional matrix. This phase transfer process may involve vapor molecules or dissolved molecules associating with solid phases. Sorption is extremely important because it may dramatically affect the fate and impacts of chemicals in the environment. Such importance is readily understood if we recognize that structurally identical molecules behave very differently if they are: (a) in the gas phase or (b) surrounded by water molecules and ions as opposed to (c) clinging onto the exterior of solids or (d) buried within a solid matrix (Fig. 9.1). Clearly, the environmental transport of waterborne molecules must differ from the movements of the same kind of molecules attached to particles that settle. Also, transport of a given compound in porous media such as soils, sediments, and aquifers is strongly influenced by the compound’s tendency to sorb to the various components of the solid matrix. Additionally, only dissolved molecules are available to collide with the interfaces leading to other environmental compartments such as the atmosphere; thus phase transfers are controlled by the dissolved species of a chemical (Chapters 19 and 20). Similarly, since molecular transfer is a prerequisite for the uptake of organic pollutants by organisms, the bioavailability of a given compound and thus its rate of biotransformation or its toxic effect(s) are affected by sorption processes (Chapters 10 and 17). Furthermore, some sorbed molecules are substantially shaded from incident light; therefore, these molecules may not experience direct photolysis processes. Moreover, when present inside solid matrices, they may never come in contact with short-lived, solution-phase photooxidants like OH-radicals (Chapters 15 and 16). Finally, since the chemical natures of aqueous solutions and solid environments differ greatly (e.g., pH, redox conditions), various chemical reactions including hydrolysis or redox reactions may occur at very different rates in the sorbed and dissolved states (Chapters 13 and 14). Hence, we must understand solid-solution and solid-gas phase exchange phenomena before we can quantify virtually any other process affecting the fates of organic chemicals in the environment. Unfortunately, when we are dealing with natural environments, sorption is very often not an exchange between one homogeneous solution/vapor phase and a single solid medium. Rather, in a given system some combination of interactions may govern the association of a particular chemical (called the sorbate) with any particular solid or mixture of solids (called the soubent(s)). Consider the case of 3,4-dimethylaniline (3,4-dimethyl aminobenzene, Fig. 9.2). This compound is a weak base with pKi, = 5.28 (see Illustrative Example 8.2); hence, it reacts in aqueous solution to form some 3,4-dimethyl ammonium cations. For the fraction of molecules that remain uncharged, this organic compound may escape the water by penetrating the natural organic matter present in the system. Additionally, such a nonionic molecule may displace water molecules from the region near a mineral surface to some extent and be held there by London dispersive and polar interactions. These two types of sorption mechanisms are general and will operate
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t



settling with particles for sorbed organic molecules



dissolved organic molecules colliding with air-water interface and volatilizing



air water Figure 9.1 Illustration of some processes in which sorbed species behave differently from dissolved molecules of the same substance. (a) Dissolved species may participate directly in air-water exchange while sorbed species may settle with solids. (b) Dissolved species may react at different rates as compared with their sorbed counterparts due to differential access of other dissolved and solid-phase "reactants."
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dissolved organic molecules are more accessible to light, to other dissolved chemicals, and to microorganisms than sorbed molecules



for any organic chemical and any natural solid. Additionally, since the sorbate is ionizable in the aqueous solution, then electrostatic attraction to specific surface sites exhibiting the opposite charge will promote sorption of the ionic species. Finally, should the sorbate and the sorbent exhibit mutually reactive moieties (e.g., in Fig. 9.2 a carbonyl group on the sorbent and an amino group on the sorbate), some portion of a chemical may actually become bonded to the solid. All of these interaction mechanisms operate simultaneously, and the combination that dominates the overall solution-solid distribution will depend on the structural properties of the organic sorbate and the solid sorbent of interest. In this and the following two chapters, we will focus on solid-aqueous solution and solid-air exchange involving natural sorbents. We will try to visualize the sets of molecular interactions involved in each of the above-mentioned sorption processes. With such pictures in our minds, we will seek to rationalize what makes various sorption mechanisms important under various circumstances. Establishing the critical compound properties and solid characteristics will enable us to understand



Introduction



279



Figure 9.2 Some sorbent-sorbate interactions possibly controlling the association of a chemical, (3,4dimethylaniline),with natural solids.



when and to what extent predictive approaches for quantification of sorption may be applied. Ultimately, we should gain some feeling for what structural features of a chemical and what characteristics of solids (and solutions) are important to sorptive interactions. In this chapter, we will focus on sorption processes involving natural organic matter. In Chapter 10 we will address sorption to living media, that is, we will treat bioaccumulation. Finally, sorption from water to mineral surfaces and gas-solid phase transfers will be discussed in Chapter 11. To start out, we will first address some general aspects needed to quantify sorption equilibrium in a given system. Kinetic aspects of sorption processes will be treated in Chapter 19.
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Sorption Isotherms, Solid-Water Distribution Coefficients (Kid),and the Fraction Dissolved &,) Qualitative Considerations When we are interested in the equilibrium distribution of a chemical between the solids and solution present in any particular volume of an aquatic environment, we begin by considering how the total sorbate concentration, Cis (e.g., mol .kg-I), depends on chemical’s concentration in the solution, Ci, (e.g., mol .L-’). The relationship of these two concentrations is commonly referred to as a sorption isotherm. The name isotherm is used to indicate that this sorption relationship applies only at a constant temperature. Experimentally determined sorption isotherms exhibit a variety of shapes for diverse combinations of sorbates and sorbents (Fig. 9.3). The simplest case (Fig. 9 . 3 ~is ) the one in which the afinity of the sorbate for the sorbent remains the same over the observed concentration range. This is the so-called linear isotherm case. It applies to situations where partitioning into a homogeneous organic phase is dominating the overall sorption, and/or at low concentrations where the strongest adsorption sites are far from being saturated. The second types of behavior (Figs. 9.3b and c) reflect those situations in which at higher and higher sorbate concentrations it becomes more and more difficult to sorb additional molecules. This occurs in cases where the binding sites become filled and/or remaining sites are less attractive to the sorbate molecules. In the extreme case (Fig. 9 . 3 ~above ) ~ some maximum Cisvalue, all sites are “saturated” and no more additional sorption is possible. Isotherms of the type shown in Figs. 9.3b and c are encountered in studies of adsorption processes to organic (e.g., activated carbon) or inorganic (e.g., clay mineral) surfaces. Of course, in a soil or sediment, there may be more than one important sorbent present. Therefore, the overall sorption isotherm may reflect the superposition of several individual isotherms that are characteristic for each specific type of sorbent. When such a case involves an adsorbent (e.g., soot, clay mineral) exhibiting a limited number of sites with a high affinity for the sorbate (type (c) isotherm) that dominates the overall sorption at low concentrations, plus a partitioning process (e.g., into natural organic matter; type (a) isotherm) predominating at higher concentrations, then a mixed isotherm is seen (Fig. 9.3b or 6).Likewise, superimposition of multiple adsorption isotherms results in a mixed isotherm looking like an isotherm of type (b) (Weber et al., 1992). Another case that is less frequently encountered involves the situation in which previously sorbed molecules lead to a modification of the sorbent which favors further sorption (Fig. 9.3e). Such effects have been seen in studies involving anionic or cationic surfactants as sorbates. In some of these cases, a sigmoidal isotherm shape (Fig. 9.3f) has been observed, indicating that the sorption-promoting effect Figure 9.3 Various types of observed relationships between con- starts only after a certain loading of the sorbent.



centrations of a chemical in the sorbed state, C,,, and the dissolved state, C,w.Note that similar relationships apply to the sorption of gaseous compounds to solid sorbents.



In summary, depending on the composition of a natural bulk sorbent and on the chemical nature of the sorbate, multiple sorption mechanisms can act simultaneously and the resulting isotherms may have a variety of different shapes. We should note that it is not possible to prove a particular sorption mechanism
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applies from the shape of the isotherm. Nevertheless, the isotherm type and its degree of nonlinearity must be consistent with the sorption mechanism(s) prevailing in a given situation.



Quantitative Description of Sorption Isotherms A very common mathematical approach for fitting experimentally determined sorption data using a minimum of adjustable parameters employs an empirical relationship known as the Freundlich isotherm:



where KIFis the Freundlich constant or capacity factor [(e.g., Eq. 9-1 in (mol. kg-') (mol .L-')-nf)]; and n, is the Freundlich exponent. Note that for a correct thermodynamic treatment of Eq. 9-1 we would always have to use dimensionless activities of compound i in both the sorbed and aqueous phase in order to obtain a dimensionless Kz. However, in practice C,, and Ciware expressed in a variety of concentration units. Therefore, KIFis commonly reported in the corresponding units, which also means that for n, f 1, KIFdepends nonlinearly on the units in which C,, is expressed (see Illustrative Example 9.1 and Problem 9.5).
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Figure 9.4 Graphic representation of the Freundlich isotherm Eq. 9-2 for the three cases n,> 1, n,= 1, and



'.



< Note that nz and log KiFare obtained from the slope (n,) and intercept (log K , indicated ~ by the points at log C,, = 0) of the regression line.



The relationship Eq. 9-1 assumes there are multiple types of sorption sites acting in parallel, with each site type exhibiting a different sorption free energy and total site abundance. The exponent is an index of the diversity of free energies associated with the sorption of the solute by multiple components of a heterogeneous sorbent (Weber and Digiano, 1996). When n, = 1, the isotherm is linear and we infer constant sorption free energies at all sorbate concentrations (Fig. 9.3a); when ni < 1, the isotherm is concave downward and one infers that added sorbates are bound with weaker and weaker free energies (Fig. 9.3b); finally when n, > 1, the isotherm is convex upward and we infer that more sorbate presence in the sorbent enhances the free energies of firther sorption (Fig. 9.3e). KiF and n, can be deduced from experimental data by linear regression of the logarithmic form of Eq. 9-1 (Fig. 9.4; see also Illustrative Example 9.1): (9-2) If a given isotherm cannot be described by Eq. 9-2, then some assumptions behind the Freundlich multi-site conceptualization are not valid. For example, if there are limited total sorption sites that become saturated (case shown in Fig. 9 . 3 ~then ) ~ C,, cannot increase indefinitely with increasing C,,. In this case, the Langmuir isotherm may be a more appropriate model:



represents the total number of surface sites per mass of sorbent. In the where rmax would be equal for all sorbates. However, in reality, rmax may vary ideal case, rmax somewhat between different compounds (e.g., because of differences in sorbate size). Therefore, it usually represents the maximum achievable surface = C,,,,,). The constant KiL,which is concentration of a given compound i (i.e., rmax



282



Sorption I: Sorption Processes Involving Organic Matter



commonly referred to as the Langmuir constant, is defined as the equilibrium constant of the sorption reaction: surface site + sorbate in aqueous solution & sorbed sorbate



.C,,LX



Note that in this approach, since KiLis constant, this implies a constant sorbate affinity for all surface sites. To derive KiLand Cis,,,, from experimental data, one may fit l/Ciwversus l/Cis:



1



1



(9-4) Figure 9.5 Graphic representation of the Lanrrmuir ., isotherm Ea. 9-4. Note that Cis,,,, and K,Lcan be derived from the slope and intercept and use the slope and intercept to extract estimates of the isotherm constants (Fig. 9.5). of the regression line (see also Illustrative Example 9.1). There are many cases in which the relationship between sorbed concentrations and dissolved concentrations covering a large concentration range cannot be described solely by a linear, a Langmuir, or even a Freundlich equation (e.g., cases d andfin Fig. 9.3). In these cases, combinations of linear-, Langmuir-, and/or Freundlich-type equations may need to be applied (e.g., Weber et al., 1992; Xing and Pignatello, 1997; Xia and Ball, 1999). Among these distributed reactivity models (Weber et al., 1992), the simplest case involves a pair of sorption mechanisms involving absorption (e.g., linear isotherm with partition coefficient, Kip) and site-limited adsorption (e.g., Langmuir isotherm), and the resultant combined equation is:



Another form that fits data from sediments known to contain black carbon (e.g., soot) uses a combination of a linear isotherm and a Freundlich isotherm (AccardiDey and Gschwend, 2002): Cis



= KjpCiw



+ K~FC:



(9-6)



These dual-mode models have been found to be quite good in fitting experimental data for natural sorbents that contain components exhibiting a limited number of more highly active adsorption sites as well as components into which organic compounds may absorb (Huang et al., 1997; Xing and Pignatello, 1997; Xia and Ball, 1999). At low concentrations, the Langmuir or the Freundlich term may dominate the overall isotherm, while at high concentrations (e.g., KiL.Ciwn l), the absorption term dominates (see Section 9.3).



The Solid-Water Distribution Coefficient, Kid To assess the extent to which a compound is associated with solid phases in a given system at equilibrium (see below), we need to know the ratio of the compound's total equilibrium concentrations in the solids and in the aqueous solution. We denote this solid-water distribution coefficient as Kid(e.g., in L. kg-' solid): Lis K id. --



ciw



(9-7)
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(When writing natural solid-water distribution or partition coefficients, we will use a somewhat different subscript terminology than used for air-water or organic solvent-water partitioning; that is, we will not indicate the involvement of a water phase by using a subscript "w".) When dealing with nonlinear isotherms, the value of this ratio may apply only at the given solute concentration (i.e., if n, in Eq. 9-1 is substantially different from 1). Inserting Eq. 9-1 into Eq. 9-7, we can see how Kid varies with sorbate concentration:



For practical applications, one often assumes that Kidis constant over some concentration range. We can examine the reasonableness of such a simplification by differentiating Kidwith respect to Ciwin Eq. 9-8 and rearranging the result to find:



So the assumption about the constancy Of Kid is equivalent to presuming either: (a) the overall process is described by a linear isotherm (n,- 1= 0), or (b) the relative concenis sufficiently small that when multiplied by (n, - 1) the tration variation, (dCiw/Ciw), relative Kid variation, (dKjd/Kid), is also small. For example, if the sorbate concentration range is less than a factor of 10, when multiplied by (n, - 1) with an n, value of 0.7, then the solid-water distribution coefficient would vary by less than a factor of 3 .



Illustrative Example 9.1



NO,



1,4-dinitrobenzene(1,4-DNB)



0.06 0.17 0.24 0.34 0.51 0.85 1.8 2.8 3.6 7.6 19.5 26.5



97 24 1 363 483 633 915 1640 2160 2850 4240 6100 7060



Determining KidValues from Experimental Data



A common way to determine Kid values is to measure sorption isotherms in butch experiments. To this end, the equilibrium concentrations of a given compound in the solid phase (Cis)and in the aqueous phase (C,J are determined at various compound concentrations and/or solid-water ratios. Consider now the sorption of 1,4dinitrobenzene (1,4-DNB) to the homoionic clay mineral, K'-illite, at pH 7.0 and 20°C. 1,4-DNB forms electron donor-acceptor (EDA) complexes with clay minerals (see Chapter 11). In a series of batch experiments, Haderlein et al. (1996) measured the data at 20°C given in the margin. Problem Using this data, estimate the K,,-values for 1,4-DNB in a K'-illite-water suspension (pH 7.0 at 20°C) for equilibrium concentrations of 1,4-DNB in the aqueous phase of 0.20 pM and of 15 pM, respectively.



Answer Plot Cisversus Cjwto see the shape of the sorption isotherm (Fig. 1): For Kid at Ciw= 0.20 pM, assume a h e a r isotherm for the concentration range 0-0.5 pM. Perform a least squares fit of Cisversus C, using only the first four data
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ci” Figure 1 Plot of Cisversus C,. The dotted line represents the fitted Langmuir equation (see below).



Figure 2 Plot of log C,, versus log C,,using the whole data set.
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log CiwlpM points and the origin (see insert in Fig. 1). The resulting regression equation is: Cis= 1425 Ciw (R’



=



1.0)



Hence, you get a I ( d value (slope) of 1425 L.kg-’ that is valid for the whole concentration range considered (i.e., CiwI 5 pM). For deriving Kid at C, = 15 pM, fit the experimental data with the Freundlich equation (Eq. 9.1). To determine the KiFand n, values use Eq. 9.2 (i.e., perform a least squares fit of log Cisversus log C, using all data points). The resulting regression here is: log Cis= 0.70 log Cjw+ 2.97



(R’



= 0.98)
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Figure 3 Plot of UCisversus l/C, for the data points with C, > 0.5 pM.
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Hence, KiF= 102.972 1000 (pmol.kg-' ,uM-'.~') [see comment on units of KiFbelow Eq. 9-11 and ni = 0.70; therefore (Eq. 9-8):



Kid = 1000.c,;0.3 Insertion of Ciw= 15 pM yields a



value of about 450 L .kg-'.



Note that this K;d value is significantly smaller than the Kidobtained in the linear part of the isotherm (i.e., at low 1,4-DNB concentrations). Furthermore, as can be seen from Fig. 2, the Freundlich equation overestimates Cis(and thus Kid)at both the low and the high end of the concentration range considered. In fact, inspection of Fig. 2 reveals that at very high concentrations, the IS'-illite surface seems to become saturated with 1,4-DNB, which is not surprising considering that only limited adsorption sites are available. In such a case, the sorption isotherm can also be approximated by a Langmuir equation (Eq. 9-3). To get the corresponding KiL and Cimaxvalues,use Eq. 9-4 (i.e., perform a least squares fit of l/Cis versus l/Cjw).Use only the data with Ciw> 0.5 pM to get a reasonable weighting of data points in the low and high concentration range. The resulting regression equation is: 1 1 -= 0.000753-+0.000152 Cis



yielding a C,,,,



( R 2 = 0.99)



Ciw



of 6600 pmol. kg-' and a KiLvalue of 0.201 L .,umol-'. At very low
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concentrations (i.e., KiL.Ciw(( I), which includes C, = 0.20 pM,Kid is given by the linear relationship: K;d=KiL'C;max= (0.201) (6600)= 1.?20L.kg-' which is somewhat smaller than the K;d value determined from the linear regression analysis using only the first four data points (i.e., Kid = 1425 L. kg-', see above). This is not too surprising when considering that the Langmuir model assumes that all surface sites exhibit the same affinities for the sorbate. This is not necessarily the case, as it is likely that sites with higher affinities are occupied first. Therefore, a linear fit of data points determined at low concentrations can be expected to yield a higher apparent sorption coefficient as compared to the coeMicient calculated from nonlinear extrapolation of data covering a wide concentration rate. Inserting C, = 15 ,uM into Eq. 9-3 with the above derived KiLand C,, values yields a Ci,valueof(6600)(0.201)(15)/[1+(0.201)(15)] =4950pmol.kg-', andthusaKidof 4950 / 15 = 330 L .kg-'. This value is somewhat smaller than the one derived from the Freundlich equation (450 L .kg-'; see above). These calculations show that when estimating Kidvalues from experimental data, depending on the concentration range of interest, one has to make an optimal choice with respect to the selection of the experimental data points as well as with respect to the type of isotherm used to fit the data.



Dissolved and Sorbed Fractions of a Compound in a System Armed with a Kid for a case of interest, we may evaluate what fraction of the compound is dissolved in the water,f;,, for any environmental volume containing both solids and water, but only these phases:



Ciw . Vw = ClWV,+ C1,M,



Jw



(9-10)



where Vw is the volume of water (e.g., L) in the total volume vat, and M, is the mass of solids (e.g., kg) present in that same total volume. Now if we substitute the product Kid. C, from Eq. 9-7 for Cisin Eq. 9- 10, we have: ClW



Jw



+



vw



= CiwVw KldCiwMs -



vw



vw



(9-11)



-I-KidMs



Finally, noting that we refer to the quotient, Ms/Vw,as the solid-water phase ratio, r,, (e.g., kg .L~-')in the environmental compartment of interest, we may describe the fraction of chemical in solution as a fimction of Kidand this ratio:
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(9-12) Such an expression clearly indicates that for substances exhibiting a great affinity for solids (hence a large value of Kid) or in situations having large amounts of solids per volume of water (large value of r,,), we predict that correspondingly small fractions of the chemical remain dissolved in the water. Note the fraction associated with solids, As,must be given by (1-AW)since we assume that no other phases are present (e.g., air, other immiscible liquids). The fraction of the total volume, Go,,that is not occupied by solids, theporosity, 4, is often used instead of rswto characterize the solid-water phase ratio in some environmental systems like sediment beds or aquifers. In the absence of any gas phase, 9 is related to parameters discussed above by: (9-13) where, V, ,the volume occupied by particles, can be calculated fromMs/ps(where ps is the density of the solids and is typically near 2.5 kg L-' for many natural minerals.) Thus, we find the porosity is also given by: vw



9 = v w +Ms/p,



-



1 l+&wlps



(9-14)



and solving for r,, yields the corresponding relation: r,w



= ps-



1-4



9



(9-15)



Finally, in the soil and groundwater literature, it is also common to use still a third parameter called bulk density, A.Bulk density reflects the ratio, M,/V,, , so we see it is simply given by p, (1- 4). Thus, knowing bulk density we have r,, is equal to A/#. It is a matter of convenience whether r,,, 4 , or pb is used. The application of such solution- versus solid-associated speciation information may be illustrated by considering an organic chemical, say 1,4-dimethylbenzene (DMB), in a lake and in flowing groundwater. In lakes, the solid-water ratio is given by the suspended solids concentration (since Vw = yet), which is typically near lo4 kg .L-'. From experience we may know that the Kid value for DMB in this case happens to be 1 L .kg-'; therefore we can see that virtually all of this compound is in the dissolved form in the lake:



In contrast, now consider the groundwater situation; psfor aquifer solids is about 2.5 kg .L-' (e.g., quartz density is 2.65 kg.L-'); @isoften between 0.2 and 0.4. If in our
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Figure 9.6 Illustration of the retardation of 1,4-dimethylbenzene (DMB) transport in groundwater due to: (1) reversible sorptive exchange between water and solids, and ( 2 ) limiting transport of DMB to that fraction remaining in the flowing water. As dissolved molecules move ahead, they become sorbed and stopped, while molecules sorbed at the rear return to the water and catch up. Thus, overall transport of DMB is slower than that of the water itself.



particular groundwater situation = 0.2, and Y,, = 10 kg.L-', we predict that the fraction of DMB in solution, again assuming Kid of 1 L. kg-', is drastically lower than in the lake: $J



&,=----- 1



1+10.1



10.09



So we deduce that only one DMB molecule out of 11 will be in the moving groundwater at any instant (Fig. 9.6). This result has implications for the fate of the DMB in that subsurface environment. If DMB sorptive exchange between the aquifer solids and the water is fast relative to the groundwater flow and if sorption is reversible, we can conclude that the whole population of DMB molecules moves at one-eleventh the rate of the water. The phenomenon of diminished chemical transport speed relative to the water seepage velocity is referred to as retardation. It is commonly discussed using the retardationfactor, Rf,which is simply equal to the reciprocal of the fraction of molecules capable of moving with the flow at any instant, A;' (see Chapter 25). Many situations require us to know something about the distribution of a chemical between a solution and solids. Our task then is to see how we can get Kid values suited for the cases that concern us. As we already pointed out above, these Kjd values are determined by the structures of the sorbates as well as the composition of the aqueous phase and the sorbents.
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The Complex Nature of Kid The prediction of Kid for any particular combination of organic chemical and solids in the environment can be diEcult, but fortunately many situations appear reducible to fairly simple limiting cases. We begin by emphasizing that the way we defined Kid means that we may have lumped together many chemical species in each phase. For example, referring again to Fig. 9.2, we recognize that the total concentration of the dimethylaniline in the sorbed phase combines the contributions of molecules in many different sorbed forms. Even the solution in this case contains both a neutral and a charged species of this chemical. Thus, in a conceptual way, the distribution ratio for this case would have to be written as:



where C,,,



is the concentration of sorbate i associated with the natural organic matter (expressed as organic carbon) present (mol .kg-' oc)



f,,



is the weight fraction of solid which is natural organic matter (expressed as organic carbon, i.e., kg oc kg-' solid)



Cimin is the concentration of sorbate i associated with the mineral surface (mol .m-2) Asurf



is the specific surface area of the relevant solid



CieX is the concentration of ionized sorbate drawn towards positions of opposite charge on the solid surface (mol .mol-' surface charges)



oSudex is the net concentration of suitably charged sites on the solid surface (mol surface charges. m-2) for ion exchange



C,



is the concentration of sorbate i bonded in a reversible reaction to the solid (mol .mol-' reaction sites)



osurfrxn is the concentration of reactive sites on the solid surface (mol reaction sites. m") C i ,neut is the concentration of uncharged chemical i in solution (mol .L-') C i ,ion is the concentration of the charged chemical i in solution (mol . L-')



All terms in Eq. 9-16 may also deserve further subdivision. For example, C,,,.f,, may reflect the sum of adsorption and absorption mechanisms acting to associate the chemical to a variety of different forms of organic matter (e.g., living biomass of microorganisms, partially degraded organic matter from plants, plastic debris from humans, etc.). Similarly, Cimin.Asurf may reflect a linear combination of the interactions of several mineral surfaces present in a particular soil or sediment with a single sorbate. Thus, a soil consisting of montmorillonite, kaolinite, iron oxide,
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and quartz mineral components may actually have Cimin .A,, = C,,, .a .Asurf + Cikao. b .Aswf + Ciiron o x . c .Asurf+ C , .d.Asurfwhere the parameters a, b, c, and d are the area fractions exhibited by each mineral type. Similarly, Ci,, . om,.A,, may reflect bonding to several different kinds of surface moieties, each with its own reactivity with the sorbate (e.g., 3,4-dimethylaniline). For now, we will work from the simplified expression which is Eq. 9-16, primarily because there are few data available allowing rational subdivisions of soil or sediment differentially sorbing organic chemicals beyond that reflected in this equation. It is very important to realize that only particular combinations of species in the numerator and denominator of complex Kid expressions like that of Eq. 9-16 are involved in any one exchange process. For example, in the case of dimethylaniline (DMA) (Fig. 9.2), exchanges between the solution and the solid-phase organic matter:



(9-17) reflect establishing the same chemical potential of the uncharged DMA species in the water and in the particulate natural organic phase. As a result, a single free energy change and associated equilibrium constant applies to the sorption reaction depicted by Eq. 9-17. Similarly, the combination:



(9-18) would indicate a simultaneously occurring exchange of uncharged aniline molecules from aqueous solution to the available mineral surfaces. Again, this exchange is characterized by a unique free energy difference reflecting the equilibria shown in Eq. 9- 18. Likewise, the exchange of:



(9-19)



should be considered if it is the neutral sorbate which can react with components of the solid. Note that such specific binding to a particular solid phase moiety may prevent rapid desorption, and therefore such sorbate-solid associations may cause part or all of the sorption process to appear irreversible on some time scale of interest.



So far we have considered sorptive interactions in which only the DMA species was directly involved. In contrast, it is the charged DMA species (i.e., anilinium ions) that is important in the ion exchange process:
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(9-20) Of course, the anilinium ion in solution is quantitatively related to the neutral aniline species via an acid-base reaction having its own equilibrium constant (see Chapter 8). But we also emphasize that the solution-solid exchange shown in Eq. 19-20 has to be described using the appropriate equilibrium expression relating corresponding species in each phase. The influence of each sorption mechanism is ultimately reflected by all these equilibria in the overall expression, and each is weighted by the availability of the respective sorbent properties in the heterogeneous solid (i.e., A,, o,, om,or the various Asurfvalues). By combining information on the individual equilibria (e.g., Eqs. 9-17 through 9-20) with these sorbent properties, we can develop versions of the complex Kid expression (Eq. 9-1 6) which take into account the structure of the chemical we are considering. In the following, we discuss these individual equilibrium relationships.



Sorption of Neutral Organic Compounds from Water to Solid-Phase Organic Matter (POM) Overview Among the sorbents present in the environment, organic matter plays an important role in the overall sorption of many organic chemicals. This is true even for compounds that may undergo specific interactions with inorganic sorbent components (see Chapter 11). We can rationalize this importance by recognizing that most surfaces of inorganic sorbents are polar and expose a combination of hydroxy- and oxy-moieties to their exterior. These polar surfaces are especially attractive to substances like water that form hydrogen bonds. Hence, in contrast to air-solid surface partitioning (Section 11.2), the adsorption of a nonionic organic molecule from water to an inorganic surface requires displacing the water molecules at such a surface. This is quite unfavorable from an energetic point of view. However, absorption of organic chemicals into natural organic matter or adsorption to a hydrophobic organic surface does not require displacement of tightly bound water molecules. Hence, nonionic organic sorbates successfully compete for associations with solid-phase organic matter. Therefore, we may not be too surprised to find that nonionic chemicals show increasing solid-water distribution ratios for soils and sediments with increasing amounts of natural organic matter. This is illustrated for tetrachloromethane (carbon tetrachloride, CT) and 1,2-dichlorobenzene (DCB) when these two sorbates were examined for their solid-water distribution coefficients using a large number of soils and sediments (Fig. 9.7, Kile et al., 1995.) Note that the common analytical methods for determining the total organic material present in a sorbent often involve combusting the sample and measuring evolved
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Figure 9.7 Observed increase in solid-water distribution ratios for the apolar compounds, tetrachloromethane (0)and 1,2-dichlorobenzene (A) with increasing organic matter content of the solids (measured as organic carbon, hc, see Eq. 9-21) for 32 soils and 36 sediments. Data from Kile et al. (1 995).
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COz.Therefore, the abundance of organic material present is often expressed by the weight fraction that consisted of reduced carbon: foc



=



mass of organic carbon (kg oc .kg-' solid) total mass of sorbent



(9-21)



Obviously, it is actually the total organic mass consisting of carbon, hydrogen, oxygen, nitrogen, etc. within the solid phase that acts to sorb the chemical of interest (i.e., theh,,, in kg 0m.kg-l solid). Natural organic matter is typically made up of about half carbon (40 to 60% carbon); hence, fOm approximately equals 2 .f, and these two metrics are reasonably correlated. Returning to the sorption observations (Fig. 9.7), as the mass fraction of organic carbon&,, present in the solids approaches zero, the Kid values for both compounds become very small. Even at very lowf,, values (i.e.,f,, 0.001 kg oc.kg-' solid), sorption to the organic components of a natural sorbent may still be the dominant mechanism (see Chapter 11). In order to evaluate the ability of natural organic materials to sorb organic pollutants, it is useful to define an organic carbon normalized sorption coefficient: (9-22)



where Ciocis the concentration of the total sorbate concentration associated with the natural organic carbon (i.e., mol-kg-' oc). Note that in this case, it is assumed that organic matter is the dominant sorbent; that is, Cisis given by C,,, .f,,,the first term in the numerator of Eq. 9-16. Clearly the value ofKjocdiffers for tetrachloromethane and 172-dichlorobenzene(the slopes differ in Fig. 9.7), and it is generally true that
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Figure 9.8 Frequency diagrams showing the variability in the log Kioc values of (a) tetrachloromethane (CT) and (b) 1,2-dichlorobenzene (DCB) for 32 soils (dark bars) and 36 sediments (light bars). The range ofLCvalues of the soils and sediments investigated is indicated in Fig. 9.7. Data from Kile et al. (I 995).
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each chemical has its own “organic carbon normalized” solid-water partition coefficient, Kim. The Kidvalue of a given compound shows some variation between different soils and sediments exhibiting the same organic carbon content (Fig. 9.7). This indicates that not only the quantity, but also the quality of the organic material present has an influence on Kid. Normalizing to the organic carbon contents of each soil and sediment, we can examine this variability for both tetrachloromethane and 1,2dichlorobenzene sorbing to a variety of soils and sediments of very different origins (Fig. 9.8.) All the Kim values lie within a factor of about 2 (i.e., f 2 0 f 0.3 log units). We should emphasize that these data include only Kim values determined in the linear range of the isotherms by a single research group. The data show that for these two apolar compounds, soil organic matter seems on average to be a somewhat poorer “solvent” as compared to sediment organic matter (Fig. 9.8). In fact, the average Kcrocvalues are 60 f7 L .kg-‘ oc for the 32 soils and 100 f 11 L .kg-’ oc for the 36 sediments investigated; similarly the average KDCBoc values are 290 & 42 L.kg-’ oc and 500 & 66 L.kg-’ oc, for the soils and sediments, respectively. Apparently, the sources of organic matter in terrestrial settings leave residues that are somewhat more polar than the corresponding residues derived chiefly in water bodies. Thus, variations in K,, may primarily reflect differences in the chemical nature of the organic matter. Using data from numerous research groups, Gerstl (1990) also examined the variability of log Kim values for 13 other nonionic compounds. He found the Kiocobservations to be log normally distributed and to exhibit relative standard deviations for log Kiocvalues of about k lo- f 0.3 log units. An example is the herbicide atrazine, for which more than 200 observations were compiled (Fig. 9.9). DDT and lindane, two apolar compounds, exhibited similar variability in their log Kiocvalues as did atrazine. The variations can be attributed to the different methods applied by different groups and the variability in the
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Figure 9.9 Frequency diagram illustrating the variability in the log Kioc values determined for atrazine for 217 different soil and sediment samples. The numbers on the X-axis indicate the center of a log K,,, range in which a certain number of experimental K,,, values fall. Data compiled by Gerstl (1990).
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qualitative nature of the organic matter in the wide range of soils and sediments used. In sum, careful determinations of nonionic organic compound absorption into natural organic matter appear to yield log K,,, values to about ? 0.3 log units (-+l o ) precision. Structural Characteristics of POM Relevant to Sorption



Let us now consider what the organic materials in soil and sediment sorbents are. As has become evident from numerous studies (see e.g., Thurman, 1985; Schulten and Schnitzer, 1997; Hayes, 1998), the natural organic matter present in soils, sediments, groundwaters, surface waters, atmospheric aerosols, and in wastewaters may include recognizable biochemicals like proteins, nucleic acids, lipids, cellulose, and lignin. But also, these environmental media contain a menagerie of macromolecular residues due to diagenesis (the reactions of partial degradation, rearrangement, and recombination of the original molecules formed in biogenesis). Naturally, the structure of such altered materials will depend on the ingredients supplied by the particular organisms living in or near the environment of interest. Moreover, the residues will tend to be structurally randomized. For example, soil scientists have deduced that the recalcitrant remains of woody terrestrial plants make up a major portion of the natural organic matter in soils (e.g., Schulten and Schnitzer, 1997). Such materials also make up an important fraction of organic matter suspended in freshwaters and deposited in associated sediments. Similarly, marine chemists have found that the natural organic matter, suspended in the oceans at sites far from land, consists of altered biomolecules such as polysaccharides and lipids that derived from the plankton and were subsequently modified in the environment (Aluwihare et al., 1997; Aluwihare and Repeta, 1999). At intermediate locales, such as large lakes and estuaries, the natural organic material in sediments and suspended in water appears to derive from a variable mixture of terrestrial organism and aquatic organism remains. An often-studied subset of these altered complex organic substances are commonly referred to as humic substances if they are soluble or
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extractable in aqueous base (and insoluble in organic solvents), and humin or kerogen if they are not. The humic substances are further subdivided intofulvic acids if they are soluble in both acidic and basic solutions and humic acids if they are not soluble at pH 2. For a detailed overview of the present knowledge of humic materials, we refer to the literature (e.g., Hayes and Wilson, 1997; Davies and Gabbour, 1998; Huang et al., 1998; Piccolo and Conte, 2000). Here, we address only the most important structural features that are relevant to sorption of organic pollutants. First, we note that natural organic matter that potentially acts as a sorbent occurs in a very broad spectrum of molecular sizes from the small proteins and fulvic acids of about 1 kDa to the huge complexes of solid wood and kerogen (>> 1000 kDa). Furthermore, natural organic matter is somewhat polar in that it contains numerous oxygen-containing functional groups including carboxy-, phenoxy-, hydroxy-, and carbonyl-substituents (Fig. 9.10). Depending on the type of organic material considered, the number of such polar groups may vary quite significantly. For example, highly polar fulvic acids may have oxygen-to-carbon mole ratios ( O K ratios) of near 0.5 (Table 9.1). More mature organic matter (i.e., organic matter that has been exposed for longer time to higher pressures and temperatures in buried sediments) have O K ratios around 0.2 to 0.3, and these evolve toward coal values below 0.1 (Brownlow, 1979). These polar groups may become involved in Hbonding, which may significantly affect the three-dimensional arrangements and water content of these macromolecular media. Since many of the polar groups are acidic (e.g., carboxylic acid groups, phenolic groups) and because they undergo complexation with metal ions (e.g., Ca2+,Fe3+,A13+),pH and ionic strength have some impact on the tendency for the natural organic matter to be physically extended (when charged groups repulse one another) or coiled and forming domains that are not exposed to outside aqueous solutions. This may be particularly important in the case of “dissolved” organic matter (see Section 9.4). In summary, we can visualize the natural organic matter as a complex mixture of macromolecules derived from the remains of organisms and modified after their release to the environment through the processes of diagenesis. This organic matter exhibits hydrophobic and hydrophilic domains. There is some evidence that the aggregate state of the organic matter may include portions with both fluid and rigid character. Borrowing terms commonly used in polymer chemistry, the inferred fluid domains have been referred to as “rubbery,” and the more rigid ones as “glassy” domains (Leboeuf and Weber, 1997; Xing and Pignatello, 1997). Other nomenclature uses the terms soft and hard carbon, respectively (Weber et al., 1992; Luthy et al., 1997b). The glassy domain may contain nanopores (i.e., microvoids of a few nanometers size) that are accessible only by (slow) diffusion through the solid phase (Xing and Pignatello, 1997; Aochi and Farmer, 1997; Xia and Ball, 1999; Cornelissen et al., 2000). This would result in slow sorption kinetics (Pignatello and Xing, 1996). Thus, the natural organic matter may include a diverse array of compositions, resulting in both hydrophobic and hydrophilic domains, and formed into both flexible and rigid subvolumes. This picture suggests nonionic organic compounds may both absorb into flexible organic matter and any voids of rigid portions, as well as adsorb onto any rigid organic surfaces.
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Figure 9.10 (a) Schematic soil humic acid structure proposed by Schulten and Schnitzer (1 997). symbols stand for Note that the a linkages in the macromolecules to more of the same types of structure. (b)Schematic seawater humic substances structure proposed by Zafiriou et al. (1984). (c) Schematic black carbon structure proposed by Sergides et al. (1987).
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Table 9.1 Properties of Organic Components that May Act as Sorbents of Organic Compounds in the Environment
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In addition to the natural organic matter present due to biogenesis and diagenesis, other identifiable organic sorbents, mostly derived from human activities, can be present (and would be included in an Ac measurement). Examples include combustion byproducts (soots and fly ash), plastics and rubbers, wood, and nonaqueous-phase liquids. The most potent among these other sorbents are various forms of black carbon (BC). Black carbon involves the residues from incomplete combustion processes (Goldberg, 1985). The myriad existing descriptors of these materials (soot, smoke, black carbon, carbon black, charcoal, spheroidal carbonaceous particles, elemental carbon, graphitic carbon, charred particles, high-surfacearea carbonaceous material) reflect either the formation processes or the operational techniques employed for their characterization. BC particles are ubiquitous in sediments and soils, often contributing 1 to 10% of the&, (Gustafsson and Gschwend, 1998). Such particles can be quite porous and have a rather apolar and aromatic surface (Table 9.1). Consequently, they exhibit a high affinity for many organic pollutants, particularly for planar aromatic compounds. Therefore significantly higher apparent Ki,,values may be observed in the field as compared to values that would be predicted from simple partitioning models (Gustafsson et al., 1997; Naes et al., 1998; Kleineidam et al. 1999; Karapanagioti et al., 2000). Another example involves wood chips or sawdust used as fills at industrial sites. Wood is also a significant component of solid waste, accounting for up to 25 wt% of materials at landfills that accept demolition wastes (Niessen, 1977). Wood is composed primarily of three polymeric components: lignin (25-30% of softwood mass), cellulose (40-45% of softwood mass), and hemicellulose (remaining mass) (Thomson, 1996). As has been shown by Severton and Banerjee (1996) and Mackay and Gschwend (2000), sorption of hydrophobic organic compounds by wood is primarily controlled by sorption to the lignin. This is not too surprising when considering the rather polar character of cellulose and hemicellulose as compared to lignin (compare Q/C and H/C ratios in Table 9.1). Also synthetic polymers such as polyethylene (Barrer and Fergusson, 1958; Rogers et al., 1960; Flynn, 1982; Doong and Ho, 1992; Aminabhavi and Naik, 1998), PVC (Xiao et al., 1997), and rubber (Barrer and Fergusson, 1958, Kim et al., 1997) and many others are well known to absorb nonionic organic compounds. If such materials are present in a soil, sediment, or waste of interest, then they will serve as part of the organic sorbent mix. Finally, a special organic sorbent that may be of importance, particularly, when dealing with contamination in the subsurface, is nonaqueous phase liquids (NAPLs, Hunt et al., 1988; Mackay and Cherry, 1989). These liquids may be immobilized in porous media and serve as absorbents for passing nonionic organic compounds (Mackay et al., 1996). In such cases we may apply partition coefficients as discussed in Section 7.5 (Eq. 7-22) to describe sorption equilibrium, but we have to keep in mind that the chemical composition of the absorbing NAPL will evolve with time. In conclusion, sorption of neutral organic chemicals to the organic matter present in a given environmental system may involve partitioning into, as well as adsorption onto, a variety of different organic phases. Thus, in general, we cannot expect linear isotherms over the whole concentration range, and we should be aware that predictions of overall K,,, values may have rather large errors if some of the important organic materials present are not recognized (Kleineidam et al., 1999).
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Conversely, with appropriate site-specific information, reasonable estimates of the magnitude of sorption coefficients can be made (see below).



Determination of KiocValues and Availability of Experimental Data



K,, values are available for a large number of chemicals in the literature. The vast majority of these Kioc's have been determined in batch experiments in which a defined volume of water is mixed with a given amount of sorbent, the resultant slurry is spiked with a given amount of sorbing compound(s), and then the system is equilibrated with shaking or stirring. After equilibrium is established, the solid and aqueous phases are mostly separated by centrifugation or filtration. In most studies, only the aqueous phase is then analyzed for the partitioning substance, and its concentration in the solid phase is calculated by the difference between the total mass added and the measured mass in the water. Direct determinations of solid phase concentrations are usually only performed to verify that other loss mechanisms did not remove the compound fi-om the aqueous phase (e.g., due to volatilization, adsorption to the vessel, and/or degradation). Kiocis then calculated by dividing the experimentally determined Kjd (= Cis/ C,) value by the fraction of organic carbon, A,, of the sorbent investigated (Eq. 9-22). Of course, a meaningful Kiocvalue is obtained only if sorption to the natural organic material is the dominant process. This may be particularly problematic for sorbents exhibiting very low organic carbon contents. Also, solid-water contact times are sometimes too short to allow sorbates to reach all the sorption sites that are accessible only by slow diffusion (Xing and Pignatello, 1997); thus, assuming sorptive equilibrium may not be appropriate. This kinetic problem can be especially problematic for equilibrations that employ sorbate solutions flowing through columns containing the solids. Finally, errors may be introduced due to incomplete phase separations causing the presence of water (containing dissolved compound) with the solid phase, as well as colloids (containing sorbed compound) in the aqueous phase. Hence, the experimentally determined apparent solid-water distribution coefficient, Kt:", is not equal to the "true" K;d but is given by: (9-23) where Cis



is the compound concentration on the separated particles (mol .kg-' solid)



C;,



is the compound concentration in the water (mol .L-')



V,,



is the volume of water left with the separated particles (L .kg-' solid)



CiDoc is the compound concentration associated with colloids (mol .kg-' oc)



[DOC] is the concentration of organic matter in the colloids (expressed as C) remaining with the bulk water (kg oc .L-') By dividing the numerator and denominator of Eq. 9-23 by Ciw,and then substituting C,/Ciw by Kidand CiDoc/Ciw by KiDOC, we may rewrite Eq. 9-23 as:
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(9-24) The expression indicates that the apparent solid-water distribution coefficient will equal the “true” one only if V,, (( K;d and if KiDoc.[DOC] (( 1. For weakly sorbing and thus compounds (low Kid), this equation suggests that the experimental Kl~pp, K z p,may be erroneously high. For compounds that do tend to sorb (high K,,) and in situations where organic colloids are substantial (high [DOC]), batch observations of solid-water partitioning produce lower distribution coefficients than Kid.Note that these phase separation difficulties are probably one of the major explanations for the so-called “solids concentration effect” in which Kid appears to decrease with greater and greater loads of total solids and thus DOM colloids in batch sorption systems (Gschwend and Wu, 1985). Note also that these problems may also be important for other colloid-containing systems such as where sorption to clay minerals plays a major role (see Chapter 11). Finally, particularly in older studies, radiolabeled chemicals of poor purity were used, and this can also have an influence on the result (Gu et al., 1995). Considering all these experimental problems, as well as the natural variability of natural organic sorbents, it should not be surprising that Kjo,values reported in the literature for a given chemical may vary by up to an order of magnitude or even more. This is particularly true for polar compounds for which uncontrolled solution conditions like pH and ionic strength may also play an important role. Thus, when selecting a K;,, value from the literature, one should be cautious. In this context, it should be noted that Ki,, values are log-normally distributed (normal distribution of the corresponding free energy values), and therefore log Ki,, values, not Kj,, values, should be averaged when several different KjOc7s have been determined (Gerstl, 1990). For the following discussions, we will primarily use Kio, values from compilations published by Sabljic et al. (1995) and Poole and Poole (1999). According to these authors, the values should be representative for POM-water absorption (i.e., they have been derived from the linear part of the isotherms). Furthermore, many of the reported Kim’s are average values derived from data reported by different authors. Distinction between different sources of sorbents (e.g., soils, aquifer materials, freshwater, or marine sediments) has not been made. Nevertheless, at least for the apolar and weakly monopolar compounds, these values should be reasonably representative for partitioning to soil and sediment organic matter.



Estimation of Kjocvalues Any attempt to estimate a K,, value for a compound of interest (with its particular abilities to participate in different intermolecular interactions) should take into account the structural properties of the POM present in the system considered. To this end, the use of multiparameter LFERs such as the one that we have applied for description of organic solvent-water partitioning (Eq. 7-9) would be highly desirable (Poole and Poole, 1999). Unfortunately, the available data do not allow such analyses, largely due to the very diverse solid phase sources from which reported Kiocvalues have been derived.
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kFigure 9.11 Plot of log K,,, versus log KiOw for PAHs (+) and for a series of alkylated and chlorinated benzenes and biphenyls (PCBs) (A). The slopes and intercepts of the linear regression lines are given in Table 9.2.
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Therefore, for estimates of K,,,'s it is more feasible to use compound class-specific LFERs. These include correlations of log K,,, with molecular connectivity indices (or topological indices; for an overview see Gawlik et al., 1997), with log C;G'(L) (analogous to Eq. 7-1 l), and with log K,,,. Although molecular connectivity indices or topological indices have the advantage that they can be derived directly from the structure of a chemical, they are more complicated to use and do not really yield much better results than simpler one-parameter LFERs using C;$t(L) or K,,, as compound descriptors. Since C:$t (L) and Ki,,can be related to each other (Eq. 7-1 1, Table 7.3), here we will confine ourselves to log Ki,,- log Ki,, relationships. Table 9.2 summarizes the slopes a and intercepts b derived for some sets of organic compounds by fitting: log Ki,,= a.log Ki,,+ b



(9-25)



Note that the Ki,,values used tend to represent mostly absorption into soil and sediment POM. Therefore, any estimates using equations such as the ones given in Table 9.2 should be considered to be within a factor of 2 to 3. Furthermore, such LFERs should be applied very cautiously outside the log K,, - log Ki,,range for which they have been established. This is particularly critical for LFERs that have been derived only for a relatively narrow log Ki,,range (e.g., the phenyl ureas). Let us make some general comments on this type of LFER. First, reasonable correlations are found for sets of compounds that undergo primarily London dispersive interactions (Fig. 9.11; alkylated and chlorinated benzenes, chlorinated biphenyls). Good correlations are also found for sets of compounds in which polar interactions change proportionally with size (PAHs) or remain approximately
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h



Figure 9.12 Plot of log K,,,, versus log K,,, for a alkylated and halogenated (R, = alkyl, halogen) phenylureas (R2 = R, = H; A, halogen, see margin below), phenyl-methylureas (R2 = CH3, R3 = H, n), and phenyl-dimethylureas (R2 = R3 = CH3, 0). The slope and intercept of the linear regression using all the data is given in Table 9.2 (Eq. 9-261); each subset of ureas would yield a tighter correlation if considered alone (e.g., Eq. 9-26j).
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constant (chlorinated phenols). These results are reasonable based on our previous discussions of organic solvent-water partitioning (Chapter 7).



r ? 0



It should also be not too surprising that poorer results are obtained when trying to correlate sets of compounds with members exhibiting significantly different H-acceptor and/or H-donor properties. This is the case for the halogenated C,-, C2-, and C,-compounds. Combining the entire set leads to an R2 of only 0.68 (Eq. 9-26d). Focusing on the chloroalkenes, the correlation is much stronger (R2 of 0.97 although N is only 4); while for the polyhalogenated alkanes with and without bromine correlations are much more variable. This can be understood if we recall that compounds like CH,C12 exhibit H-donor and H-acceptor capabilities (e.g., for CHC1, a, = 0.10 and pi= 0.05) while C1,CCH3 has only H-acceptor ability (ai= 0, p, = 0.09) and CC1, has neither (Table 4.3). Hence, lumping such sets of compounds in a single-parameter LFER should yield variability as is seen. Such H-bonding variability also occurs within the large set of phenyl ureas that are used primarily as herbicides (some with -NH2, others with -NH-CH,, and finally some with -N(CH,),). In the case of the phenyl ureas, a significantly better correlation can be obtained for any subset of these compounds exhibiting consistent H-bonding on the terminal amino group (Fig. 9.12). Consequently, more highly correlated relationships with a single parameter like log Kio, are also found for these subsets (Table 9.2). These examples demonstrate that care has to be taken when selecting a set of compounds for the establishment of one-parameter LFERs. Hence, published LFERs relating log Kio, values to log K,, or related parameters (liquid aqueous solubilities or chromatographicretention times; see Gawlik et al., 1997, for review) should be checked to see that the “training set” of sorbing compounds have chemical structures that ensure that they participate in the same intermolecular interactions into the two partitioning media.
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Data from Sabljic et al. (1995), Chiou et al. (1998), and Poole and Poole (1999). The data for chlorinated phenols have been taken in part from Schellenberg et al. (1984). K, in L.kg-'oc. Range of experimental values for which LFER has been established. Number of compounds used for LFER. See Fig. 9.12, all compounds. YSee Fig. 9.12, only A.
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Chlorinated phenols (neutral species; bipolar)
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Equation Set of Compounds



Table 9.2 LFERs Relating Particulate Organic Matter-Water Partition Coefficients and Octanol-Water Partition Constants at 20 to 25°C for Some Sets of Neutral Organic Compounds: Slopes and Intercepts of Eq. 9-25 a
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Kioeas a Function of Sorbate Concentration Let us now come back to the issue of linearity of the isotherm and dependency of Kid on the sorbate concentration. In numerous field studies in which both particleassociated and dissolved concentrations of PAHs are measured, apparent Ki,,values are up to two orders of magnitude higher than one would have predicted from a simple absorption model (Gustafsson and Gschwend, 1999). If a natural soil or sediment matrix includes impenetrable hydrophobic solids on which the chemical of interest may adsorb, the overall Kiocvalue must reflect both absorption into recent natural organic matter and adsorption onto these surfaces. We start out by considering the effect of such adsorption sites on the isotherms of apolar and weakly monopolar compounds. For these types of sorbates, hydrophobic organic surfaces and/or nanopores of carbonaceous materials are the most likely sites of adsorption. Such hydrophobic surfaces may be present due to the inclusion of particles like coal dust, soots, or highly metamorphosed organic matter (e.g., kerogen). Because of the highly planar aromatic surfaces of these particular materials, it is reasonable to assume that planar hydrophobic sorbates that can maximize the molecular contact with these surfaces should exhibit higher affinities, as compared to other nonplanar compounds of similar hydrophobicity. Let us evaluate some experimental data. To this end, we use a dual-mode model (Eq. 9-6). This model is a combination of a linear absorption (to represent the sorbate’s mixing into natural organic matter) and a Freundlich equation (as seen €or adsorption to hydrophobic surfaces or pores of solids like activated carbons):



The value of the partition coefficient, Kip,is given by the product,foci(ioc,wheref,, and Ki,,apply only to the natural organic matter into which the sorbate can penetrate. The value of KiFis less well understood, but recent observations suggest it should be related to the quantity of adsorbent present (e.g., the fraction of “black carbon” in a solid matrix, fb,) and the particular compound’s black-carbonnormalized adsorption coefficient (e.g., KibC).Typical values of the Freundlich exponent are near 0.7. Hence, in a first approximation the data should fit: (9-27) Observations certainly fit this type of dual-mechanism model. For example, Xia and Ball (1999) recently examined the sorption of several organic compounds to an aquifer sediment. They measured that sediment’s&, to be 0.015. Using a literature of 104.7(Gawlik et al., 1997), it is clear that the pyrene sorption value of the Kpyreneoc oc (Figure they observed greatly exceeded expectations based on only&, times Kpyrene ,, and using a 9-13a). Subtracting this absorption contribution to the total Kpyrene of 106.5(Bucheli and Gustafsson, 2000), the data recently reported value for Kpyrenebc indicate&, in this aquifer sediment contributed about 0.6% of the solid mass (a large fraction of that Miocene sediment’s remaining reduced carbon content). Using this fbc, the entire pyrene sorption isotherm was well fit using Eq. 9-27 (Figure 9- 13a). Moreover, fixing& at 0.006, the isotherms for the other sorbates tested by Xia and
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and Accardi-Dey and Gschwend (2001). (b) Holding&, at 0.006, values of KibCcan be estimated for all the other sorbates (all planar) tested on this aquifer sediment: benzene, chlorobenzene, 1,2-dichlorobenzene, naphthalene, 1,2,4-trichlorofluorene* ,2,475-tetrachlorobenzene, phenanthrene, and pyrene.
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Ball can be used to extract those compounds’ Kibcvalues in [(pg .kg-’ bc)(pg .L-’)-“i]. These data suggest that for planar sorbates a value of Kibccan be estimated via: log Kibc G 1.6 log Ki,,



-



( N = 9, R2 = 0.98)



1.4



(9-28)



Consistent with experience with adsorbents like activated carbons, the fitted KIbc values are greater for sorbates with larger hydrophobicities (Fig. 9.13b). Note that when using Freundlich isotherms, the KiFvalue depends nonlinearly on the units in which the concentration in the aqueous phase is expressed (see Problem 9.5). Neglecting the contribution of adsorption, especially for planar compounds and at low concentrations, may cause substantial underestimation of Kid.This is shown in Illustrative Example 9.2 for phenanthrene sorption to various soils and sediments (Huang et al., 1997).



Illustrative Example 9.2



Evaluating the Concentration Dependence of Sorption of Phenanthrene to Soil and Sediment POM Huang et al. (1997) measured sorption isotherms for phenanthrene on 21 soils and sediments. All isotherms were nonlinear with Freundlich exponents ni (Eq. 9-1) between 0.65 and 0.9. For example, for a topsoil (Chelsea I) and for a lake sediment (EPA-23), interpolating the isotherm data yields the following “observed” sorbed concentrations, Cis, in equilibrium with dissolved concentrations, C,, of 1 pg .L-’ and 100 pg .L-I, respectively: Ciw



(Pug * L-I) 1 I00



cis



(pg .kg-’ solid) Chelsea-I EPA-23 3,200 9 1,000



1,700 5 1,000
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Problem Using Eq. 9-27, estimate the equilibrium solid phase concentrations, CIS,of phenanthrene for this topsoil and this sediment for aqueous concentrations, C,,, of 1 and 100 yg.L-'. Compare these values with the concentrations obtained from interpolation of the sorption isotherms (see above):



Answer



i - phenanthrene



log K,,, = 4.57 log K,, = 4.3



For this nonionic, planar compound, you have to take into account both absorption to POM and adsorption to a high-affinity sorbent (e.g., black carbon). For Chelsea I soil, fOc was measured as 0.056 kg oc .kg-' solid. The fbc was not measured, but in sediment samples it is typically between I and 10% of thef,, (Gustafsson and Gschwend, 1998). Use the full range of 1 to 10% to see the possible impact of adsorption to black carbon (ie., fbc = 0.00056 to 0.0056 kg bc.kg-' solid). Assume n, = 0.7 and use Eq. 9-28 to estimate Klbc: log&,,= 1.6 10gKjo,- 1.4=(1.6)(4.57))- 1.4=5.9 Insertion of&,, Ki,,,fbc, and KibCinto Eq. 9-27 yields Cisvalues for Ciw=l and 100 yg .L-', respectively: for C,, =



c,



= =



1 pg.L-':



(0.056)( 104.3)(1) + (0.00056 to 0.0056)( 1)0.7 1100 + (440 to 4400) = 1540 to 5500 y g .kg-' solid (observed 3200 pg .kg-' solid)



Note that a calculation based only on the product, fO&,, oberved values by about a factor of three. for C,,



Cis



=



would underestimate the



100 yg.L-':



+ (0.00056 to 0.0056)( 105.9)( 110,000 + (11,000 to 110,000) = 121,000 to 220,000 yg .kg-' solid (observed 9 1,000 pg .kg-' solid)



= (0.056)( 104.3)(100) =



In this case, the estimate based only onfo&ioc is very close to the experimental result, indicating that for high substrate concentrations partitioning into POM is the dominant sorption mechanism. For EPA-23 lake sediment, f,, was measured as 0.026 kg oc.kg-' solid. Again assuming the same K,,, and K,, values for phenanthrene and the same&, range, one obtains: for Ci, Cis



=



1 pg .L-' :



+ (210 to 2100) = 730 to 2600 pg. kg-' solid (observed 1700 pg .kg-' solid)



= 520
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+ Figure 1 Predicted versus experimental sorbed phenanthrene concentrations for a series of soils and sediments. The diamonds indicate solids equilibrated with 1 pg .L-'; squares are for solids equilibrated with 100 p g .L-I.
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and: for Ci,



=



1OO pg .L-' :



Cis = 52,000 + (5200 + 52,000) = 57,000 to 104,000 pg .kg-' solid (observed 5 1,000 pg .kg-' solid)



Hence, as for the Chelsea I topsoil,f,, .Kiocunderestimates the observed sorption by about a factor of 3 at Ci, = 1 pg .L-', whereas at 100 pg .L-', sorption is dominated by POM-water partitioning. Predictions of sorbed phenanthrene concentrations equilibrated with 1 or 100 pg .L-' dissolved concentrations for all the soils and sediments (assuming f ,= 0.05 f,,) examined by Huang et al. (1997) are shown in Fig. 1. Values for 100 pg.L-' fall somewhat below the extrapolation from 1 yg .L-' observations, indicating the shift from adsorption to absorption as the dominating mechanism.



For compounds other than PAHs, unfortunately there are not enough data available that would allow a more general analysis of the concentration dependence of K,, values. Nevertheless, a few additional observations may give us some better feeling of the magnitude of this dependence. For example, for sorption of smaller apolar and weakly monopolar compounds (e.g., benzene, chlorobenzene, 1,2-dichIorobenzene, tetrachloroethene, dibromoethane) to soil (Chiou and Kile, 1998) or aquifer materials (Xia and Ball, 1999 and 2000), not more than a factor of 2 difference in K,, was found between low and high sorbate concentrations. A somewhat more pronounced effect (i.e., factor 2 to 3) was observed for sorption of the more polar
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q




 .. +H'



quinoline



Here we confine ourselves to some observations of the sorption of organic bases to NOM. Consider the pH-dependence (Fig. 9.18) of the sorption of quinoline (subscript q, for structure, see margin) to Aldrich humic acid (AHA). In this case, the DqDocvalue shows a maximum at about pH 5. This corresponds to the pKi, of the compound. At high pHs (i.e., pH > 7) when virtually all of the quinoline is in its nonionic form, the overall sorption is primarily determined by partitioning of this neutral species (Q) to AHA: QDOC



[Qloc



ss -= K,Q,oc



[Qlw



at high pHs



(9-43)



With decreasing pH, the fraction of the cationic form of quinoline (QH') increases and the sorbed cations increase too. However, at the same time the number of negatively charged AHA moieties decreases. This leads to the maximum observed at pH 5. Now the partitioning reflects: (9-44) is about a factor of In this case, due to electrostatic interactions, the maximum D,,, 4 larger than the K,QDOc(see Eq. 9-43 for partitioning of the neutral species). An even more pronounced case involves the sorption of the two biocides, tributyltin (TBT) and triphenyltin (TPT) to AHA. Because of their very high toxicity toward
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5.5 Figure 9.19 Aldrich humic acid (AHA)-water distribution ratio (Diwc) of TBT (A) and TPT (0)as a function of pH. Each point was determined from a sorption isotherm. Error bars are the standard deviation of the slope of the linear isotherm and of pH. The lines were calculated using the model described by Arnold et a]. (1998). The insert shows the speciation of TBT and TPT as a function of pH. Adapted from Arnold et al. (1997 and 1998).
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aquatic organisms, TBT and TPT are of considerable environmental concern (Fent, 1996). Again, sorption varies strongly with pH (Fig. 9.19). In these cases, the DiDoc at the pH corresponding to these compounds’pKiavalues is enhanced by more than a factor of 10 over the partitioning of the neutral species (TBTOH, TPTOH). In fact, even at pH 8, where the abundance of TBT’ or TPT+ is very small, sorption of the cation was still found to dominate the overall sorption (Arnold et al., 1998).



11 R = n-C,H,:TBT pK,, = 6.3 R = CH , :,



TPT



pKi, = 5.2



These findings can be rationalized by postulating an inner sphere complex formation (i.e., by ligand exchange of a water molecule) between the tin atom of the charged species and negatively charged ligands (i.e., carboxylate, phenolate groups) present in the humic acid. The observed pH dependence of the overall AHA-water distribution ratio of the two compounds could be described successhlly with a semiempirical, discrete log Kj spectrum model using four discrete complexation sites in AHA exhibiting fixed pKajvalues of 4,6,8, and 10 (Fig. 9.19). Note that Ki is the complexation constant of TBT’ or TPT’, respectively, with the ligand typej [i.e., a carboxyl (p& = 4,6) or phenolate (pKa, = 8,lO) group]. For more details, refer to Arnold et al. (1998). We conclude this section by noting that sorption of charged species to NOM is generally fast and reversible, provided that no real chemical reactions take place that lead to the formation of covalent bonds (i.e., to “bound residues”; see chapter 14). This conclusion is based on experimental data and on the assumption that in aqueous solution the more polar NOM sites are more easily accessible as compared to the more hydrophobic domains. For charged species, we may, therefore, assume that equilibrium is established within relatively short time periods. Hence, for example, in the case of TBT and TPT, contaminated sediments may represent an important source for these highly toxic compounds in the overlying water column (Berg et al., 2001).
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Questions and Problems Questions



Q 9.1 Give five reasons why it is important to know to what extent a given chemical is present in the sorbed form in a natural or engineered system.



Q 9.2 What are the most important natural sorbents and sorption mechanisms for (a) apolar compounds, (b) polar compounds, and (c) ionized compounds? Q 9.3



What is a sorption isotherm? Which types of sorption isotherms may be encountered when dealing with sorption of organic compounds to natural sorbents? Does the shape of a sorption isotherm tell you anything about the sorption mechanism(s)? If yes, what? If no, why not? Q 9.4



Write down the most common mathematical expressions used to describe sorption isotherms. Discuss the meaning of the various parameters and describe how they can be derived from experimental data.



Q 9.5 Why is natural organic matter (NOM) such an important sorbent for all organic compounds? What types of organic phases may be present in a given system? What are the most important properties of NOM with respect to the sorption of organic compounds?



Q 9.6 How is the K,,, ( K , I ~ o cvalue ) of a given compound defined? How large is the variability of K,,, (K,,,,) for (a) different particulate organic phases (POM), and (b) different “dissolved” organic phases (DOM)? Which are the major structural factors of POM or DOM that cause this variability?



Q 9.7 As noted in Section 9.3 (Fig. 9 . Q the average K,,, values of 1,2-dichlorobenzene determined by Kile et al. (1 995) for uncontaminated soil-water and sediment-water partitioning are about 300 and 500 L .kg- oc, respectively. However, for heavily contaminated soils and sediments, these authors found significantly higher K,,, values (700 - 3000 L.kg-’ oc), although isotherms were linear over a wide concentration range. Try to explain these findings.



’



Q 9.8 How do (a) pH, (b) ionic strength, and (c) temperature affect the sorption of neutral organic compounds to dissolved and particulate organic matter? Give examples of
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compound+rganic phase combinations in which you expect (i) a minimum, and (ii) a maximum effect. Q 9.9



How does the presence of a completely miscible organic cosolvent (CMOS) affect the speciation of an organic compound in a given environment (e.g., in an aquifer)? What are the most important parameters determining the effect of an organic cosolvent? How can this effect be quantified? Q 9.10



What is the major difference between the sorption of neutral and the sorption of charged organic species to NOM? Qualitatively describe the pH dependence of the NOM-water partitioning of (a) an organic acid, and (b) an organic base. Problems P 9.1 What Fraction ofAtrazine Is Present in Dissolved Form?



Atrazine is still one of the most widely used herbicides. Estimate the fraction of total atrazine present in truly dissolved form (a) in lake water exhibiting 2 mg POC .L-’, (b) in marsh water containing 100 mg so1ids.L-’, if the solid’s organic carbon content is 20%, and (c) in an aquifer exhibiting a porosity of 0.2 by volume, a density of the minerals present of 2.5 kg.L-’, and an organic carbon content of 0.5%. Assume that partitioning to POM is the major sorption mechanism. You can find Ki,, values for atrazine in Fig. 9.9. Comment on which value(s) you select for your calculations. CI



I



H



H atrazine



P 9.2 Estimating the K,, Value of Isoproturon from Kio,’Sof Structurally Related Compounds



Urea-based herbicides are widely used despite the concern that they may contaminate groundwater beneath agricultural regions. You have been asked to evaluate the sorption behavior of the herbicide isoproturon in soils.



I



isoproturon



Unable to find information on this specific compound, you collect data on some structurally related compounds:
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4-methyl



1.33



1.51



3,5 -dimethyl



1.90



1.73



4-chloro



1.94



I .95



3,4-dichloro



2.60



2.40



3-fluoro



1.37



1.73



4-methox y



0.83



1.40



What K,,, do you estimate for isoproturon? Do you use all compounds for deriving an LFER?



P 9.3 Evaluating tlze Transport oj1,2-Dichloropropane in Groundwater A group of investigators from the USGS recently discovered a large plume of the soil fumigant 1,2-dichloropropane (DCP) in the groundwater flowing away from an airfield. The aquifer through which the DCP plume is passing has been found to have a porosity of 0.3. The aquifer solids consist of 95% quartz (density 2.65 g.mL-'; surface area 0. I m2.g '), 4% kaolinite (density 2.6 g.mL-'; surface area 10 m2.g- '), 1% iron oxides (density 3.5 g.mL-'; surface area 50 m2.g-'), and organic carbon content of 0.2%. What retardation factor [R, (= ; see Eq. 9- 12)] do you expect at mininium (assumption that only POM is responsible for sorption) for DCP transport in the plume a w n i i n g that sorptive exchanges are always at equilibrium?



1,2-dichloropropane (log K,,,=2.28. Montgomery. 1997)



P 9.4 Estimati~gthe Retardation of Organic Compounds in nn Aquifer from Rreaktbrouglt Dnta of Tracer Compounds



IJsing tritiated watei a? conservative tracer, an average retardation factor, Rf, ( ; see Eq. 9.12) of aboiit 10 was determined for chlorobenzene in an aquifer. (a) Assuming thjs retartlation factor reflects absorption only to the aquifer solids' POM, what is the avcrage organic carbon content of the aquifer material if its minerals havc density 2.5 kg.1, and if the porosity is 0.33? (b) Estimate the R, values of 1,3,5-tricl-iIorobei~~~~iie (1,3,5-TCB) and 2,4,6-trichlorophenol (2,4,6-TCP) in this aquifer (pFi -- 7 5 7-1- - I O T ) by assuming that absorption into the POM present is the
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major sorption mechanism. Why can you expect to make a better prediction of R, for 1,3,5-TCB as compared to 2,4,6-TCP? You can find all necessary information in Table 9.2 and in Appendix C. Comment on all assumptions that you make.



chlorobenzene



P 9.5



1,3,5-trichIorobenzene (1,3,5-TCB)



2,4,6-trichlorophenoI (2,4,6-TCP)



Evaluating the ConcentrationDependence of Equilibrium Sorption of 1,2,4,5-Tetrachlorobenzene (TeCB) to an Aquitard Material



Xia and Ball (1999) measured sorption isotherms for a series of chlorinated benzenes and PAHs for an aquitard material v;Oc = 0.015 kg oc .kg-' solid) from a formation believed to date to the middle to late Miocene. Hence, compared to soils or recent sediment POM, the organic matter present in this aquitard material can be assumed to be fairly mature and/or contain char particles from prehistoric fires. A nonlinear isotherm was found for TeCB (fitting Eq. 9-2) and the following and Freundlich parameters were reported: KTeCB F = 128(mg. g-')(mg. mL-')-"TecB nTeCB = 0.80. For partitioning of TeCB to this material (linear part of the isotherm at higher concentrations), the authors found a Kim value of 4.2 x lo4 L .kg'oc. (a) Calculate the apparent Ki,, values of TeCB for the aquitard material for aqueous TeCB concentrations of Ciw=l, 10, and 100 pg-L-' using the Freundlich isotherm given above. Compare these values to the K,, values given above for POM-water partitioning. Comment on the result. (b) At what aqueous TeCB concentration (pg .L-') would the contribution of adsorption to the overall Ki,, be only half of the contribution of absorption, (partitioning)?



CI



1,2,4,5-tetrachlorobenzene (TeCB)



Note: When using Freundlich isotherms, be aware that the numerical value of KiF depends nonlinearly on the unit in which the concentration in the aqueous phase is expressed. Hence for solving this problem, you may first convert pg .L-' to mg .mL-' or you may express the Freundlich equation using, for example, pg .kg-' and pg .L-', respectively:
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P 9.6 Is Sorption to Dissolved Organic Matter Important for the Environmental Behavior of Naphthalene? Somebody claims that for naphthalene, sorption to DOM is generally unimportant in the environment. Is this statement correct? Consult Illustrative Example 9.5 to answer this question.



naphthalene



P 9.7 Assessing the Speciation of a PCB-Congener in a Sediment-Pore Water System Consider a surface sediment exhibiting a porosity @ = 0.8, solids with average density ps= 2.0 kg .L-' solid, a particulate organic carbon content of 5%, and a DOC concentration in the pore water of 20 mg DOC. L-'. Estimate the fractions of the total 2,2',4,4'-tetrachlorobiphenyl(PCB47) present in truly dissolved form in the porewater and associated with the pore water DOM. Assume that absorption into the organic material is the major sorption mechanism and that KiDoc= 1/3 K,,,. Estimate Kiocusing Eq. 9-26a with the Ki,,value of PCB47 given in Appendix C.



CI 2,2,4,4'-tetrachlorobiphenyl (PCB47)
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SORPTION 11: PARTITIONING TO LIVING MEDIA BIOACCUMULATION AND BASELINE TOXICITY 10.1 Introduction 10.2 Partitioning to Defined Biomedia The Composition of Living Media Equilibrium Partitioning to Specific Types of Organic Phases Found in Organisms A Model to Estimate Equilibrium Partitioning to Whole Organisms Parameters Used to Describe Experimental Bioaccumulation Data illustrative Example 10.1: Evaluating Bioaccumulation from a ColloidContaining Aqueous Solution Illustrative Example 10.2: Estimating Equilibrium Bioaccumulation Factors from Water Illustrative Example 10.3: Estimating Equilibrium Bioaccumulation Factors from Air 10.3 Bioaccumulation in Aquatic Systems Bioaccumulation as a Dynamic Process Evaluating Bioaccumulation Disequilibrium - Example: Biota-Sediment Accumulation Factors Using Fugacities or Chemical Activities for Evaluation of Bioaccumulation Disequilibrium illustrative Example 10.4: Calculating Fugacities or Chemical Activities to Evaluate Bioaccumulation 10.4 Bioaccumulation in Terrestrial Systems Transfer of Organic Pollutants from Air to Terrestrial Biota Air-Plant Equilibrium Partitioning Illustrative Example 10.5: Evaluating Air-Pasture Partitioning of PCBs Uptake of Organic Pollutants from Soil
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10.5 Biomagnification Defining Biomagnification BiomagnificationAlong Aquatic Food Chains and Food Webs BiomagnificationAlong Terrestrial Food Chains



10.6 Baseline Toxicity (Narcosis) Quantitative Structure-Activity Relationships (QSARs) for Baseline Toxicity Critical and Lethal Body Burdens Illustrative Example 10.6: Evaluating Lethal Body Burdens of Chlorinated Benzenes in Fish 10.7 Questions and Problems
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Introduction The discovery in the 1960s and early 1970s that some organic chemicals such as DDT and PCBs were reconcentrated from the environment into organisms like birds and fish inspired many people’s concern for our environment. Since such bioaccumulation of chemicals might eventually cause them to be transferred from the environment through food webs to higher organisms, including humans (Fig. lO.l), it became very important to understand how a chemical’s properties affected these transfers. Now we know that these accumulation processes may involve (1) direct partitioning between air and water and living media (e.g., grass, trees, phytoplankton, zooplankton), and/or (2) a more complicated sequence of transfer processes in that compounds are taken up with food and then transported internally to various parts of the organism. In many cases, phase partitioning equilibrium may not be established between certain compartments within an organism (e.g., liver, storage fats) and the environmental media in which the organism lives. This is particularly true for compounds that are metabolized by the organism. It is also true in situations in which the exchange with the environment is very slow. For example, chemical exchanges between the tissues of mammals or fish with the media that they use to breath (i.e., air and water, respectively) can be quite prolonged. As a consequence of the latter, persistent compounds may be present at significantly higher concentrations in certain tissues of higher organisms (e.g., in lipid phases) than one would predict by using a simple partitioning model between this tissue and the media surrounding the organism (e.g., water, air). In such situations, one often speaks of biomagnijication of a given compound along a food chain. We begin our discussion by first considering equilibrium partitioning of organic chemicals between defined biological materials and water or air (Section 10.2). This will enable us to recognize in which part(s) of a given organism a given chemical will tend to accumulate. Furthermore, such equilibrium considerations are very useful for assessing the potential of a given compound to bioaccumulate, an insight that is useful when we need to judge the wisdom of using particular chemicals for purposes that ultimately result in their release to the environment. Such equilibrium considerations are also important for evaluating the chemical gradients driving chemical transfers in real field situations where concentration data have been determined (Sections 10.3 and 10.4). This insight would allow us to identify environmental compartments such as contaminated sediments that are most needing cleanup. Then we will examine the process of biomagnification and how we might understand the changes in a chemical’s concentration along a food chain (Section 10.5). Finally, in Section 10.6 we will learn how equilibrium partitioning considerations can be used to assess a compound’s effectiveness for inducing narcotic effects in a given organism. This type of toxicity, which is also referred to as nonspeczjic toxicity, is caused primarily by partitioning of the compound into biological membranes, and is commonly also referred to as baseline toxicity. It tells us something about the minimum toxicity of a given compound toward a given organism.
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Figure 10.1 Examples of the transfer of a compound i from various media within the environment to organisms including humans by partitioning between contacting media and by food web transfers. These examples illustrate the complexity of anticipating the extent of bioaccumulation in aquatic and terrestrial food chains.



In summary, the major goal of this chapter is to enhance our understanding of the various factors that determine where and to what extent organic chemicals accumulate in living media. We should note that knowledge of the locally differing (internal) concentrations of a given organic chemical in organisms (e.g., at the site of
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enzyme inhibition or site in a tissue of hormone binding) is pivotal for any sound assessment of the chemical’s (eco)toxicity (Sijm and Hermens, 2000). Of course, for this purpose it would be most advantageous to know the exact concentration of the compound at the site of toxic action, but presently this is not possible in most cases. Nonetheless, knowledge of average concentrations in the whole organism or in the major tissues into which chemicals tend to accumulate may be sufficient to answer questions about the likelihood of adverse effects resulting from accumulation of chemicals through food webs or for estimating the influence of large masses of biota (e.g., forests; Wania and McLachlan, 2001) on the overall fluxes of organic compounds in the environment.



Partitioning to Defined Biomedia The Composition of Living Media



To anticipate the accumulation of xenobiotic organic chemicals in the tissues of organisms, we start by developing an awareness of the “chemical nature” of those living materials. By doing this, we hope to envision the intermolecular interactions that attract organic chemicals into organisms, much as we could see the interactions that control a specific compound’s affinity for solvents of various structures (recall Tables 6.1 and 7.1). Recall that the compounds of interest to us are only about 1 nm in size; hence, as in the case of natural organic matter (Chapter 9), here we are interested in organic portions of organisms that are much larger than this (e.g., proteins or lipids) and not low-molecular-weight components like acetate or glucose that contribute only a few percent to organism biomass. In addition to water and inorganic solids (salts dissolved in cell fluids, shells, and bones), organisms consist of a mix of organic substances. Some of these are macromolecules (e.g., globular proteins, cellulose). Some combine to form subcellular and tissue “structures” built with combinations of lipids, proteins, carbohydrates, and some specialized polymers like cutin or lignin (Fig. 10.2). These diverse organic materials cause organisms to have diverse macromolecular, cellular, and tissue portions that may be apolar, monopolar, and/or bipolar. For animals, it is generally the protein fraction that predominates on the wholeorganism basis, followed by carbohydrate components, and then a variable lipid content (Table 10.1). Since lipids serve both as ubiquitous structural components (e.g., phospholipids in membranes) and as energy reserves (especially triacylglycerides), the contributions of the total lipids may vary widely from organism to organism and tissue to tissue in the same organism. For example, on a dry weight basis, the lipid contents of phytoplankton typically range between about 10 and 30%, but this fraction may go as low as 1% (Shifrin and Chisholm, 1981; Stange and Swackhamer, 1994; Berglund et al., 2000). Similar ranges can be found in fish (Henderson and Tocker, 1987; Ewald, 1996; Berglund et al., 2000), zooplankton (Berglund et al., 2000), and in benthic invertebrates (Morrison et al., 1996; Cavaletto and Gardner, 1998). Note that in the case of benthic invertebrates (e.g., amphipods, shrimp), the lipid content may even exceed 40%, and may vary within one genus by up to a factor of five depending on the physiological condition
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"polar"lipids (e.g., phosphatidyl-choline)



"apolar" lipids (e.g., triacylglycerides)
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Figure 10-2 Examples of natural polymers relevant for sorption of organic pollutants in living media. Note that we consider triacylglycerides as primarily apolar although they contain monopolar (ester) groups.



(Cavaletto and Gardner, 1998). Likewise, the lipid contents of a given phytoplankton species may vary by a factor of two to three depending on its growth phase and/or environmental conditions (Shifrin and Chisholm, 1981; Stange and Swackhamer, 1994). Within a single organism, the composition can also vary widely as exhibited by lipids in caribou: (1) muscle has only 1 to 2% lipid, (2) liver has 4-13% lipid, and (3) fatty tissues have almost 80% lipid content. From our daily experience, we know that mammals including humans may exhibit quite different lipid contents, and that within one individual this lipid content may vary
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Table 10.1 Chemical Composition of Some Organisms (dry-weight, ash-free basis) %Lipid



%Protein



%Carbohydrate



Other



bacterium (1) Escherickia coli



10



60



5



25% DNA/RNA



phytoplankton (2,3)



20* 10



50* 15



30



lichen (4) Cladonia spp.



2



3



94



15 - 25 15 8 1 0 21 50



42 47 66 95 22 50



60 - 70 65



10 25



55 50 - 60



33 30 - 40



65 - 71



21 -23



70



[=MO-], and the solid exhibits a net positive surface charge. Conversely, when we are above the solid's pHzpc,then [zMO-] > [=MOHi], the surface is negatively charged, and it becomes increasingly so at higher pH. Note that at neutral pH values most surfaces present in natural systems exhibit a net negative charge due to such surface reactions plus adsorption of NOM. Our task now is to estimate the concentration of surface charge for solid oxides that interest us as a function of solid and solution properties. For cases in which H+ and OH- are potential-determining, such estimates can be done by solving for the abundances of the important surface species using two sets of information: (1) knowledge of the intrinsic acidities for the oxide of interest, and (2) the feedback relationship of surface potential on surface charge density. For a salt with cations and anions canying the same charge (e.g., Na+ and C1- or Ca2+and SO:-), this charge density, qsurfex = [ = MOH;] - [= MO-1, can be calculated (Stumm and Morgan, 1996, and as shown in Box 11.1). Figure 11.11 illustrates the results of such calculations on charge density at pH's below and above an oxide's pH,,, for aqueous solutions of I = 0.001 and 0.5 M. These results may be understood with a specific example. If we were interested in amorphous iron oxide with apK:;t of 7 and of 9 (Table 11.3) and a surface mol.m-2, we could estimate that this hydroxyl concentration, [=MOH], of 2 x
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of Oxides when H+ and OH- are the Estimating the Surface Charge ossurfex Potential-Determining Ions (after Stumm and Morgan, 1996)



Box 11.1



osurfex(mol charges.mW2) = [= MOH';] - [- MO-] where



(11-27)



[EMOH';] is the concentration of protonated surface sites (mol .m-2)



-



[=MO-] is the concentration of deprotonated surface sites (mol m-2) Using acidity relationships (Eqs. 11-23 through 11-26) to substitute for the charged surface species: e-FvIRT



int -1 osurfex = [= MOHI[H+I(K,, )



- [-



MOH] [H+]-' K:; .e FyllRT



where



(1 1-32)



.



[EMOH] is the concentration of hydroxyl groups on the solid surface (mol m-2), K$ and K.$f are the intrinsic acidity constants of the = MOH; and =MOH sites, respectively I,U



-



is the surface potential (V = J C-')



-



R is the gas constant (8.31 J K-' mol-I) T is the absolute temperature (K) F is the Faraday constant (96,485 C .mol-') The surface charge and surface potential are related: 2RT.



I+V= -smh



-1



(1 1-33)



zT



where z is the valence of ions in the background electrolyte (e.g., NaC1, z = 1) E



is the dielectric constant of water (7.2 x lo-'' C - V-' m-' at 25OC)



l i s the solution ionic strength (mol



-



L-l;



is needed to convert L to m3)



Substituting Eq. 11-33 into Eq.11-32 yields:



(1 1-34)



For any oxide with particular K;Tt, K g t , and [=MOH] and any solution with specific pH, temperature, and ionic by trial and error (e.g., using a spreadsheet program). strength, Eq. 11-34 can be solved for ossurfex
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Figure 11.11 Variation of surface charge on a solid oxide (25°C) due to protonation and deprotonation of surface hydroxyls (at 2 x 10" mol .m-') as a function of solution pH for (a) I = 0.5 M of a dissolved salt with both the cation and the anion exhibiting one charge (1:l electrolyte)and(b)Z=O.OOl M 1:l electrolyte. Note the breaks in the curves between unspecified values of pKZ' and pK2'.
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solid would have about 5 x lo-' molmP2of positive charges on its surface at pH 6 in M (i.e., 4 0 % as =MOHi in Fig. 11.11). In salty water of freshwater o f I = I=0.5 M and pH = 6, the same solid would have about 6 x mol .mV2of positive charges (i.e., -30% = MOH; in Fig. 11.11). If the solution pH was 7 instead of 6, the surface charge density would decrease by almost a factor of 3. It would not be until pH was increased to above 8 [pH,, = OS(7 + 9) = 81 that this particular iron oxide solid would start to show a net negative surface charge. Typically, surface charge densities in the range of 1O4 to 10-' mol .m-' are seen for oxides (Table 11.3) at circumneutral pHs. This implies that lo4 to lo-' moles of counterions, including some charged organic molecules, will accumulate opposite each meter squared of surface area due to electrostatic attractions. This property of surfaces is often referred to as the solid's cation exchange capacity (CEC) or anion exchange capacity (AEC), depending whether the solid exhibits net negative or positive charging, respectively. Note again, this treatment neglects the influence of specifically sorbed ions which would neutralize some of this surface charge [e.g., Fe(OH)2f or HPOi- bound to the surface].



Aluminosilicate Clays. Clay minerals present a different case with regard to assessing their surface charge. These mixed aluminum oxides and silicon oxides (thus aluminosilicates) expose two kinds of surface to the external media, and therefore the same particles may exhibit both a CEC and an AEC at the same time (Table 11.3). First, the edges of these flake-shaped minerals are somewhat like aluminum oxides in their behavior and respond to pH changes in solution much like pure aluminum oxides (e.g., pH,, of kaolinite edge -7; Williams and Williams, 1978). The consequent anion exchange capacity observed empirically for clays is up to 0.1 mol .kg-' for a wide variety of clays (Grim, 1968), but this value changes with solution pH and ionic strength. In contrast, as we have discussed before, the faces of these platey particles have a "siloxane" structure (-Si-0-Si-) which does not leave free hydroxyl groups (-Si-OH) to participate in proton exchange reactions with the
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bulk solution. Instead, the faces exhibit a charge due to cation substitutions for the aluminum or silicon atoms within the internal structure. These “isomorphic” substitutions involve cations of lower total positive charge (e.g., A13+for Si4+or Mg2+for A13+).The result is a fixed and permanent charge deficiency that looks like a negative surface charge to the surrounding solution. Empirical measures of this negative surface charge or CEC are made by assessing the maximum concentrations of weakly bound cations such as ammonium, NH; ,that can be sorbed. Table 11.3 shows the results of such cation exchange capacity tests on three common clays, montmorillonite, illite, and kaolinite. Expandable three-layer clays like montmorillonite exhibit the highest CEC’s near 1 mol .kg-’ or 1.4 x 10” moles of charged sites per meter squared (assuming a specific surface area of 700 m2.g-’; Grim, 1968). On the other extreme, two-layer kaolinite clays exhibit the lowest CECs of about 0.1 mol.kg-’ (Grim, 1968). This is chiefly due to their greatly reduced specific surface areas compared to the expandable three-layer clays, since per unit area these kaolinites actually have greater charge density, 10 mol .m-2.



- ’



Particulate Nutural Organic Matter and Other Solids. Particulate natural organic matter may also contribute to the assemblage of charged sites of solids in water. This is mostly due to ionization reactions of carboxyl groups (-COOH), and at higher pH values, phenolic groups (aromatic ring -OH). Such acidic moieties have been found at about 1 to 10 mmol per gram of natural organic matter. Depending on the surrounding molecular environment, the carboxyl moieties exhibit pK,’s ranging from about 3 to 6. Consequently, the extent of charge buildup in the organic portion of natural particles will vary as a function of pH. Still other solid phases like carbonates are common in nature, and these materials also exhibit surface charging due to excess M2’ or COi- on the solid’s surface forming surface species like =MOC(O)O- (Table 11.3). Realizing there will almost always be charges on particle surfaces submerged in water, we can now examine their impact with regard to sorbing ionized organic chemicals from solution.



Conceptualization of the Ion Exchange Sorptive “Reactions”, Free Energies, and Equilibrium Constants Due to surface charging, an ion exchange “reaction” mechanism can occur and enable the accumulation of a mixture of ions in the near-surface water (e.g., exchanging i- for Cl- in Fig. 11.10). Since this water layer remains tightly associated with the solid, any organic ions that it includes appear “sorbed.” Further, it is sometimes possible for such ions to displace other ligands and bond to the solid surface. This chemisorptionforms a second sorbed species that is distinct from like-structured organic ions dissolved in the near-szujace water (e.g., M-i # M-OH; plus i- nearby). Depending on the type of surface involved, the “13-” group and the charged moiety(ies) of the sorbate, and the ionic composition of the solution, one or both of these sorbed species may coexist in significant proportions (Stone et al., 1993). In this section, we will treat the ionic organic compound sorption when there is no bonding to the surface. Later (Section 11.5), we will pick up the topic of surface reactions. When organic chemicak include structural components that are ionized, new interactions become important insofar as the forces attracting (or repulsing) these sor-
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Calculated CEC and AEC values assume solution pH = 7, ionic strength of M, T = 293 K, solid-site density of 2 x lo4 mol .m-*, and use of Eq. 11-32 or 11-34. Negative logarithms of intrinsic acidity constants ( p e t ) are rounded off to the nearest unit. References: 1 . Parks (1965); 2. Schindler and Stumm (1987); 3. Mikhail et al. (1968a,b); 4. Tipping (1981); 5. Dzombak and Morel (1990); 6. Davis (1982); 7. Grim (1968); 8. Chiou et al. (1990); 9. Khan (1980); 10. Zullig and Morse (1988); 1 1 . Somasundaran and Agar (1967).
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Table 1 1 3 Sorbent Properties of "Pure Solids" Commonly Present in Aquatic Environments
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bates to solid surfaces iue concerned (Fig. 11.10). First, since most mineral surfaces in water are charged, there is an electrostatic interaction between any charged molecule and such water-wet solids. We will call this interaction energy AelectGi.Note that in the following discussion, i denotes a charged organic species (e.g., a deprotonated acid, A-, or a protonated base, BH’). When the organic sorbate i (with charge zi ) and sorbent (with surfice potential !P) are oppositely charged, the electrostatic attraction strongly promotes adsorption and has the magnitude:



AelectGi= z i F Y



(11-35)



where F is the Faraday constant and Y (in volts) is the electric potential difference between the bulk solutjon (assumed to be at zero potential) and the particle surface. Additionally, as we saw for nonionic organic compounds (Section 11.3), the hydrophobic part of a sorbate’s structure encourages its transfer into the near-surface reTogether, these intergion. This free energy contribution will be termed AhydrophobicGi. actions promote an ion exchange “reaction” to occur (Fig. 11.10 shows exchange of two anions): i + comp.ion:surf



i:surf + comp.ion



(11-36)



where i is the organic ion participating in the exchange, “surf’ represents the presence of charged sites on the solid in water, “comp. ion” is the inorganic ion (in this case of the same charge) with which i competes, and the colons indicate surface association without bonding. The accumulation of sorbed organic ions relative to ion concentrations in the bulk solution is due to a free energy increment: &urfwaterGi
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(11-37)



&ydrophobicGi



RTln ([i:surfl / [i])



(1 1-38) (11-39)



where Kidex (L .kg ’) IS the sorbed-to-dissolved distribution ratio of the ionic organic compound accuniulated due to ion exchange, and we note that we have substituted chemical concentrations for chemical activities. Since the displacernent of the competing ion results in the “recovery” of its own AelectGcomp the overall exchange process involves a free energy change (indicated by subscript, ex): hs~rfwater,exC;~
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RT In ([i:surfl[comp.ion]l[i][comp.ion:surfl) (11-42) RT In K,,,



(11-43)



assuming the two competing ions approach the charged surface to the same extent on average (surface polential varies with distance from the solid surface). Note that K,,, (dimensionless) f (L. kg-’),but rather:
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Due to the hydrophobic free energy advantage of the organic sorbate, more i can accumulate in the near-surface water than the competing inorganic ions it displaces! However, electroneutrality requires no net charge buildup in this region. So this additional sorption energy requires the cotransfer of a “co-ion” of opposite charge to i (e.g., Na’ combined with i- in Fig. 1I. 10). This situation is expressed with a charge balance equationfor the near-surface region: [comp.ion:surfl + [i:surfl = surface exchange capacity + [co-ion:surfl



(11-45)



where [comp.ion:surfl is the concentration of competing counterions (mol .kg-’) “surface exchange capacity” (i.e., CEC or AEC) is the concentration of charges on the surface of the solid (mol sites. kg-’) [co-ion:surfl represents the co-ions of opposite charge to i that are present near the surface Since the transfer of these oppositely charged co-ions against the electrostatic potential requires -zPY (note that z ~= -zi), ~ accumulation - ~ ~ in ~ the near surface water is given (focusing on the monovalent case here):



where [co-ion:surfl* is the concentration normalized per volume of near-surface water and taking the co-ion to be a monovalent, positively charged ion here. To convert this to the concentration per mass of solid sorbent, we need to multiply this result by the volume of near-surface water per mass of solid, I/vic (L .kg-’): [co-ion:surfl = V,ic[co-ion:surfl* = ~jc[CO-iOn]eXp(Ah,d~,,hobicGi/~T) =



KiexVvic [co-ion]



(11-47)



may be estimated using knowledge of a solid’s specific surface area, The size of Vvic Asurn and the e-’ thickness of the diffuse double layer (recall thickness estimated using 0.28 x 14.5nm). Assuming this thickness ranges from 0.3 to 10 nm and the specific surface areas of natural solids range from 1 (reported for some aquifer solids, Schwarzenbach and Westall, 1981) to 700 m2 g-’ for a finely dispersed clay (Table 11.3), we see that Vvicmay range from less than 0.001 L .kg-’ for sandy materials in a salty environment to about 1 L . kg-’ when ionic strength is low and particles have high specific surface areas. Ion Exchange of Organic Cations Now we can completely evaluate the extent of organic ion accumulation as dissolved ions in the near-surface water adjacent to a charged particle’s surface (i.e., [i:surfl) using a combination of equations like Eqs. 11-36,45, and 47. We will illustrate this by considering ion exchange of organic cations (i = BH’). Specific expressions for [i:surfl or the corresponding distribution ratio, Kid ex, quantifying this surface concentration relative to its corresponding bulk solution concentration are derived in Box 11.2 for the cases of protonated organic bases (BH’) competing with
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Box 11.2 General Derivation of Ion Exchange Isotherms for Cationic Organic Compound (i = BH'). Competing with Monovalent, M+ (e.g., Na+ or K') Inorganic Cations, for Cation Exchange Capacity (CEC), from Solution Containing Monovalent Co-Ion (e.g., C1-). 1. "Sorption reactions" and associated equilibrium: M+ + i:surf i + M:surf i



(11-48)



[i:surfl[M']/[i][M:su =reXP(-~hydrop~obicGj/ fl RT) = Kie,



(11-49)



monovalent ion, M+, exchange equilibrium constant:



where concentrations are used in place of activities. coexchange ofpair into volume of water near surface, i + co-ion S i:surf + co-ionsurf



(11-50)



Anion accumulation against electrostatic repulsion must balance hydrophobic forces attracting "extra" i to the surface water volume (here called Vvicin L kg-'):



-



([i:surfl/[i])exce,, = [co-ion:surfl/[co-ion] = Vvicexp(-AhydrophobicGi/ RT) = VvicKiex



(11-51)



[co-ion:surfl = VvicK,, [co-ion]



(11-52)



so: 2. Sum of cations must equal cation exchange capacity (CEC) plus any anions near surface: [i:surfl + [M:surfl = CEC + [co-ion:surfl



(11-53)



substituting for [M:surfl in Eq. 11-49 and using Eqs. 11-51 and 11-53: [i:surfl[M'] Kiex = [i](CEC+VvicKiex[co-ion]-[i:surfl)



(11-54)



and rearranging: [ i:surfl =



(CEC + VvicK,, [co - ion])Kie, [M'I + K,,,[iI



[il



(11-55)



This result indicates a hyperbolic dependency of [i:surfl on [i] when CEC >> VvicKiex[co-ion] (i.e., a Langmuir type isotherm, Section 9.2). At low concentrations of [i], this implies:



[i:surfl - (CEC + VvicKiex[co - ion])Kiex Kidex= -[il [M'I



(11-56)



monovalent inorganic cations ( M'). Now we can estimate the concentrations of organic ions in the near-surface water as we change the concentration of the dissolved species (Fig. 11.12~). At low organic cation concentrations (i.e., Kiex[i] CEC) (mo1.L-')



KEAex is the equilibrium constant for this ion exchange between monovalent organic and inorganic ions (-) "a+]



is the concentration of the competing monovalent cation, (mol .L-')



In this expression, we see the important factors dictating the extent of this accumulation of organic ions near the charged particle surface. First, as the intensity of particle charging is increased (i.e., greater CEC), then the extent of sorption grows. Further, assuming KEAexis near l for EA since its R group is not very hydrophobic, in this case CEC (= 960 mmol kg-') >> Vvic[C1-]KEA ex (= (1 L .kg-')( 10 mmol .L-')( 1) = 10 mmol-kg-I). Consequently, we expect EA's isotherm to asymptotically approach the clays' CEC and not exceed this sorption limit. These theoretical expectations correspond nicely to the data. The observed isotherm can be fit with KEAex= 2 (Fig. 11.12b). Since KEAex= 1 would imply no preference between the sodium and the ethyl ammonium ions, this fit value of KEAexindicates only a little selection of the organic cation over the sodium ion, presumably because of a little hydrophobicity of the ethyl substituent. As expected, at elevated organic sorbate levels, the bound-versus-dissolved distribution ratio (&Adex) actually declines, and the isotherm is hyperbolic (Fig. 11.12b). We also deduce that for EA M (i.e., less than the Na' concentration),we have concentrations less than about a constant &Adex of about 200 (mol .kg-')/(mol .I,-') based on expression 11-62 with CEC of 0.96 mol. kg-', KEAexof 2, and [Na"] of 0.01 mol .L-'. With the ionic strength M, the characteristic length of the diffuse double layer is about 3 nm; togethof er with an estimate of this montmorillonite's surface area (- 700 m2.g), we can calculate that this distribution ratio corresponds to about 60 (mol .L" near surface water) (mol. L-' bulk water)-'. Clearly, the electrostatic attraction of the negatively charged clay face for the organic cation is concentrating ethyl ammonium ions in the water near the particles. Such near-surface accumulation amounts to "sorption" because the water of the diffuse double layerhicinal water layer does not move relative to the solid. The remaining issue involves assessing the impact of the hydrophobicity of the R
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Illustrative Example 11.5



Transport of Di-Isopropanol-Amine (DIPA) in Groundwater from a Sour Gas Processing Plant Problem Di-isopropanol-amine (DIPA) is used to remove hydrogen sulfide from natural gas supplies (Goar, 1971). Unfortunately, this compound has been found as a groundwater contaminant at a total concentration of about 1 mM levels near such a sour gas processing plant. Consider an aquifer with the following characteristics: Mineralogy:



70% quartz, 5% calcite, 25% montmorillonite, 0.2% organic matter (NOM)



-



Cation exchange capacity: CEC = 90 mmol kg-' Density of aquifer material: ps= 2.6 kg L-' 0



Total aquifer porosity:



@I = 0.40



Groundwater composition: pH = 8.0, "a+] = 20 mM; [Ca"] = 1 mM; [Cl-] = 20 mM; [ HCO;] = 1 mM. Estimate the retardation factor for DIPA in this aquifer.



OH



H



OH



At pH 8, DIPA mostly exists as a cation (DIPAH'):



di-isopropanol-amine (DIPA)



PK D1pp.w



a=



8.88



Since the neutral compound is very polar, you do not expect it to be extensively absorbed into natural organic matter. Hence, you consider cation exchange to be the major sorption mechanism. Therefore: KDIPAd



(1)



aDIPAH+a ' KDIPAH+d ex



Considering the groundwater composition, you assume that DIPAH' is mostly competing with monovalent Na'. In this case, use Eq. 11-55 (Box 11.2) to solve for KDIPAH+d ex:



Assuming that there is no preference for DIPAH' versus Na' since the compound is quite hydrophilic, then KDIpAH+ex is about 1. Also taking Vvicto be about 0.01 L kg-I, then CEC = 90 mmol kg-' is much larger than VvicKDIpAH+ex [Cl-] 3 0.2 mmol kg-'. Simplifying, you estimate:



-



-



KDIPAHCdex



(90 mm01. kg-')(l) - (20 mmol .L-' ) (1)( 1 m o



+



l .L-' )



= 4.3 L .kg-'
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Insertion of this value together with a,+
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into Eq. 1 yields:



KDIpAd = (0.88)(4.3) = 3.8 L * kg-’



(Note that laboratory observations by Luther et al. (1998) find a KDIpAd value of about 3 L kg-‘ for such a case.)



-



The retardation factor is then calculated as (see Illustrative Example 11.4):



+



= 1 (2.6)



(1- 0.4) (3.8) G 16 (0.4)



al., 1984). Further, above about eight carbons in the chain, the extent of binding could far exceed the clay 5 cation exchange capacity and the isotherms no longer conform to the Langmuir model. These observations imply another sorption mechanism must be occurring simultaneously with the simple exchange of one charged ion for another. Such effects are very likely due to the increasing hydrophobicity of the R groups involved. By favoring chemical partitioning to the near surface from the bulk solution, hydrophobic effects augment the electrostatic forces and thereby enhance the tendency of the sorbates to collect near the particle surface (Somasundaran et al., 1984). Presumably this “extra” transfer occurs because the hydrophobic portion of the organic ion prefers to escape the bulk water and move into the near-surface water more than the co-ion (Cl- in the case of the alkyl ammonium ions) is electrostatically inhibited from entering this layer. Such partitioning of co-ions from aqueous solution into organic solvents has also been observed (Jafvert et al., 1990). Thus, we anticipate little differences in sorption for organic chemicals due to moieties of like charge (e.g., -COO-vs. -SOi) if they do not react with the surface since the electrostatic attraction to a surface is fairly nonselective; but we do expect substantial variations between sorbates if they differ in the hydrophobicity of their nonpolar parts. Recognizing the need to maintain electroneutralitynear the solid’s surface, a second exchange process has been postulated (Brownawell et al., 1990).The excessive accumulation (relative to the surface CEC) of large R-substituted ions implies a mechanism in which organic ions, together with oppositely charged inorganic co-ions necessary to maintain electroneutrality, partition into the medium adjacent to charged particles (Fig. 11.10). This means, in the case of the sorption of the alkyl ammonium ions to Na-montmorillonite shown in Fig. 11.13, the charge balance equation in the near-surface region must be (after Eq. 11-45 or 11-53): RNH,:surf+Na:surf



=



CEC



+



C1:surf



(1 1-63)



This model explains why the total sorbed concentrations of organic ions can exceed the solid’s CEC (Fig. 11.13) and why the isotherms of all the alkyl amines are not well fit with a series of simple Langmuir isotherms. If the nonpolar portion of the organic cation is not very hydrophobic, then the Lang-
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Figure 11.13 Adsorption isotherms for a series of alkyl ammonium compounds on sodium montmorillonite (adapted from Cowan and White. 1958). The horizontal dashed line indicates the cation exchange capacity of the clay.
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muir ion exchange process will predominate and the combined result will appear near-hyperbolic (e.g., butyl ammonium in Fig 11.13). However, if the extra exchange process predominates because the hydrophobicity of R is great, the isotherm will appear almost linear (e.g., decyl ammonium in Fig. 11.13). Finally, if both processes are important, a much more complex isotherm is possible (recall Eq. 11-55). Obviously, the shape of the isotherm that an experimentalist would see depends on the range of dissolved concentrations utilized and the combination of parameters that apply in each case.



To provide an estimate of constants, Kiex,suitable for use in Eq. 11-55, let us try to isolate the contribution of the sorbate’s hydrophobicity using some available data. For the alkyl ammonium ions exchanging with sodium cations in the data of Cowan and White (1958), we have (see Eqs. 11-37 to 11-44):



where i = RNH:, and: Kid



implying:



= exp



[(-ziF y- AhydrophobicGi )IRq



-RT In Kid= -RT In Ki,,+ z,F Y



(11-65) (1 1-66)
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Figure 11.14 Variation in observed ion exchange free energy change (-RT In Kid) for a series of alkyl ammonium ions associating with a sodium montmorillonite (see also Fig. 11.13). All Kid's taken at low organic ion concentrations. The least-squares fit line yields an intercept of -10.9 kJ.mol-'.
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Thus, if we examine the variation in -RT In Kidfor a series of alkyl amines participating in ion exchange, we should see how R groups affect the value of -RT In Kiex while the product, ziFY, remains constant. Since this hydrophobic effect appears to regularly increase with the size of the nonpolar part of the chemical structure (Cowan and White, 1958; Somasundaran et al., 1984), we may reasonably propose this energy term is composed of "excess free energy of solution in water" contributions from each of the nonpolar parts of the structure. Consequently, we expect for the alkyl ammonium ions studied by Cowan and White (1958):



-RT In



&ex



= AhydrophobicGi



AhydrophobicGCH2



(11-67)



and together with Eq. 11-66, have:



-RT In Kid



= -(m AhydrophobtcGCH2) +



zPy



(1 1-68)



where m is the number of methylene (-CH2-) groups in each sorbate's alkyl chain, ~ the hydrophobic contribution made by each methylene driving and Ahydrophobic G C His these sorbates into the diffuse double layer-vicinal water layer. Figure 11.14 shows the variation of -RT In Kid for the alkyl ammonium ions (when these organic sorbates are present at levels much less than Na') as a function of the number of methylenes in the alkyl chains. The least-squares correlation line through the data yields: -RTlnKi, =-10.9 -m(0.75 kJ.mo1-I)



(11-69)



This intercept in this fitted result implies that the alkyl ammonium ions experienced an electrostatic attraction to the clay surface corresponding to: ziFY



-1 0.9 kJ .mol-'



(11-70)



corresponding to Y 2 -0.11 V, a typical surface potential. Also we see hhydrophobic G C H=~-0.75 kJ .mol-'. Examination of the variation in aqueous solubilities for compound classes like alkanes or alcohols (Chapter 5) as a function of additional methylene groups reveals that G,", changes by almost 4 kJ .mol-' for each methylene
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increase in chain length. Thus, the Ahydrophobic GCH?contributing to AsurfwaterG, in Eq. 11-37 corresponds to “a relief’ of about 20% of the excess free energy of aqueous solution per methylene group. Somasundaran et al. (1984) noted that inclusion of the phenyl group in alkyl aryl sulfonates increases the ion exchange sorption tendency of these amphiphiles to a degree corresponding to lengthening the alkyl chain by 3-4 methylene groups. This is consistent with increasing the nonpolar structure’s hydrophobicity to the same extent [i.e., Alog Ko,(phenyl) 1.68 and Alog KOw(34 methylenes] - 1.59 to 2.12). Thus, we may be justified in estimating the hydrophobic contribution to be about 20% of the excess free energy of aqueous solution in the corresponding hydrocarbon (Section 5.2):



-



(11-64)



z exp (+0.2 Gi”, IRT) exp (+0.2 [RTln 55.3 / C;:t(C,L)



(11-71) ]/RT)



(11-72)



(11-73) The data of Cowan and White (1958) yield the empirical result:



Kiex(RNH:)



- 1.1 [ Czt(L)]4’’9



(11-74)



using the solubilities of the corresponding alkanes. Such expressions predict Kiexof decyl amine to be between 20 (Eq. 11-74) and 50 (Eq. 11-73), since 104.57M is the liquid solubility of decane. The data of Cowan and White (1958) imply a KieX(decyl amine) of 36. There is little doubt that hydrophobic phenomena are playing a role in determining the extent of amphiphilic sorption; however, a great deal more work is necessary before these approaches are proven to be robust. Illustrative Example 11.6 shows how one might estimate an anionic surfactant’s adsorption. Finally, we must note that work performed using the mix of solids that occur in realworld soils and sediments suggests the heterogeneity of the natural sorbents is also very important to charged organic species (Brownawell et al., 1990). It appears that, in addition to complex sorption mechanisms acting for a given kind of charged solid, one sees the influence of more than one solid surface type at the same time. Thus, estimating sorption to such real-world solids may require fits summing several isotherms (see example in Fig. 11.15 for two Langmuir isotherms superimposed to fit roughly the experimental data), but presumably each reflecting the involvement of different solid materials that make up the complex medium we simply call a soil, subsoil, or sediment. “Sorption” Due to Formation of Additional “Solid” Phases



To conclude, we should also point out that condensed “phases” containing the organic compound of interest can be formed at the particle surfaces. Such phenomena occur in cases involving ionic organic compounds that form micelles/hemimicelles
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Illustrative Example 11.6



Estimating Dodecyl Sulfonate Sorption to Alumina at Different pHs Fuerstenau and Wakamatsu (1975) examined alumina as a sorbent for dodecyl sulfonate (DS) ions. Alkyl sulfonates, R-SO;, do not participate in substantial ligand exchange reactions with alumina.



Problem Estimate the alumina-water distribution coefficients of DS, KDsd,from 2 mM NaC1: for (a) 50 pM DS solution and pH 7.2 and (b) 5 pM DS solution and pH 5.2. Assume the following properties of the alumina: pH,,



= 9,



pKiy'



= 7.5,



and pKli'



-



=



10.5; Asurf= 1.5 x lo4 m2 kg-';



5 x lo4 mol =Al-OH sites m-2alumina; V,,, = 0.05 L - kg-' CH,



- (CH,)



o- CH,



R



- S- 00 II-



dodecyl sulfonate



Answer DS is attracted to alumina at pHs below this solid's pH,, due to both electrostatic attraction to this solid's surface charge concentration (or anion exchange capacity, AEC) and the hydrophobicity of the 12-carbon-long chain. For sorption competition with the monovalent ion, C1-, we use Eq. 11-55 (Box 11.2), recognizing that in this case we are interested in an organic anion attracted to the positively charged suspended alumina solid:



First we need the alumina's AEC. With the alumina's pK$ of 7.5, pKjit of 10.5 mol L-' ,we (hence the pH,,, of 9), [=Al-OH] of 5 x lo4 rnol m-2, and l o f 2 x use Eq. 11-34 (Box 11.1) and solve by trial and error to find:



-



.



qurfex (pH 7.2) = 5.6 x lo-' mol (+ sites) .m-2 and:



qurfex (pH 5.2) = 3.8 x



rnol (+ sites) -m-'



These results indicate that the alumina has about 7 times more positively charged sites at pH 5.2 as compared to pH 7.2. Since the specific surface area of the alumina is 1.5 x 1O4 m2 kg-', these results imply AEC values: AEC (pH 7.2) =Asurfx ossurfex (pH 7.2) = 8.4 x lo4 mol - kg-' and: AEC (pH 5.2) = Asurfx qurfex (pH 5.2) = 5.7 x



-



mol kg-'



Next, evaluate the preference of the surface region for DS over chloride using Eqs. 11-73 and 11-74: KDS ex



(1 to 2) x ( c:;t (1,L))-o'2



From Appendix C, we find C::ieane ,(L) =10-7.5' M, so this implies KDsex=: 30 to 60.
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Now you are ready to estimate the DS sorption for each case:



at pH 7.2 and 50 mM DS: KDSd



{ (8.4 x 10-4mol.kg-' ) + (0.05 L .kg-')(2 x 1 0 - 3 m ~L-')(30 l. to 60)}(30 to 60) %



-



{(2~lO"rnol-L-~)+(30 to 6 0 ) ( 5 ~ 1 0 - ~ m o l ~ L - ~ ) )



( ( 8 . 4 ~ 1 0mol.kg-l)+(30 ~ to 60x104mol~kg-')}(30to 60) mol .L-' )} mol .L-' ) + ( 1.5 to 3 x { (2 x



= 30 to



80 L kg-'.



Comparing the values of the two terms in the sum in the numerator indicates that DS is mainly partitioning into near-surface water due to its hydrophobicity; the sum in the denominator implies that the dissolved DS concentration is already large enough to cause isotherm nonlinearity. At pH 5.2 and 5 mh4 DS: to 60)}(30 to 60) I(5.7 x lO-3mol.kg-')+(0.05 L.kg-')(2 ~10-3m0l*L-')(30 {(2x10-3mol-L-1)+(30to 60)(5 x 10-6mol.L-1))



KDSd



-



{(57~10-4mol.kg-~)+(30 to 6 0 ~ 1 0 - 4 m o l . k g - ~(30 ) } to 60) { (2 x 10-3mol .L- ) + (0.15 to 0.3 x 10-3mol .L-' ) }



Now the sum in the numerator indicates that both ion exchange and hydrophobic partitioning with a co-ion (here Na+) are important. The sum in the denominator shows that at this dissolved DS concentration the KDsdis still on the linear portion of the isotherm. For comparison, Fuerstenau and Wakamatsu (1 975) observed K D s d (pH 7.2) of about 15 and K D s d (pH 5.2) of about 180. Within the limits of our knowledge concerning parameters like Vvic (maybe known to 2 factor of 3 ) and KDSex(maybe known to + factor of 2), the correspondence between the model estimates and observations is as good as can be expected. Note: these data also indicated a preference for DS over the competing chloride concentration of between 30 and 60. This implies the dodecylsulfonate was accumulated in the diffuse double layer surrounding the alumina relative to its bulk solution concentration more than an order of magnitude more preferentially than the inorganic chloride adsorbate. As a consequence, it is perhaps not surprising that Fuerstenau and Wakamatsu (1975) observed the accumulation of hemimicelles on the alumina at only about 400 pM (pH 7.2) and about 7 pM (pH 5.2) bulk DS-concentrations (see discussion of hemimicelles).
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Figure 11.15 Observed sorption of dodecylpyridinium on a soil (EPA12) exhibiting an overall cation exchange capacity of 0.135 moLkg-’. Two Langmuir isotherms (defined with particular values of Cis,,, and KiL, recall Eq. 9-5) are placed on the data to illustrate how different portions of the observed isotherm may reflect the influence of different materials in the complex soil sorbent or possibly different mechanisms (data from Brownawell et al., 1990).



439



0-



Cis,max = 10-1rnol-kg-’



Cis,max =



-9



-a



-7



rnol.kg-’



-5 -4 log Ci, / (rno1.L-1)



-6



-3



-2



(Fuerstenau, 1956; Somasundaran et al., 1964; Chandar et al., 1983, 1987) and inorganic salt precipitates (Jafvert and Heath, 1991). These phases sometimes become very important at higher sorbate concentrations in an isotherm. If these phases remain attached to the solids, the organic compound appears to be sorbed and isotherms appear to be very steep! In these instances, we are no longer discussing “sorption” but rather phase equilibria. Nonetheless, we should note that enhanced concentration of organic and inorganic ions near the solid surface arising due to sorptive mechanisms may promote the formation of such new phases. In this context, we consider the case of hemimicelles below. Hemimicelles. Amphiphilic compounds sometimes “sorb” via a special phenomenon called hemimicelle formation (Fuerstenau, 1956; Somasundaran et al., 1964: Chandar et al., 1983, 1987). Hemimicelle formation plays a critical role in amphiphile “sorption” to minerals when the organic ions are present at relatively high dissolved concentrations, about 0.001-0.01 of their critical micelle concentrations (CMC, i.e., the level at which they self-associate in the bulk solution). When the organic sorbate levels are low, the sorption mechanism is like the ion exchange mechanism we discussed above (Fig. 11.16, part I). At some point in a titration of sorbents by micelleforming compounds, presumably due to both electrostatic and hydrophobic effects enhancing the near-surface concentrations, amphiphile concentrations build up in the near-particle region to a point where self-aggregation of the molecules occurs in that thin water layer (Fig. 11.16, part IIa). This in turn allows rapid coagulation of the resultant micelle with the oppositely charged particle surface. Such aggregation smothers that subarea of the particle’s surface charge with what have been called hemimicelles (Fig. 11.16, part IIb). Electrophoretic mobility measurements clearly demonstrate the neutralization of the particle’s charges in this steep portion of the isotherm, even going so far as to reverse the surface charge (e.g., Chandar et al., 1987). The onset of this particle coating by hemimicelles occurs at different dissolved concentrations for various amphiphiles, but is near millimolar levels (1100 mg/L) for decyl-substituted amphiphiles and is near micromolar levels (2100 p g L ) for octadecyl derivatives. For the case of sorption of dodecyl sulfonate to alumina at pH 5.2 discussed in Illustrative Example 11.6, setting [DS:surfl equal to the CMC of
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Figure 11.16 Relationship between sorbed and dissolved amphiphile concentrations (upper isotherm plot). These different parts of the isotherm reflect changes in the solid surface as sorption proceeds, possibly explainable by the following: in portion (I) with low dissolved concentrations, sorption occurs via ion exchange and related mechanisms. At some point, sufficient near-surface concentration enhancement occurs that micelles form there (Ha) and rapid coagulation between oppositely charged micelles and the surface follows (IIb). When the surface becomes fully coated with such micelles, additional sorption is stopped (111). In portion 111, the solid surface charge is converted from one sign to the other, implying sorbates must become physically associated with the particle surface, as opposed to simply being present in the diffuse double layer or the vicinal water layer.



I



c,



I ion exchange



111 surface fully covered; charge reversed



f



IIa micelle formation in near surface layer



IIb hemimicelle attachment to particle surface



this compound leads one to expect hemimicelle formation at about 1 pM. Fuerstenau and Wakamatsu (1975) saw hemimicelles in this case at 6 pM. In any case, the bulk solution concentration is much less than the CMC. It appears that the near-surface concentrations elevated by factors of 100 or more, derived from accumulation of these amphiphiles in the thin film of water near the particle surface, are enriching just enough to achieve critical micelle concentrations in this near-surface water layer. Continued increase in amphiphile concentration results in the particle surface becoming increasingly coated by hemimicelles, apparently while the near-surface water maintains its concentration near that of the CMC. Finally, the entire particle surface is covered with a bilayer of amphiphile molecules; the particle’s surface charge is now that of the surfactant; and the addition of more amphiphile to the solution does not yield any higher sorbed loads (Fig. 11.16, part 111). This especially extensive degree of sorption may be the cause of macroscopic phenomena such as dispersion of coagulated colloids and particle flotation.
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Surface Reactions of Organic Compounds Until this point, we have focused on cases in which we could neglect chemical bond formation between the sorbate and materials in the solid phase. However, at least two kinds of surface reactions are known to be important for sorption of some chemicals (referred to as chernisovption). Simply, some organic substances can form covalent bonds with the NOM in a sediment or soil (see Fig. 9.2); other organic sorbates are able to serve as ligands of metals on the surfaces of inorganic solids (Fig. 11.le). We discuss these processes below. Organic Sorbate-Natural Organic Matter Reactions First, some organic sorbates can react with organic moieties contained within the natural organic matter of a particulate phase. Especially prominent in this regard are organic bases like substituted anilines (Hsu and Bartha, 1974,1976; Fabrega-Duque et al., 2000; Li et al., 2000; Weber et al., 2001). Due to their low pKi,s (- 5), the aromatic amine hctionality is mostly not protonated at natural water pHs, and the nonbonded electrons can therefore attack carbonyl moieties in the NOM: natural organic



R



3,3'-dichlorobenzidine



natural organic matter



---



( 11-75) +



H,O



R



When compounds like 3,3'-dichlorobenzidineor aniline are mixed with sediment, they become irretrievable using organic solvents that should remove them from absorbed within natural organic matter or using salt solutions that should displace them from ion exchange sites (Appleton et al., 1980; Weber et al., 2001). Conditions that promote hydrolysis (see Chapter 13) do release much of these added amino derivatives. Thus, it appears that reactions between the basic amine and carbonyl h c t i o n alities in the natural organic matter explain the strong sorption seen (Stevenson, 1976). Such reactions often proceed slowly over hours, days, and even years, so the extent of this sorption due to organic chemica1:organic chemical reactions is difficult to predict. Furthermore, such bond-forming sorption is sometimes irreversible on the timescales of interest, and we might not wish to include these effects in a Kidexpression reflecting sorption equilibrium. Nonetheless, this condensation-type sorption is very important to reducing the mobility and bioavailability of such compounds (Li et al., 2000; Weber et al., 2001). Organic Sorbate-Inorganic Solid Surface Reactions A second type of surface reaction involves bonding of the organic compounds with atoms (e.g., metals) exposed on the surface of the solid (Table 11.4). In these cases a water or a hydroxyl bound to a metal on the solid is displaced by the organic sorbate: or :
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Table 11.4 Examples of Organic Sorbates Reacting with Mineral Surfaces a Rxn number



Ref. h



U



=Fe-OH



+ substituted benzoates



rFe-OH



+



d



o OH salicylate



-Fe-OH



+



@:: 0 o-phthalate



EFe-OH



+



11::



4:: oxalate



SAl-OH



+



0



o-phthalate



EAl-OH



+



d



o OH salicylate



Lao -



SETrOH



+



x



OH



substituted o-catechols a Only limited information is available regarding the bonding of species to water-wet surfaces; thus the bonding of the sorbates shown here is conjecture. 1. Kung and McBride (1989); 2. Evanko and Dzombak (1999); 3. Balistrieri and Murray (1987); 4. Yost et al. (1990); 5. Lovgren (1991); 6. Ali and Dzombak (1996a); 7. Mesuere and Fish (1992); 8. Stumm et al. (1980); 9. Vasudevan and Stone (1996).
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neutral organic



and surface reaction



+
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organic ion



-compound in solution- -in solution In the following we neglect the neutral organic species, though this may not always be appropriate (e.g., catechols, see reaction 7 in Table 11.4). We can then separate Eq. 11-78 into parts: Kid,ionexchange = and surface reaction



[organic counterion] [organic ion bound to surface] + [organic ion in solution] [organic ion in solution]



(11-79)



Note that Kid, ion exchange and surface reaction expresses the sorption equilibrium of the charged organic species. Hence, for calculating the overall sorption of the compound it has to be multiplied by the fraction of the ionized organic compound present in aqueous solution. Using a previous result (e.g., Eq. 11-55, assuming monovalent ions and an anionic organic sorbate) we get: Kid,ionexchange = and surface reaction



.



(AEC + V,icKiex[co - ion])Kie, [comp.ion]+ Kiex[organicion in solution]



[organic ion bound to surface1 [organic ion in solution]



(11-80)



Now our task is to develop an expression to predict the last term. To do this, we begin by writing the reaction involved: i:surface t- L-ME === i-M= -t L:surface



(1 1-81)



where i-M= and L-M= are an organic compound and an inorganic ligand like -OH bonded to the solid as indicated by the hyphen. The ions, i:surface and L:surface, are present at “ion exchange” concentrations in the immediate vicinity of the reaction sites that differ from their bulk solution concentration. Note that the ligand, L, is probably not the same as the competing ion in the ion exchange “reaction.” Such a reaction reflects a free energy change that we will refer to as &xnGiand a corresponding equilibrium expression: Kim,



=



[i - M =][L:surface] [i: surface][L - M 21



(11-82)



If we can assume that there are a finite number of key reactive sites on the solid, osurfrxn (mol. m-’), then we have:
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Asurf Osurfrxn = [i-Mz] 1



+ [L-ME]



(11-83)



with Asurfequal to the specific particle surface area (m2kg-’). Therefore, we can rewrite Eq. 11-82: [i - M =][L:surface] Kim = (11-84) [i: surface](Asurf .Dsurf rxn - [i - M s ] ) We also recall that the concentrations of ions in the layer of water next to the particle surface can be related to the corresponding species in the bulk solution: [L:surface] = [L-]bulk.e-AclectGi’RT



(1 1-85)



and: e-AeIectGi/RT. e -Ahydrophob&ilRT [i:s~face]= [iIbulk.



(11-86)



Using these relations in Eq. 11-84, we have:



where KieXis equal to exp (-AhydropbobicGjRT) as shown in Eqs. 11-40 to 11-43. Simplifying and rearranging, we then find: (1 1-88) Thus another Langmuir isotherm is expected with the maximum bound concentra-Asudand the KiL given by KirxnKjex[L-]&, . Returning to our tions equal to oSurfmn overall K i d expression (Eq. 11-80), we can now write: Kid,ion exchange and surface reaction



=



(osurfex



.&rf + Vvic . Kiex [CO - ion])Kiex [comp.ion] + Kiex+ [i]



. .K i e x . Kirxn [comp.ligand] + Kiex . Kirxn .[i]



( 11-89)



osurf rxn Asurf



As for nonreacting organic ions, we need information on the ion exchange tendency we also need a means to assess K,,,. of the chemical of interest (Kjexor AhydrophobicGi);



Various investigators have utilized surface complexation modeling along with reasonable hypotheses concerning the surface species formed (and hence the adsorption reaction stoichiometry) to extract values of the product, KieXKim,, for cases of interest (e.g., Mesuere and Fish, 1992; Ali and Dzombak, 1996a and b; Vasudevan and Stone, 1996; Evanko and Dzombak, 1998, 1999). For example, Evanko and Dzombak (1999) fitted data for four carboxylic acids (benzoic, 1-naphthoic, 3 3 dihydroxybenzoic, and 6-phenylhexanoic acid) sorbing to goethite from 10 mM NaCl solutions. They considered a sorption reaction of the form:



Surface Reactions of Organic Compounds



=Fe-OH



+ i + H’



and fitted an “intrinsic” equilibrium constant, contributions (recall Eqs. 11-25 and 11-26):



rFe-i



+ H,O



= H’



+ OH- with K,



(1 1-90)



,after accounting for electrostatic



Klint



K Y = [=Fe-i] / yi[i] yk+[H’] [=Fe-OH] Adding the reaction, H,O
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=



(1 1-91)



this reaction is equivalent to:



where we now imply that hydroxide ion is the surface ligand that is replaced by the organic acid. For this reaction 11-92, the equilibrium constant is the product, KjeX K,,,. This product is related to the previous “intrinsic” constant: (1 1-93) For the four mono carboxylic acids investigated by Evanko and Dzombak (1998, 1999), a value of KFnear 10’ was always found. The value was a little higher for the acids with larger R groups (ranging from benzoic at 107.” to phenyl hexanoic at This range (factor of 6) is consistent with our expectations from the Kje, contribution, since use of Eqs. 11-73 and 74 would cause Kie,(benzoate) to be about 2 to 4 and Kiex(phenylhexanoate) to be about 10 to 20. Investigators have also noted other dependencies of K p values on the structure of the organic sorbates. First, Kyfvalues increase with the addition of moieties like carboxyl groups or phenolic hydroxyls in positions (e.g., ortho to one another on an aromatic ring) that allow them to multiply bind to surface metals (e.g. Evanko and Dzombak, 1998). Also the values of K p increase for ligands with greater pK,s (Vasudevan and Stone, 1996). This may be interpreted as the greater the tendency to “hold” a proton (i.e., greater pK,), the greater will be the affinity for bonding to a metal on an oxide surface. Returning to our effort to anticipate the overall sorption of organic compounds that may act both as counterions and as surface ligands, we can recognize all the terms in the second half of Eq. 11-89: (11-94) and: (11-95) With the empirical measures of Kpreported in the growing literature and understandings of the “stoichiometries” of both the ion exchange and ligand exchange processes, we can now estimate the solid-water distribution ratios of such ionic organic sorbates (see Illustrative Example 11.7). We should point out that many organic sorbates, and especially bidentate ones like phthalate and salicylate, can apparently form more than one bound surface species.
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Illustrative Example 11.7



Estimating the Adsorption of Benzoic Acid to Goethite Problem Estimate the goethite-water distribution coefficients from 10 mM NaCl aqueous solutions of benzoic acid (pK,, = 4.1) at 50 ,uM at pHs 4,5, and 6 to a synthetic iron oxyhydroxide, goethite, with the following properties (from Evanko and Dzombak, 1998): surface area, Asurf: 79 x lo3 m2 kg-' rnol sites m-2



total [=FeOH]: 2.3 x



pKZt = 7.68; pKSt = 8.32



6" benzoic acid



(HW



coo-



l



and assume V,,,



= 0.1 L



- kg-'



Answer To find the overall goethite-water distribution coeficient for benzoic acid (HBz), assume that only adsorption of the deprotonated species (benzoate, Bz-) is important: KHBzd



= ( l - a H B ~ ~ ) KBz-d



> ion exchange and surface reaction



(1)



where ( I-aHBza) is the fraction of total benzoic acid present as benzoate (see Section 8.2): (1 - aHBza ) = 1OPH-PKHBza / (1 + 10PH-PKHBm ) (2) Hence, the fraction of benzoate present at the different pH values is: at pH 4: at pH 5 : at pH 6:



benzoate (Bz-)



( l-aHBza) = 0.44



( 1-aHBza) = 0.89 ( l-aHBz,)



= 0.99



Use Eq. 11-89 to estimate KBz-d (omit the remainder of the subscript; also note that i = Bz- in the following equations):



+



.Knxn [comp.ligand] K,,, . K,,, [ i] osurfrxn .'surf



*



+



',ex



(3)



Using Eq. 11-34 (Box 11.1) and the goethite surface site density, its pK:$ and p K 2 values, and the ionic strength of the solution, find the intensity of surface charging of e;Asurf = AEC): the goethite at the three pH values of interest (note that osurf



ossurfex (pH 4) = 13



x



lop7mol - mW2-+ osurfex .Asurf= 0.10 mol kg-'



osurfex (pH 5 ) = 4.9 x 10-7mol - m-2 + osurfex .Asurf= 0.039 mol .kg-' osurfeX(pH 6) = 1.7 x 10p7mol.m-2



-+ qsurfex .Asurf= 0.013 mol - kg-'
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At pH 4, about 60% of the surface sites are positively charged, while this proportion drops to about 20% at pH 5 and less than 10% at pH 6. Now estimate the preference for benzoate over chloride as a counterion using information on the aqueous solubility of benzene (Eqs. 11-73 and 74):



-



Kie, (1 to 2) ( C?'



=



(1 to 2) ( 10-'.64)4,2= 2 t0 4



For the ion exchange sorption process, note that [co-ion] = p a + ]= mol L-'. [comp.ion] = [CI-] =



mol L-* and



Next, consider the factors determining benzoate bonding to the goethite surface. From Evanko and Dzombak (1999), you have Klint= lo7.*'for the adsorption reaction: [=FeOH] + [H+]+ [Bz-l w [sFeBz] + H20 which you can convert to the equivalent ligand exchange reaction: [=FeOH]



+



[Bz-I S [=FeBz] + OH-



Also note that [comp.ligand] = [OH-] = 10-14/10'pH. Finally, estimate qUrfIxn as [=FeOH] = 2.3 x lo4 mol .m-2 x 79 x lo3 m2 kg-' = 0.18 mol kg-'. Note that this value probably should be reduced at each pH by the concentration of [rFeOH,'] that has been formed; for example, at pH 4, [=FeOH] 0.18 - 0.10 = 0.08 mol .kg-'. This should also cause us to suspect the increasing importance of a new ligand exchange process in this case:



-



[=FeOH,+] + [Bz-l C [rFeBz] + H20 which would have a different (?larger) intrinsic equilibrium constant. Finally, insert all the values in Eq. 3, to obtain (recognizing that [i] = [Bz-] must be less than the total 50 m M added due to some fraction sorbed, i.e., < [(l-aHB,,)x 5 x ) at pH 4: KBz-d



- (0.10 + 0.1 x (2 to 4)[0.01])(2 to 4) - [0.011+(2 t o 4 ) [ < 0 . 4 4 ~ 5XIO-51 -



to 4) [0.01]



E



{ (20 to 40) + (lo3))



- (0.10 )(2



+



+



(0.18)(10-6.1) [10-14/10-41+(10-6~9[< 0 . 4 4 ~ XIO-51 5



(1 x 10-7) [ 10-101



1000 L .kg-' which yields a KH&d value (Eq. 1) of about 400 to 500 L.kg-'. Evanko and Dzombak observed KHBzd (pH 4) = 120 L kg-' .



-
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-



Likewise &Bzd (pH 5 ) = 120 L kg-] and f&Bzd (pH 6) 2: 14 L . k g ' . Evanko and Dzombak (1998) observed 8&Bzd (pH 5 ) - 50 L kg-I and &Bzd (pH 6) < 6 L kg-'. In all these estimates, it appears that the bound benzoate predominates over the benzoate present as counterions in the diffuse double layer.



The relative importance of these surface species varies greatly as a function of pH. Hence, accurate predictions of the sorption of such organic ligands on mineral oxides requires applying more than one empirical surface reaction equilibrium constant to calculate the contributions of each bound species (see Evanko and Dzombak, 1999 for examples). Finally, we can also evaluate Kirxnrecognizing that the tendency to form chemical linkages to solid surface atoms correlates with the likelihood of forming comparable complexes in solution (Stumm et al., 1980; Schindler and Stumm, 1987; Dzombak and Morel, 1990). That is, the free energy change associated with the exchange shown by Eq. 11-81 appears energetically similar to that for a process occurring between two dissolved components:



Thus, it may be feasible to estimate Kim,from the solution-phase exchange reaction, characterized by its equilibrium constant:



Kim,



Kiligand exchange in solution



=



[M - RZ+][L-] [M - L"][R-]



(11-97)



A substantial database is available to quantify such solution equilibria (e.g., Martell and Smith, 1977; Morel, 1983).



Questions and Problems Questions Q 11.1 Give five examples of environmentally relevant situations in which adsorption of organic vapors on inorganic surfaces is important. Q 11.2



For what kind of compounds and in which environmentally relevant cases is adsorption of organic chemicals to inorganic surfaces in water important? Give five examples.
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Q 11.3 What intermolecular interactions and corresponding free energy contributions (A?Gi)would you suspect to be important for the following sorbate:sorbent:solution combinations: (a) 1,4-dichlorobenzenepartitioning between air and quartz sand? (b) phenol partitioning between air and Teflon? (c) phenol partitioning between air and quartz sand? (d) benzophenone partitioning between air and quartz sand? (e) 1,4-dichIorobenzenepartitioning between water and quartz sand? (g) benzophenone partitioning between water and quartz sand? (g) phenol partitioning between water and quartz sand? (h) trinitrotoluene partitioning between water and quartz sand? (i) trinitrotoluene partitioning between water and K+-kaolinite? (j) benzyl ammonium between water and quartz sand? (h) ortho-phthalic acid between water and quartz sand? Indicate in each case the intermolecular interaction forces, the key structural features of the sorbate, the site type(s) of the sorbent involved, and the environmental parameters influencing sorption.



CI



NO,



1,ldichlorobenzene



phenol



benzophenone



trinitrotoluene



0 benzyl ammonium pKia = 9.33



ortho-phthalic acid pKial = 2.89 pKiap = 5.51



Q 11.4 Why does the sorption of organic vapors to polar inorganic surfaces generally decrease with increasing humidity? Why does the relative humidity have a negligible influence on sorption of organic vapors to apolar surfaces? Q 11.5



Storey et al. (1995) reported Kiasurf values for the adsorption of n-alkanes and PAHs from air to quartz at 25 - 30% RH and 70 - 75% RH, respectively. When plotting lnKiaSurfversus In pLL(Eq. 11-11) for the various data sets, the following slopes m are obtained:
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m(25 -- 30% RH) m(70 - 75% RH)



n-alkanes



PAHs



1.04



1.22



0.96



1.18



Would you have expected to find steeper slopes for the PAHs as compared to the n-alkanes? If yes, why? Why are the slopes at low RH somewhat steeper than the ones corresponding at high relative humidities?



Q 11.6 Consider two apolar compounds exhibiting a factor of 10 difference in liquid vapor pressures. What differences do you expect for the two compounds in their (a) airTeflon, and (b) air-graphite adsorption coefficients?



Q 11.7 Explain why the following sorbate pairs exhibit the relative Kid’sindicated for sorption to a siloxane surface: (a) Kid(2,4-dinitrotoluene) >> Kid(2-nitrotoluene) (b) Kjd(1,4-dinitrobenzene) >> Kid(1,2-dinitrobenzene) (c) Kid(DNOC) >> Kid(Dinoseb)



bNoz NO, 2,4-dinitrotoluene



2-nitrotoluene



NO2



2,4-dinitro-6methyl-phenol (DNOC)



NO2



2,4-dinitro-6sec-butyl-phenol (Dinoseb)



Q 11.8 Why do minerals have charges when they are submerged in water? Q 11.9



Indicate whether the following solids are positively charged, neutral, or negatively charged when they occur in water at pH 7 (neglect specific adsorbates like phosphate or ferric iron species): (a) quartz (SiO,) (b) natural organic matter
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(c) goethite (FeOOH) (d) gibbsite(Al(OH),) (e) kaolinite



Q 11.10 Which of the two compounds do you think would sorb more to kaolinite in water at pH 6? (a) pyrene or pyrene sulfonate? (b) butyl ammonium or butyrate? (c) propyl ammonium or octyl ammonium? so,



I



pyrene



pyrene sulfonate



-NH,+



butyrate



butyl ammonium



/\/NG propyl ammonium



~



N octyl ammonium



H



;



Q 11.11 How can organic ions accumulate in excess of the ion exchange capacity near a pure mineral solid submerged in water?



Q 11.12



If organic ions are not bonded to a mineral’s surface, why do they still not migrate past the minerals in a groundwater flow? Problems



P 11.1 How Much Benzo[a]pyrene Is Adsorbed to a Glass Fiber Filter? You want to sample air using a glass fiber filter to determine the concentration of particulate benzo[a]pyrene (BaP). Since you are working in a region and during a season with low relative humidity (assume 50% RH, temperature 15OC), you are worried that the filter may adsorb significant quantities of gaseous BaP. (a) If the filter has a surface area of 1 m2 for the SiO, fibers, what total mass of BaP (in nanograms) would you expect to be adsorbed to the filter if it reached equilibrium with a gaseous BaP concentration of 0.1 ng BaP . m-3?



-



(b) Assuming the air also had a particulate BaP concentration of 0.1 ng BaP m-3 (i.e., BaP happens to be half gaseous and half sorbed in the air), how many cubic
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meters of air should you send through the filter to be sure to have 10 times as much particulate BaP on the filter as compared to adsorbed BaP? (Assume the filter is 100% efficient at capturing particulate BaP.) (c) How would your sampling volume change (increase or decrease needed volume by what factor) if the weather were characterized by 90% RH and 25"C, assuming the same gaseous and particulate BaP concentrations?



i = benzo[a]pyrene (BaP) Mi = 252.3 gmol-'



pfL (25°C) = 2 x 10.5 Pa



hapHi (25°C) = 110 kJ-mol-1 a,



= 0 ; P, = 0.44 (Table 4.3)



P 11.2 Designing a Sorption Treatment to Remove 1,1,2,2-Tetrachloroethane from a Waste Gas Stream A process in your company generates waste gases that need to be vented to the outside at a rate of 1 m3 per hour. In particular, you must be sure that the 1,1,2,2m3 of 1,172,2-tetrachlorotetrachloroethane present at 100 ppmv (i.e., 100 x ethane vapor per m3 of total gas) will be removed from the gas-stream before discharge. Someone suggests you construct an adsorbent column filled with alumina (Al,03) and run the gas through that column to capture the 1,172,2-tetrachloroethane. (a) If the waste gas stream is quite dry (i.e., 60% RH) and warm (30°C), how many hours of waste gas can you treat with a 10 m3 tank of alumina (packed bed porosity 0.3, density 4 g .rnL-l, specific surface area of 10 m2 g-', and assumed surface properties like those measured for corundum), assuming the 1,1,2,2-tetrachloroethane "breaks through" at a volume equal to the tank's void volume (i.e., number of cubic meters in tank that are filled with gas) divided by the venting gas flow rate and by the equilibrium fraction of 1,1,2,2-tetrachloroethanein the gas phase? (b) If you could construct a tank with the same void volume and surface area of silica, would it be more effective? What about activated carbon? Explain your reasoning. C12HC-CHCI, 1,I ,2,24etrachloroethane (see Appendix C)
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P 11.3 Air-Particle Partitioning in the Atmosphere: Evaluation of Experimental Data In a series of smog chamber experiments, Liang et al. (1997) have studied the air/ particle partitioning behavior of a series of n-alkanes (C,6-C14) and of a group of polycyclic aromatic hydrocarbons (PAHs). The model aerosol materials investi-gated included solid ammonium sulfate ((NH&SO,), liquid dioctyl phthalate, and secondary organic aerosol generated from the photooxidation of whole gasoline vapor. Partition coefficients were also measured for ambient n-alkanes sorbing to urban particulate material (UPM) during summer smog episodes in the Los Angeles metropolitan area. The authors report Kipvalues (in m3 &) that are defined as (see also Illustrative Example 11.3): Kip =



mass of compound i / pg particle mass of compound i / m3air



For the partitioning of the n-alkanes with (NH,),SO, and with UPM they obtained the following two one-parameter LFERs: (NH,),SO, (32"C, 10% RH): logK,, / m3 p g ' = -0.96 log plL / torr - 7.66 UPM (37"C, 42% RH):



logKip/ m3pg-'= -1.03 log plL / torr - 6.68



The estimated specific surface areas, a, (which are always subject of debate!), are 17.5 m2 g-' for (NH,),SO, and 2 m2 g-' for UPM. Estimate the Kiasurf values of n-octadecane (Eq. 11-12) for (NH,),SO, and UPM at the conditions of temperature and RH indicated above. Use an (extrapolated) vdWsurf value of 7.2 for (NH,),SO,at 10% RH (Goss and Schwarzenbach, 1999b). For UPM What assumptions do you use the slope of the LFER (i.e., -1.03) to derive vdWSurf. make? Convert the Kiasurfvalues to Kipvalues (or vice versa, see Illustrative Example 11.3). Compare the estimated values with the experimental values obtained by inserting the appropriate pi*L value into the above LFERs. Try to find explanations for possible discrepancies.



fioctadecane (see Appendix C)



P 11.4 Where Do Organic Compounds Sit in a Fog Droplet? Inside or ai the Surface?



Several studies have shown that the concentrations of many organic pollutants in fog water are much higher than would be expected from the compound's equilibrium air/ (= gaseous concentration of compound water partition constant (see Chapter 6), KiaW i in the air/dissolved concentration of compound i in pure bulk water). In order to describe the observed enrichment of compounds in fog water, an enrichment factor EF can be defined (see Goss, 1994 and references cited therein): EF=-K i a w Diaw
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where D,,, = total concentration of i in the gas phase/total concentration of i in the fog droplet (D,,, = C,$C,,,,,). One possible cause for an enrichment (i.e., D,, < K,,,) is the presence of colloidal organic material in the fog droplet, with which the organic compounds may associate (see Chapter 9). Another possibility suggested by several authors (e.g., Perona, 1992; Valsaraj et al., 1993; Goss, 1994) is enrichment by adsorption at the air/water interface, that is, at the surface of the fog droplet. Is this a reasonable assumption for any organic compound? Estimate the enrichment factor due to surface adsorption at equilibrium for a fog droplet (consisting of pure water) of 8 mm diameter with a surface area (Ad) to volume ( v d ) ratio, r,,, of 7500 cm2 for (a) tetrachloroethene, (b) phenanthrene, and (c) benzo[a]pyrene at 15°C. Neglect the fact that the surface is curved. (Hint:Express the total concentrav d .C ), / Vd where A d / V, = r,, and Cfsurf tion, C,, ,, in the fog droplet by (Ad - Cfsurf+ = C, /KLasUrp CLsurf, C,,, and C,, are the surface concentration, the bulk water concencan be estimated by tration, and the bulk air concentration of i, respectively. KIasurf Eq. 11-8).



i = tetrachloroethene p,; (288K)= 1400 Pa a1 = 0 ; pi= 0



i = phenanthrene p*L(288K) = 0.043 Pa ctl = 0 ;



W = 0.26



i = benzo[a]pyrene pYL(288K) = 4.2 x 10-6 Pa ai = 0 ; pi = 0.44 (Table 4.3)



P 11.5 What Fraction of the TNT Is Dissolved in the River? 2,4,6-Trinitrotoluene (TNT) is discovered being carried down a turbid river at concentrations of 10 ppb (i.e., 10 pg of TNT per liter water). Colleagues tell you that the suspended solids consist of 15 mg montmorillonite L-’ and 1 mg oc L-’.



-



Estimate the fraction (?h)of TNT dissolved in the river water with the peak concentration TNT and assuming: (a) the montmorillonite is fully available to sorb TNT, or (b) none of the montmorillonite siloxanes are available to sorb TNT.



i = 2,4,6-trinitrotoluene (TNT) M!= 227.1 g.rno1-l K,,, = 20 L.kg-’oc
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P 11.6 Estimating the Arrival of 2,6-Dinitrotoluene at a Water Supply Well 2,6-Dinitrotoluene (DNT) is found in a groundwater sample at 10 ppm. Estimate the time of arrival (t = distance/(velocity x fraction dissolved)) at a water supply well located 500 meters down gradient assuming: "plug flow" (i.e., no dispersion) at 0.3 m day-', through the mostly sandy quartz aquifer of porosity 0.3; the aquifer solids contain natural organic matter at 0.1% by weight and illite at 6% by weight; and the groundwater has pH 5, dissolved oxygen at 1 ppm (hence no reduction of DNT; see Chapter 14), Na' of 1 mM, K+ of 0.1 mM, and C1- at 1.1 mM. I



2,6-dinitrotoluene (DNT) Mi = 168.1 gmol-I K, oc = 25 L.kg-'OC



P 11.7 Developing a Landfill Liner to Retain Organic Wastes



You have been charged to evaluate competing options for lining a landfill in which the fairly soluble organic solvent, nitrobenzene (NB), will be buried. One vendor tells you that one can use kaolinite, a common clay found in your geographical region, to provide a liner that is 5 cm thick, has 35% porosity, and a density of 2.65 g cm-3 solid, and whose hydraulic conductivity only lets water in the landfill flow through the liner at a seepage velocity of 1 cm per year.



-



(a) If the kaolinite liner does not crack, how long (in years) would you estimate it would take before any NB would "break through" the liner assuming the percolating water has pH 6.5, dissolved oxygen of 200 pM,nitrobenzene concentrations up to 1/ 10th its solubility, and that an analysis of the kaolinite reveals the mole ratio of bound cations to be: Na+:K+:Ca2+ is 4: 1:lo? (b) Assume you can require augmenting the wastes with K2C0,, which causes the kaolinite to always have a ratio of bound ions: Na+:K":Ca2+at 0.1 :9:1. How long (in years) would you estimate it would take before any NB would "break through" the liner in this case?



nitrobenzene



(see Appendix C)



P 11.8 Evaluating the Sorption of an Organic Anion, 2,4-DichlorophenoxyButyrate, to Negatively Charged Natural Solids



In Fig. 11.9c, some sorption data are shown indicating that an organic anion, 2,4-dichlorophenoxy-butyrate(DB-), sorbed to a sediment from water of pH 7.9 despite the sediment's overall negative charge (as evidenced by its CEC of about 140 mmol kg-I; Jafvert, 1990).



-



(a) The sediment also contained 1.5% organic carbon



vOc = 0.015). Given a pK,, of
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4.95 for this acid, can you account for the observed Kid values near 4 to 5 L ' kg-' assuming the neutral DB species partitioned into the NOM of the sediment? What Kid value (L kg-') do you expect from such absorption?



-



(b) You suspect the hydrophobicity of this organic anion also causes it to accumulate near the mineral surface against the electrostatic repulsion it feels via an exchange reaction:



(i) Write a charge balance equation for the near-surface water assuming a solution composition of 20 mM NaC1. (Note: The solution actually contained about 2.5 mM Ca".)



(ii) Write an equilibrium equation (i.e., relating KDBex to chemical concentrations) for the exchange reaction shown (i.e., here neglect the term, [Cl:surfl, expecting it will be small relative to [DB:surfl). (iii) Derive an isotherm equation describing [DB:surfl as a function of [DB-] by combining the equilibrium quotient relation with your near-surface charge balance equation. (Hint: (1 + E ) O . ~ 1 + E / 2 when E is a small number.) (iv) What value of K D B ex would be necessary to account for the observed KDBd values (i.e., [DB:surfl/ [DB-I) if the solution composition was 20 mM NaCl? (v) Would such a KDB ex be "reasonable"? Explain your reasoning (in light of electrostatic and hydrophobic energies required).



8 i = 2,4-dichlorophenoxybutyric acid (DB)



Mi = 249 gmol-I



pK,= = 4.95



~,,,=2.5~103



P 11.9 Designing a Reactor to Remove Aniline from a Wastewater You have been charged with removing the aniline present at 100 ppm in the water of a 100 m3 tank. (a) One colleague suggests you add alum (A12(SO& and NaOH to make a 100 mg .L-' suspension of negatively charged amorphous aluminum hydroxide (Al(OH),) particles at pll 10 and 10 mM Na2S0,. Assume an -A1OH surface density of 6 x 10" mol -m-2, a specific surface area of 800 m2 g-', and pK;;' = 7 and pK,;;' = 9 ,



-



Will the aniline sorb to these negatively charged aluminum hydroxide particles and be carried to the bottom of the tank? Calculate the fraction of aniline sorbed to the particles before settling.
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(b) Another colleague suggests you add Na:montmorillonite clay and HC1 to make a 100 mg L-' suspension of clay particles at pH 3 and 10 mM NaC1. Assume a mol m-2 and AEC of 5 x mol m-2 at pH 3, a specific surface CEC of 1 x area of 7 x lo5 m2 kg-', and a pH, = 2.5.



-



-



Will the aniline sorb to these mixed charged clay particles and be carried to the bottom of the tank? Calculate the fraction of aniline sorbed to the particles before settling.



aniline (see Appendix C)



P 11.10 What Mechanism Accounts for the Benzidine Sorption in Sediments and Soils? Zierath et al. (1980) measured sorption isotherm data for benzidine on sediments and soils. Using Missouri River sediment withf,, = 0.023 kg oc kg-' solid, CEC = 190 mmol kg-', and a specific surface area AsWf= 131 m2 g-', they obtained the following sorption data:



-



20



1500



30



3000



120



5300



200



7600



340



9300



You are interested in discerning what mechanism or mechanisms were responsible for the benzidene sorption observed with Missouri River sediment. To examine this question, you assume the experimental 1 g: 10 mL suspensions had a pH of 6 and a salt content of 1 mM NaC1. Given these assumptions, what sorption mechanism would predominate? Justify your answer using estimates of Kid assuming (i) first assuming absorption into organic matter predominates and (ii) then assuming adsorption to ion exchange sites predominates. W++H2 benzidine (see Appendix C)



P 11.11 Impact of Diquat Sorption on Its Biodegradation The presence of montmorillonite in microbial cultures has been seen to reduce the rate of diquat (D) biodegradation (Weber and Coble, 1968). It has been hypothesized
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that this is due to significant diquat adsorption to the clay. Neglecting the coexchange of diquat with chloride into the near-surface water since the organic R group is not very hydrophobic, what fraction (%) of the diquat in 1 mM diquat solutions would be adsorbed to a 10 mg .L-’ montmorillonite (assume CEC = 1 mol -kg-’) suspension at pH 6 and low2M NaCl and assuming KD ex is:



-



KDex = [D:surf2]“a+] / [D2+][Na:surf12 = 3 kg L-’



(Hint:( I - E ) ~ )E. ~1 - ~ / 2for small values of E.)



diquat



P 11.12 Adsorption of Organic Ions to Iron Oxidesfrom Seawater Balistrieri and Murray (1 987) evaluated the sorption of organic acids on positively charged goethite (FeOOH) particles suspended at 6.6 g L-* in 0.53 M NaCl solutions to mimic seawater salt. They observed the following trend for ortho-phthalic acid added at 200 pM:



-



% adsorbed



3



4



5



6



7



8



60



65



50



25



5



5



Why is the extent of adsorption largest near pH 4?



0 ortho-phthalic acid



pK,,



= 2.89



pK,,, = 5.51
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PART I11



TRANSFORMATION PROCESSES



microbial oxidation



3,3’,4,4‘-tetrachloro-azobenzene



tetrachloroethene microbial or chemical reduction



So far, we have been concerned exclusively with the partitioning of organic compounds between different environments, that is, with processes that leave the molecular structure of a compound unaltered. In Part I11 (Chapters 12-17), we now turn our attention to processes by which a compound is converted to one or several products. Hence, we talk about processes (reactions)in which chemical bonds are broken and new bonds are formed. In many cases, such transformation reactions lead to products that are less harmful as compared to the parent compounds. In the ideal case, a xenobiotic compound is mineralized (Le., it is converted to CO,, H,O, NO;, NH; ,C1-, Br-, etc.), in a given environmental compartment. However, there are also numerous examples demonstrating that transformation products may accumulate that are of equal or even greater environmental concern than the parent compounds. In such cases, it is, of course, necessary to worry also about the environmental behavior of the products, which very often exhibit quite different properties, reactivities, and toxicities. Two prominent examples of the conversion of two common xenobiotic organic chemicals (i.e., 3,4-dichloroaniline, tetrachloroethene;see Chapter 2) to very hazardous products are shown in the margin. We will encounter other examples in the following chapters.



For our discussions of the various transformation reactions that organic chemicals undergo in the environment, it is convenient and common use to divide these processes into three major categories: chemical, photochemical, and biologically mediH H ated transformation reactions. The former two types of reactions are commonly referred to as abiotic transformation processes. Chemical reactions encompass all chloroethene (vinyl chloride) reactions that occur in the dark and without mediation of organisms. They are the topic of Chapters 13 and 14, and of parts of Chapter 16. We will subdivide these Two examples illustrating the for- reactions into those where there is no net electron transfer occurring between the mation of toxic products observed organic compound and a reactant in the environment (Chapter 13), and into redox in (a) aerobic soils and (b) anaerobic landfills and aquifers (see reactions (Chapters 14 and 16), where electrons are either transferred from (oxidation) or to (reduction) the organic chemicals. In Chapter 13, our emphasis will be put Chapter 14).



HXcl
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on reactions of organic compounds with nucleophiles including water (i.e., hydrolysis), and on reactions involving bases (e.g., elimination reactions). Chapter 14 will be devoted to a general introduction to redox processes, and to a discussion of redox reactions of organic chemicals taking place primarily in landfills, soils, aquifers, and sediments. Here our focus will be on reduction reactions occurring under anoxic (i.e., in the absence of molecular oxygen) conditions. In Chapter 16, finally, we will discuss oxidation reactions involving very reactive oxidants (e.g., hydroxyl radical, singlet oxygen) that act as electrophiles and that are important in water treatment facilities, in surface waters, and in the atmosphere. Since some of these oxidants may be formed by both chemical and photochemical processes, we will treat this topic after addressing some general basic photochemical aspects in Chapter 15. Note that the term indirect photolysis is commonly used to denote reactions of organic compounds with reactive species that are formed as a result of the incidence of (sun)light on a water body or in the atmosphere. In contrast, one speaks of direct photolysis if a compound undergoes transformation as a consequence of direct absorption of light. We will discuss this process in detail in Chapter 15. Our last and most difficult topic in the assessment of transformations of organic chemicals in the environment is biologically mediated reactions, which we will address in Chapter 17. Although organic compounds may be transformed by many different organisms (including humans), the most important living actors involved in biotransformations of anthropogenic organic chemicals in the environment are the microorganisms. Hence, our discussions will emphasize microbial transformation reactions. Note that biological transformations are usually the only process by which a xenobiotic compound may be completely mineralized in the environment. Hence, when assessing the environmental impact of a given compound, its biodegradability is one of the key issues. Unfortunately, as we will see later, because of the complexity of the factors that govern microbial transformation reactions, it is, in many cases, very difficult to make any sound prediction of the rates of such processes in a given natural system. Hence, the determination of biotransformation rates of organic chemicals in the environment generally hinges on the availability of appropriate field data that can be analyzed by using quantitative models (Part V). Consequently, our discussion of biotransformations will necessarily be somewhat more qualitative in nature as compared to the discussions of all other processes addressed in this book. Nevertheless, some general knowledge of the factors that determine the abundance and composition of microbial communities in the environment, and some basic insights into the types of reactions that microorganisms may catalyze, are a prerequisite for anticipating, or at least understanding after the fact, biologically mediated transformations in environmental systems. Finally, it should be pointed out that Part I11 will add a new important element that we need to describe organic compounds in natural systems, that is, time, So far, we have dealt only with equilibrium concepts (e.g., with the partitioning of organic compounds between different phases), but we have not addressed the question of how fast such equilibria are reached. Thus, in Chapter 12 we will introduce the time axis, that is, we will describe the temporal evolution of a compound concentration due to the influence from various transformation and transport processes. In Part IV we will go one step further and also add space into our considerations,
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Chapter 12



THERMODYNAMICS AND KINETICS OF TRANSFORMATION REACTIONS 12.1 Introduction 12.2 Thermodynamics of Transformation Reactions Illustrative Example 12.1: Energetics ofsyntrophic Cooperation in Methanogenic Degradation Illustrative Example 12.2: Transformation of Methyl Bromide to Methyl Chloride and Kce Versa 12.3 Kinetic Aspects of Transformation Reactions Phenomenological Description of Reaction Kinetics First-Order Kinetics Box 12.1: Some Important Background Mathematics: The First-Order Linear Inhomogeneous Differential Equation (FOLIDE) First-Order Reaction Including Back Reaction Reaction of Higher Order Catalyzed Reactions Box 12.2: An Enzyme-Catalyzed Reaction (Michaelis-Menten Enzyme Kinetics) Arrhenius Equation and Transition State Theory Linear Free-Energy Relationships Impact of Solution Composition on Reaction Rates 12.4 Well-Mixed Reactor or One-Box Model Illustrative Example 12.3: A Benzyl Chloride Spill Into a Pond



12.5 Questions and Problems
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Thermodynamics and Kinetics of Transformation Reactions



Introduction There are several general questions that have to be addressed when dealing with transformation reactions of organic compounds in the environment:



1. Is there only one or are there several different reactions by which a given compound may be transformed under given environmental conditions? 2. What are the reaction products? 3. What are the kinetics of the different reactions, and what is the resultant overall rate by which the compound is “eliminated” from the system by these reactions? 4. What is the influence of important environmental variables such as temperature, pH, light intensity, redox condition, ionic strength, presence of certain solutes, concentration and type of solids, microbial activity, and so forth, on the transformation behavior of a given compound?



We will address all of these questions for each type of reaction considered in the following chapters. In this chapter, we will summarize the most important theoretical concepts needed for a quantitative treatment of transformation reactions of organic chemicals. We start out by extending our earlier discussions on the application of thermodynamic theory to assess a compound’s behavior in the environment (see Chapters 3 and 8), this time with the goal of answering the question whether a given reaction is energetically favorable under the conditions prevailing in a given system. Furthermore, as already addressed in Chapter 8, we want to know to what extent a (reversible) reaction has proceeded when equilibrium is reached. When considering abiotic reactions, we will be interested in these questions to see whether a reaction may occur spontaneously. With respect to microbially mediated reactions, these questions are important for assessing whether a microorganism may gain energy from a given reaction, that is, whether there is a benefit for the microorganism to catalyze the reaction. In Chapter 8, we addressed proton transfer reactions, which we have assumed to occur at much higher rates as compared to all other processes. So in this case we always considered equilibrium to be established instantaneously. For the reactions discussed in the following chapters, however, this assumption does not generally hold, since we are dealing with reactions that occur at much slower rates. Hence, our major focus will not be on thermodynamic, but rather on kinetic aspects of transformation reactions of organic chemicals. In Section 12.3 we will therefore discuss the mathematical framework that we need to describe zero-, first- and second-order reactions. We will also show how to solve somewhat more complicated problems such as enzyme kinetics. Finally, in the last section of this chapter, we will introduce the simplest approach for modeling the dynamic behavior of organic compounds in laboratory and field systems: the one-box model or well-mixed reactor. In this model we assume that all system properties and species concentrations are the same throughout a given volume of interest. This first encounter with dynamic modeling will serve several pur-
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poses. First, besides batch reactors, well-mixed flow-through reactors are often used to evaluate the reaction kinetics for a given transformation process, particularly when one deals with heterogeneous systems (e.g., surface-catalyzed hydrolysis, microbial transformation). Hence, it is useful to get acquainted with the mathematical description of such reactors. Second, using such simple models will help us to see how we have to treat the various transformation processes in order to be able to combine them later with transfer and transport processes (Chapters 18 to 22) in models of different complexities (Chapters 23 to 25). Finally, the use of simple one-box models will allow us to make some interesting calculations on the residence times of reactive organic chemicals in well-mixed environmental systems such as, for example, the epilimnion of a lake, a small pond, or part of the atmosphere.



Thermodynamics of Transformation Reactions Since most of the reactions discussed in the following chapters take place in aqueous media, we confine our thermodynamic considerations to reactions occurring in dilute aqueous solutions. For the gas-phase reactions of organic compounds with highly reactive oxidants (i.e., reactions in the atmosphere; Chapter 16), we will assume that these reactions are always energetically favorable and, thus, proceed spontaneously. In Chapter 8, where we treated acid-base equilibria, we have seen that when dealing with reactions in dilute aqueous solutions, the appropriate choice of reference state for solutes is the infinite dilution state in water. The chemical potential of a compound i can then be expressed as:



wherey; is the activity coefficient, [i]is the actual concentration of the species i, [i]' is its concentration in the standard state, and the prime superscript is used to denote the infinite dilution reference state (in distinction to the pure organic liquid state). Recall that pp' corresponds to the standard free energy of formation of the species i in aqueous solution; that is:



at given po and T (e.g., 1 bar, 25°C). Also note that because we have chosen the infinitely dilute aqueous solution as reference, y: will in many cases not be substantially different from 1. Let us now consider a general reversible chemical reaction: a A + bB + .. . + pP + qQ + . ..



(12-1)



where a,b,...p,q,... are the stoichiometric coefficients of the reaction; that is, the
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coefficients that describe the relative number of moles of each reactant consumed or produced by a given reaction. At a given composition [A], [B],..., [PI, [Q],... of the system (we are not interested in other system components that are not involved in the reaction), it is easy to see from Eqs. 3-19 and 3-20 (Chapter 3) that, if the reaction proceeds by the increment dn, so that dn, = adn,, dn, = bdn, ..., to dnp = pdn, ,dnQ = qdn, . .., we cause a change in the total free energy of the system which is given by: dG = -ayu,dn,



- b,uu,dn, - ...



+ py&, + qpQdnr



(12-2)



dG = (-ay, - bpB - ...+ p p p + @Q + ...)dn, The quantity dGldn,, which is a measure of the free energy change in the system as the reaction progresses, is referred to as thefree energy ofreaction, which we denote as A r c . We use the subscript "r" to distinguish the free energy of reaction from the free energy of transfer that we used in Part 11. Hence,



Inserting Eq. 8-3 for each species taking part in the reaction into Eq. 12-3, and assessing a standard concentration [i] = 1 M for all species considered [note that, of course, 1 M is a hypothetical concentration for most of the organic compounds of interest, because their water solubilities are usually much lower (see Chapter 5)], we then obtain after some rearrangements:



'



A,G = -up:



- bpB 0' - ...



+RTln



+ ppP0' + q y Q0' + ...



(Y;, [Pl)'(~b[a])'...



(Y*



(YB



( 12-4)



...



The algebraic sum of the standard chemicalpotentials of the products and reactants is called the standardfree energy of reaction, and is denoted as A,Go: A,Go = -up:



+ p p p + qpQ + ... (aq) - ... + p A,Gi(aq) + q A, Gg (aq) + ...



0'



- byu, - ...



= -a A, G i (aq) - b A, G:



0'



0'



(12-5)



Hence, A,G' is a measure of the free energy of the reaction when all species are present in their standard state (where concentrations are assumed to be 1 M, and activity coefficients are set to 1). We should recall that a negative Arco would mean that, under standard conditions, the reaction Eq. 12-1 would proceed spontaneously from left to right; if A,Go is positive, the reaction would proceed spontaneously in the opposite direction. By substituting Eq. 12-5 into Eq. 12-4, and by using the notation {i} for expressing the activity of a given species (i.e., {i> = Y i [ i ] ) ,we can rewrite Eq. 12-4 as: A,G = A,Go + RTln {p>'{Q>".. { A J " { B ) ~. ..



(12-6)
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By defining a reaction quotient, Q,, as: (12-7) we can rewrite Eq. 12-6 as ArG = A,Go + RTlnQ,



(12-8)



It is important to realize that A,G can be heavily influenced by the Q, term. Hence, even if A,Go is positive (ie., the standard reaction is endergonic and does not, therefore, occur spontaneouslyunder standard conditions), a reaction may still proceed in a given system (i.e., it is exergonic because of a very small Q, value). A small Q, could be due to a very small activity (or concentration, because y:' values are commonly not very different from 1, see below) of one or several product(s), and/or a very high activity (concentration) of one or several reactant(s) present in the system at a given time. Conversely, a large Q,value (e.g., accumulation of products, depletion of reactant(s)) may lead to a positive A,G, although A,Go may be negative. Illustrative Example 12.1 helps to make this point clear. When we are interested in the equilibrium composition in a given system (i.e., in the situation where A,G = 0), the Q, value is not a variable anymore but is given by the equilibrium reaction constant, K,. This is related to A,Go by the equation (see also Chapter 8): {P)'(Q}". . (12-9) - --A,Go In K, = In {A}"{B1". . RT Hence, if A,@ is known or can be calculated from A,G:(aq) values, the extent to which a given reaction proceeds until reaching equilibrium can be assessed (see Illustrative Example 12.2). Finally, we should recall from Chapter 8 that when assuming a constant standard enthalpy ofreaction, A P , over a small temperature range, the relationship between K, values at two different temperatures is given by (see 8-20)



Illustrative Example 12.1



Energetics of Syntrophic Cooperation in Methanogenic Degradation Introduction The small amount of energy available in methanogenic processes (see Chapter 14) forces the microorganisms involved into a very efficient cooperation. In many cases, neither partner can operate without the other; that is, together they may exhibit a metabolic activity that neither one could accomplish on its own. Such cooperations are called syntrophic relationships (for details see Schink, 1997). A classical example is the Methanobacillus meliansky culture, which is a co-culture of two partner



466



Thermodynamics and Kinetics of Transformation Reactions



organisms, strain S and strain M.0.H. The two strains cooperate in the conversion of ethanol to acetate and methane by interspecies hydrogen transfer, as follows: Strain S:



CH3CH20H+ H,O ethanol



Strain M.0.H.:



+CH3COO- + H+ + 2H2 acetate



4H, + CO,



(1)



--+CH, + 2HZO methane



The critical point in this syntrophic cooperation is that the reaction that Strain S is catalyzing (Eq. 1) is only exergonic (negative A,.@ if the H, partial pressure (or the corresponding H, concentration) in the aqueous phase is low enough. Hence, strain M.0.H. has to remove hydrogen efficiently from the solution.



Problem Calculate the maximum p,, at which strain S can just gain some energy from catalyzing reaction Eq. 1 at pH 7 and 25"C, by assuming that both ethanol and acetate are present at a concentration of 10-6M. Answer A,G&Hp,(aq) = -181.8kJ.mol-' In the literature (e.g., Thauer et al. 1977; Hanselmann, 1991) you find the Afco(aq) (aq) = -369.4k~.mol-1 values at 25°C for all the species involved in reaction Eq. 1. Note that by convention,



A~C&..~.



A ~ G ; ~ ~ ( ~ )= -237.2kj .mol-I = 0kJ. A r q >(g) OkJ . mol-~ = A,G;-(aq)



the free energies of formation of the elements in their naturally occurring most stable form, as well as of the proton in aqueous solution, are set to zero. From these values, calculate the standard free energy of reaction Eq. 1: ArGo= -(-18 1.8) - (-237.2)



+ (-369.4) + (0) + (0) = +49.6 kJ .mol-'



Hence, under standard conditions ({CH,CH,OH} = {CH,COO-} = {H+}= {H,O} = 1, pH2= 1 bar), this reaction is endergonic. In order to get a negative free energy of reaction, ArG, the terrn RTlnQ has to be smaller than -A,Go (Eq. 12-8, note that (H,O} = 1):



RT In Q < - 49.6 kJ mol or Q < 2 x lop9 Therefore:



is less than 2 ~ 1 O ifp,, - ~ < 0.14 bar. Of course, in order to sustain growth, a significantly more negative ArG is required, which is achieved by a hydrogen partial pressure of < lop3bar (Schink, 1997).
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Transformation of Methyl Bromide to Methyl Chloride and Vice Versa Problem Consider the reversible transformation of the soil fumigant methyl bromide (CH,Br) to methyl chloride (CH,Cl) in aqueous solution (a nucleophilic substitution reaction, see Chapter 13): CH,Br + C1-;".



CH,Cl + Br-



In which direction does this reaction occur at 25°C in a contaminated groundwater containing 50 mM C1-, 1 mM Br-, and (a) 10 times more CH3C1than CH,Br.? (b) How does your answer change if there is 1000 times more CH3C1than CH,Br? What is the relative abundance of CH,Br and CH,C1 at equilibrium assuming constant Cl- and Br- concentrations? Also assume that the activity coefficients of all species (including the charged species) are 1, that is, {i} z [i].



-



Answer A,G:,.(aq) = AIGir.(aq)= AfG&,Jg) = AfG,&, (g) =



-131.3kJ.mol-I -104.0kJ.mol-1 -28.2kJ.mol-' -58.0kJ. mol-'



In the literature you find A,G: (aq)values for chloride and bromide. However, for CH3Br and CH,Cl, only values for the free energy of formation in the gas phase, A,Gp (g) ,are given. This is, of course, not a serious problem, because the difference between AfG:(aq) and AfG:(g) is the free energy of transfer between the gas phase and water, which is directly related to the Henry's law constant (Section 6.4). Note that we have to take into account that we use molar concentrations (and not mole fractions) in the aqueous phases. Hence, as discussed in Section 3.4 (Eqs. 3-41 to 346), the free energy of transfer from the gas phase to the aqueous phase is given by [AawGi + RT In / (L mol-I)], and, therefore: or



vw A ,G: (aq) = A ,G: (g) - [A



aw



G, + RT In



vw/ (L .mol-' )]



A,G:(aq) = A,G:(g)+ RT In K,H



(1)



(2)



where KiHis the Henry's law constant expressed in bar. L .mol-I. C&B,, C,&c,



= lod7*mo1.L-I = loq9*mol .L-l



In Appendix C you find the water solubilities, C,$ of the two gases at 25°C and 1 bar partial pressure, which allows you to estimate KiH:



K rH z-- 1



CZZt



The approximated KrHvalues are 6.0 bar. L .mol-' for CH3Br, and 9.6 bar. L .mol-' for CH3C1.Insertion of these values into Eq. (2) together with the A,G;(g) values found for the two compounds in the literature (see above) yields: = -52.4 kJ.mol-' AfG&+(aq) = -23.7 kJ.mol-', and AfG~H3a(aq)



Using these values, the standard free energy of reaction in aqueous solution can now be calculated:
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A ,Go = -( -23.7) - (- 131.3) + (-52.4)



+ (- 104.O) = -1.4 kJ .mol-'



In order to get the free energy of reaction under the given conditions (a) and (b) calculate the respective Q, values (Eq. 12-8; set {i) = [i]): (a)



Qr



=



-1



(10)[Br - (10)(10-3) = 0.2 (l)[CI-] (1)(5 x 10-2)



Insertion of A,Go and Q, into Eq. 12-8 then yields: (a) A,G = -1.4 t 2.481n0.2 = -5.4 kJ.mol-1



(b) A,G=-1.4 t2.481n20= t6.0 kJ-mol-1 Hence, at the solution composition prevailing in case (a) the reaction occurs spontaneously from left to right; that is, CH,Br is converted to CH3C1.However, in case (b), the reaction proceeds in the opposite direction; that is, CH,C1 is converted to CH,Br! This result indicates that at equilibrium, the [CH,Cl] to [CH,Br] ratio has to lie between 10 and 1000. To answer the question about the [CH,Cl] to [CH,Br] ratio at equilibrium, calculate the equilibrium reaction constant, K, (Eq. 12-9): (-1.4 kJ.mol-') = 0.56; Kr = 1.76 (2.48 kJ .mol-')



ArGO 1nKr ----=RT



Since Kr =



the ratio [CH,Cl] to [CH,Br]



at



[CH3C1][Br- ] [CH3Br][Cl-]



equilibrium for fixed [Cl-] and [Br-] is given by:



[CH3ClI = K , . [ C1-] - (1.76)(5 x 10-2) = 88 [CH3Br] [Br- 1 (10-3)



Kinetic Aspects of Transformation Reactions Phenomenological Description of Reaction Kinetics



From experimental data or by analogy to the reactivity of compounds of related structure, we can often derive an empirical rate law for the transformation of a given compound. The rate law is a mathematical function, specifically a differential equation, describing the turnover rate of the compound of interest as a function of the



Kinetic Aspects of Transformation Reactions



469



concentrations of the various species participating in the reaction. Hence, the rate law reflects the overall reaction on a macroscopic level. In a very general way, we can write the macroscopic rate law for the transformation rate (i.e., for the disappearance rate) of an organic compound ( i ) as:



d'orgl - k[i]'[B]'[C]". ._ dt



( 12- 10)



where the exponents i, b, c, ... indicate the order of the reaction with respect to the corresponding species: org, B, C, ... Note that when dealing with more complex reactions, particularly in heterogeneous systems, the (phenomenological) reaction orders do not necessarily have to be integer numbers and they may also change with concentration. The total order n of the reaction is given by the sum of the exponents n = i + b + c + ..., and k is called the nth-order reaction rate constant, and has the dimension [(ML-3)'" TI]. Before we take a look at some typical rate laws encountered with chemical reactions in the environment, some additional comments are necessary. It is important to realize that the empirical rate law Eq. 12-10 for the transformation of an organic compound does not reveal the mechanism of the reaction considered. As we will see, even a very-simple-looking reaction may proceed by several distinct reaction steps (elementary molecular changes) in which chemical bonds are broken and new bonds are formed to convert the compound to the observed product. Each of these steps, including back reactions, may be important in determining the overall reaction rate. Therefore, the reaction rate constant, k, may be a composite of reaction rate constants of several elementary reaction steps.



CH, - CI



benzyl chloride



11 HzO



It is particularly important to be aware of this point when one wants to derive quantitative structure-reactivity relationships for a specific reaction of a series of structurally related compounds (i.e., if one wants to relate the rate constants to certain properties of the compounds). In these cases, one may find that such relationships do not hold for some of the compounds considered, the reason being that for different compounds, different elementary reaction steps may be rate determining. Examples will be discussed in the following chapters. First-Order Kinetics



We start our discussion of specific reaction rate laws by examining the results of a simple experiment in which we observe how the concentration of benzyl chloride (Fig. 12.1) changes as a function of time in aqueous solutions of pH 3 , 6, and 9 at + H+ + CIu C H 2 - O H 25°C (Fig. 12.2). When plotting the concentration of benzyl chloride (denoted as benzyl alcohol [A]) as a function of time, we find that we get an exponential decrease in concentra. we find that the turnover rate of benzyl tion independent of pH (Fig. 1 2 . 2 ~ )Hence, Figure 12.1 Reaction of benzyl chloride with water (a nucleophilic chloride is always proportional to its current concentration. This can be expressed substitutionreaction, see Chapter 13). mathematically by afirst-order rate law:



-d'A1 - - k[A] dt



(12- 11)
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Figure 12.2 Decrease in benzyl chloride concentration (a) plotted directly and ( b )plotted logarithmically as a function of time in aqueous solution at three different pHs. The right graph reflects the fact that Eq. 12- 12 can be transformed into the form ln([A],/[A],) = -kt.
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where k is referred to as the jirst-order rate constant and has the dimension [T-'I. Since Eq. 12-11 is a linear differential equation, the first-order reaction is often called a linear reaction and k the linear rate constant. Integration of Eq. 12-11 from [A] = [A], at t = 0 to [A] = [A], at time t yields the mathematical description of the curve in Fig. 12.2a (see Box 12.1, Case a): [A], = [A], .e-'



(12-12)



Eq. 12-12 implies that the logarithm of the ratio [A],/[A], yields a straight line through the origin with slope -k. Thus, if data from kinetic experiments are plotted as in Fig. 12.2, we can both check whether the reaction is first order in [A] and determine the rate constant k using a linear regression analysis. We note that in the case of first-order kinetics, the half-life, t,,,, of the compound (i.e., the time in which its concentration drops by a factor of 2) is independent of concentration and equal to: In 2 0.693 t,,, = -= k k



(12- 13)



From Fig. 12.1 we notice that the transformation of benzyl chloride to benzyl alcohol involves a water molecule which was not included in the rate law (Eq. 12-11). If the water molecule were involved in the slowest step of the reaction, that is, in the rate-determining step, the reaction should be described by a second-order rate law:



-d[A1 - - k' [A][B] dt



(12-14)



where we have denoted H,O as B, and k' is now referred to as second-order rate constant with dimension [M-'L3T']. Yet, since water is present in a large excess, its concentration (- 55.3 M) is not altered significantly during the course of the reaction: [B], [B], 55.3 M. Hence, by setting k = k' [B],, we again obtain a first-order rate law (Eq. 12-11). In this and all other cases in which we simplify the rate law by assuming the concentrations of certain species to be constant, we use the prefix pseudo- to indicate that, on a molecular level, more species take part in the reaction than are incorporated in the rate law. Without knowing more about the reaction mechanism, we cannot say whether for the case of benzyl chloride the rate law is pseudo-Jirst-order or truly first order. In the former case, we refer to k as thepseudofirst-order rate constant.
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Some Important Background Mathematics: The First-Order Linear Inhomogeneous Differential Equation (FOLIDE)



In our modeling efforts it will often be our goal to express, or at least to approximate, all dynamic processes by (pseudo-)first-order rate laws. This will enable us to perform “back-of-the-envelope” calculations for a quick assessment of the relative importance of the various transport and transformation processes that govern the behavior of a given organic compound in a given system, and to get a first idea of the temporal variation in concentration of the compound in the system. With this approach, we will always have to deal with the same type of differential equation, thefirst-order linear inhomogeneous differential equation (FOLIDE). It has the general form:



dy,J-r,y dt



Here y denotes the time-dependent or dynamic variable (usually a concentration),J i s the so-called inhomogeneous or input term, and k is the overallfirst-order rate constant, which can be a sum of several first-order rate constants each describing a different process. If y has the dimension of a concentration [MLW3],then J has [ML-3T’]. Note that J a s well as k can be time-dependent.We discuss the solution of Eq. 1 by starting with the simplest case and then move to the more complex ones.



Case a. J = 0, k = constant The corresponding equation:



-=-ky dY dt



is called the first-order linear homogeneous differential equation. It has the solution (Fig. a): y(t>= y,e-k’



(3)



with yo the initial value y(t = 0). For k > 0, the so-called steady state y, =y(t + -) is zero. Strictly speaking it takes an infinite amount of time until y becomes zero. In practice the exponential expression becomes extremely small once (kt) is much larger than 1. For instance, e-3 = 0.05, thus at: 3



4%= k



(4)



y(t) has dropped to 5% of its initial value. The half-life, t1,2,(i.e., the time when y(t) has dropped to one half ofy,), is: In2 k



0.693 k



t,,2 = -= -



If k is negative, y(t + -) grows infinitely.



Case b. J, k = constant For k > 0, the solution is (Fig. b):
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with the steady-state:



Note that Eq. 4 can still be looked upon as a measure for the time needed to approach steady-state.



Case c. Variable input J(t), k = constant For k > 0, the solution is: y ( t ) = yoe-kf



+



j



e-k(t-t')



J(t' )dt'



0



The first term, identical to the first term in Eq. 6, describes the exponential decay of the initial value yo. The integration time t' in the second term runs from t' = 0, the initial time, to t' = t, the time for which y is evaluated (the "present"). Because of the term e-k(t-t')the integral represents a weighted sum of the input J during the time interval between 0 and t. Inputs that occurred far back in time [(t- t') large] have little or no influence on the actual value y(t). In fact, for (t - t') > 3/k the weight of J h a s dropped to less than 5% (see Eq. 4). An example is shown in Fig. c.



Case d. Variable input J(t), variable k(t) For completeness the most general solution of Eq. 1 is given below: y ( t >= y o e - ~ (+f )e-o(t)jeo(f*)J(t')dt' 0



(9)



t



@ ( t )= J k ( t ' ) d t ' 0



Note that even if the coefficients are time dependent, the differential equation is still linear. However, if J or k explicitly depend on the variable y , the equation would be nonlinear.
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First-Order Reaction Including Back Reaction When treating the overall transformation kinetics of an organic compound as we have done for the hydrolysis of benzyl chloride (Eq. 12-1l), we assume that the R/"H reverse reaction (i.e., the formation of benzyl chloride from benzyl alcohol) can be aldehyde ("A) neglected. For many of the reactions discussed in the following chapters we will make this assumption either because the reverse reaction has an extremely small rate k2 kl' constant (i.e., the reaction is practically irreversible), or because the concentration(s) of the reactant(s) are very large as compared to the concentration(s) of the product(s). There are, however, situations in which the reverse reaction has to be R T H taken into account. We have already encountered such a reaction in Illustrative ExOH ample 12.1. To demonstrate how to handle the reaction kinetics in such a case, we geminat diol ("D") use the hydration of an aldehyde to yield a diol (Fig. 12.3). This example will also illustrate how the equilibrium reaction constant, K,, is related to the kinetic rate conFigure 12.3 Many aldehydes react with water in a re- stants, k, and k2, of the forward and reverse reaction.



f



+H,O



1)



versible fashion to yield a diol (see also Bell and McDougall, 1960).



The hydration of an aldehyde RCHO can be expressed with two (pseudo-first-order rate laws consisting of an elimination (minus sign) and a production (plus sign) term: d -[RCHO] = -k;[H,O][RCHO] + k,[RCH(OH),] dt = - k,[RCHO] + k,[RCH(OH),]



(12-15 )



For example, for formaldehyde (R = H) at neutral pH, the pseudo-first-order rate constant for the hydration reaction (forward reaction), k,=k; [H20], is about 10 s-' and the first-order rate constant for dehydration, k2, is about 5 x 10" s-'. In Chapter 20 we will use this example to show that the reactivity of compounds can influence the kinetics of aidwater exchange if both processes (reaction and exchange) occur on similar time scales. Substituting A for the aldehyde and D for the diol, we can rewrite Eq. 12-15 for A and a corresponding equation for D: k,[A]+k,[D]



(12- 16a)



-= dED1 +k,[A] - k,[D]



(12-16b)



-=d[A1



dt dt



The concentrations for which d[A]/dt = 0 and d[B]/dt = 0 are called the equilibrium or steady-state concentrations, [A], and [B],. From Eq. 12-16: (12- 17) Here the equilibrium reaction constant, K,, which in Eq. 12-9 has been derived from thermodynamic considerations, is given by the ratio of the rate constants of the forward and the reverse reaction. Inserting the rate constants for formaldehyde into Eq. 12-17 yields:
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10 s-l



ki K,=-=



5x



k2



S-'



=2x103



(12-18)



Hence, at equilibrium and neutral pH, formaldehyde dissolved in water occurs 99.8% as the diol. In the case of acetaldehyde (R = CH3), this fraction is about 50%. Although the solution of a set of differential equations usually involves some more sophisticated mathematical tools (see Chapter 21), for our problem we can simplify the procedure. Addition of the two equations, Eqs. 12-16a and b, yields:



+



-d[A1 _ _ _d'D1 =



dt



dt



d ([A] + [D]) = 0 dt



(12- 19)



This equation states that the total concentration, [A],,, = [A], + [D],, is constant. Thus, in Eq. 12-16a we can make the substitution [D] = [A],,, - [A], which yields a kinetic expression in the form of a FOLIDE: (12-20)



According to Box 12.1 (Case b, Eq. 6), this has the solution:



(12-22) We can also use this procedure to track the diol:



[DI, = [Alto, - [A],



(12-23)



As an interesting fact, we can learn from Eq. 12-21 that the time to steady-state (or time to equilibrium) depends on the sum of the forward and reverse reaction rate constants. Thus, even if one rate constant is very small, time to equilibrium can be small, provided that the other rate constant is large. By using Eq. 4 in Box 12.1 (95% of equilibrium reached) we obtain: t5%



=



3 = 0.3s (10+ 5 IO-~)S-' -



(12-24)



Reactions of Higher Order Although most reactions with which we are concerned are not truly first order, it is convenient for modeling purposes to make assumptions that allow us to reduce the order of the reaction law, ideally to pseudo-first order. For example, when considering reactions of organic chemicals with environmental reactants for which we can
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assume that their concentrations do not change significantly during the reaction (e.g., OH-, C1-, Br-, HS-, O,), we can lower the reaction order by setting the concentrations of these species constant (as we have done with water in the examples discussed above). In the case of second-order reactions, we can thus often achieve a pseudo-first-order rate law. There are however, cases where higher-order rate laws have to be applied to describe adequately the reaction kinetics of a xenobiotic compound. The mathematics involved in solving these more complex situations may be found in textbooks on chemical kinetics (e.g., Frost and Pearson, 1961; Laidler, 1965; Brezonik, 1994).



Catalyzed Reactions There are quite a few situations in which rates of transformation reactions of organic compounds are accelerated by reactive species that do not appear in the overall reaction equation. Such species, generally referred to as catalysts, are continuously regenerated; that is, they are not consumed during the reaction. Examples of catalysts that we will discuss in the following chapters include reactive surface sites (Chapter 13), electron transfer mediators (Chapter 14), and, particularly enzymes, in the case of microbial transformations (Chapter 17). Consequently, in these cases the reaction cannot be characterized by a simple reaction order, that is, by a simple power law as used for the reactions discussed so far. Often in such situations, reaction kinetics are found to exhibit a gradual transition from first-order behavior at low compound concentration (the compound “sees” a constant steady-state concentration of the catalyst) to zero-order (i.e., constant term) behavior at high compound concentration (all reactive species are “saturated”): d[AI - - k[A], for low [A] dt (12-25)



m= J , for high [A] dt -



where k and Jhave the dimensions [T-’1and [ML-3T’],respectively. There are a variety of mathematical expressions with which we could fit the required dependence of the transformation rate on the compound concentration. In Box 12.2, a simple model for a special kind of catalyzed reaction, the MichaelisMenten enzyme kinetics, is presented, which leads to the following kinetic expression:



As shown in Fig. 12.4, this equation exhibits the behavior described by Eq. 12-25. In fact, it became so popular that often it is mistakenly given a deeper theoretical meaning even in cases where it simply serves as a fitting curve. Therefore, the reader should not forget that there are other curves built from two parameters (J, k) which
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Figure 12.4 Comparison of the reaction rate functions Eqs. 12-27 (curve 1) and 12-28 (curve 2 ) . The straight line through the origin indicates the initial slope of size k. Half-saturation concentrations are at ln2 ( J k ) and ( J k ) , respectively. Parameter values J = 1, k = 1.



exhibit the same behavior as Eq. 12-25 for very small or very large [A] values but are different in between. For instance, (12-27) has the same properties as Eq. 12-25, but its half-saturation concentration, the concentration ofA where the rate of change is J/2, is smaller than for Eq. 12-26 (see Fig. 12.4).



To summarize, we should make a clear distinction between the application of Eq. 12-26 as a model for enzyme kinetics (Box 12.2) or as a fitting curve. In the latter case, we have to remember that other functions, such as Eq. 12-27, may fulfill this purpose as well. Arrhenius Equation and Transition State Theory



If we want to understand and describe the influence of environmental factors, especially temperature, on chemical reaction rates, and if we want to see how transformation rates vary as a function of the chemical structure of a compound, we need to take a closer look at these reactions on a molecular level. As mentioned already, a chemical reaction often proceeds in several sequential elementary steps. Frequently, one step in the reaction sequence occurs at a much slower rate than all the others.



Box 12.2



An Enzyme-Catalyzed Reaction (Michaelis-Menten Enzyme Kinetics)



We consider a catalyzed reaction in which an organic compound, A, is transformed to a product, P, via a complex formed by A with a catalyst E. Although the letter E for catalyst reminds us that frequently the catalyst is an enzyme (see Chapter 17), other species such as reactive surface sites can also take over this role. A typical catalyzed reaction can be divided into three steps:



Step 1: Substrate A reacts with E to form a complex AE. This reaction is assumed to be reversible and fast as compared to Step 2. It can be expressed by an equilibrium constant, KE:



Step 2: AE is transformed by afirst-order reaction (rate constant kE)into the product-catalyst complex PE:
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: -d[AE1 - -kE[AE]



dt



Step 3: PE decays into P and E (hence, E is regenerated) in a reaction that is fast as compared to reaction Eq. 2. In order to derive the overall rate law for the transformation ofA to P we assume that the total catalyst concentration [El,,, is constant and that the concentration of PE is very small (Step 3 is assumed to be fast). Hence, [El,,, = [El + [AE]. Using Eq. 1 to substitute for [El:



Since in Step 1 the rate of disappearance of A is equal to the rate of formation of AE we write



With Eqs. 2 and 4 we can now write down the total mass balance of [AE]:



It can be assumed that, once the reaction is in progress, concentrations of intermediates including AE are at steadystate, that is, d[AE] / dt = 0. Thus, Eq. 5 can be transformed into:



d[Al= -kE[AE] dt



Solving Eq. 3 for [AE] and substituting into Eq. 6 yields:



In the notation of Eq. 12-31 we find that the maximum reaction rate ([A] >> Kgl) is J = kE[E,,,] while the firstorder reaction rate at small concentrations ([A] > [CH,Br],), the reaction of CH3Br can be expressed by a pseudo-first-order law with a pseudo-firstorder rate constant, kobs, that is given by:



Inspection of Table 13.5 shows that the reactions with NO; and OH- can be neglected. For estimation of the rate constants for the reactions with the other nucleophiles, use the rearranged form of Eq. 13.3 with s = 1: k,, = kHIO.10"NuCH3Br (2) Insert nNU,CH3Brvalues from Table 13.3 into Eq. 2, and substitute kNufor each nucleophile j into Eq. 1: kobs



+



= k~~o([HzO]103[c1-]+ 1O3.'[HC0:]



+ 105.'[CN-]}



(3)



Insertion of the concentrations of the various nucleophiles into Eq. 3 then yields: kobs



+



+ +



= kH10(55.5 100 6.3 12.6) = l~H~O(174.4)



This calculation shows that the reaction with chloride is about twice as important as the neutral hydrolysis, while the reactions with the other two nucleophiles only make up about 10% of the overall transformation rate of CH,Br. Note that, in some cases, a minor reaction might still be important because a more persistent toxic product may be formed (in this case acetonitrile CH,CN). Since in pure water: In 2



In 2



tl,2 = -= kN



kH20[H201



you may use the reported hydrolysis half-life (20d) to find:



Therefore, the half-life of CH3Br in the aqueous solution is: In 2



0.693



kobs



(6.3 x 10-4M-1d-')(174.4 M)



tlQ = -=



=-6d
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1,2-Dibromoethane in the Hypolimnion of the Lower Mystic Lake, Massachusetts Problem Various studies suggest that in pure water, the major transformation reaction of the widely used pesticide, 1,2-dibromoethane (1,2-DBE), is neutral hydrolysis to yield the final product ethylene glycol (Roberts et al., 1993). Based on measurements at high temperatures, Jeffers and Wolfe (1996) have estimated a hydrolysis half-life of 6.4 years for 1,2-DBE at 25"C, corresponding to a kN value of 3.5 x s-' . The reported Arrhenius activation energy for this reaction is: E, = 108 kJ.mol-I. Estimate how large the concentration of c[S2,-](= [-S-S-] + [-S-S-S-] + [-S-S-S-S-I) species expressed as [S2,-1 would have to be in the anoxic hypolimnion of Mystic Lake, Massachusetts at 10°C (see water composition given in margin) in order to lower the half-life of 1,2-DBE by a factor of 100 as compared to the half-life determined by hydrolysis alone. Compare this calculated concentration with the actual measured concentration of S2,- given below. Assume that the initial reaction with the reduced sulfw species (HS-,S2,-) present is an SN2reaction at one of the carbon atoms and not reductive debromination (a process that we will discuss in Chapter 14). What products would you expect from the reaction of 1,2-DBE with the polysulfide species?



BrCH2- CH,Br 1,2-Dibromoethane (1,2-DBE)



Lake Water Chemistry for



Anoxic Hypolimnion of the Lower Mystic Lake (Miller et al., 1998): pH = 6.8 [Cl-] = 0.4M [HS-] = 3 x M [ S,$ 3 = 9 x M



Answer



With E, = 108 M - mol-', kNat 10°C will be about 10% of that at 25°C (see Table D 1 Appendix D). Hence, kN = 3.5 x lo-'' s-', corresponding to a hydrolysis half-life of 64 years. To calculate the required [S2,-1 concentration to reach a half-life of 0.64 years or a kobsof 3.5 x 10-' s-', write an equation analogous to Eq. 3 in Illustrative 1 value of ~ S:- for ~ IS:-] , : ~ ~ ~ Example 13.2, by using the ~



kobs= 3.5 X lo-'



S-' =



k ~ {[H,O] ~ o + 103[C1-]+ 105.'[HS-]+ 107.2[Si-]}



(1)



Division of both sides of Eq. 1 by kHzO(= 3.5 x lo-'' s-'/55.3 M) and insertion of the concentrations reported for C1- and HS- in the hypolimnion of Mystic Lake yields: 5550 M = 55.3 M + 400 M + 378 M + 107.2[%I M which yields a required S2,-concentration of [St-]= 3 x



M



This is only a factor 3 to 4 higher than the concentration of such species calculated by Miller et al. (1998) for the hypolimnion of the lower Mystic Lake. In fact, for certain environments (e.g., in salt marsch pore water) substantially higher concentrations of polysulfides have been reported (Lippa, 2002). Hence, such a calculation shows the importance of such species in sulfur-rich environments. As has been found by Schwarzenbach et al. (1985) in a contaminated aquifer under sulfate-reducing conditions, reactions of alkyl dihalides where the halides are not
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bound to the same carbon atom may lead to cyclic polysulfides. The most probable mechanism is an initial substitution of one of the halides by S:-, followed by an intramolecular substitution of the second halide (a so-called SNireaction). Thus, for 1,2-DBE one can formulate the reaction as follows:



Hence, the most likely products are ethylene, di-, tri-, and tetrasulfide: H,C- CH, I



I



s- s



ethylene-disulfide 1,2-dithietan



H,C,



CH, \



s, / s



S ethylene-trisulfide 1,2,34rithiotan



H,C-



s,



s-s



CH, \



IS



ethylene-tetrasulfide 1,2,3,44etrathian



rate of transformation of a given halogenated compound is found to be pH-dependent in the ambient pH-range (i.e., pH 5-9), this is an indication that the compound also reacts by one or several other mechanism(s) (e.g., p-elimination, see below). Leaving Groups. We now return to Fig. 13.3 to learn something about the various halogens as leaving groups. It is tempting to assume that the weaker a nucleophile (i.e., the smaller its nNu,CH3Brvalue,see Table 13.3), the better leaving group it should be. Hence we would expect the reactivities of the methyl halides to decrease in the order CH,F > CH3C1 > CH3Br > CH31. However, what is experimentally found (Fig. 13.3) is almost the opposite, namely, the reaction rate decreases in the order CH3Br CH31> CH3C1> CH3F.The major reason for these findings is the increasing strength of the C-X bond (that has to be broken) when going from C-I to C-F (Table 2.2). This bond-strength factor proves to be dominant in determining the much slower reaction rates of C-C1 and, in particular, C-F bonds as compared to C-Br and C-I.



-



Let us now look at some examples to illustrate what we have discussed so far to get a feeling of how structural moieties influence the mechanisms, and to see some rates of nucleophilic substitution reactions of halogenated hydrocarbons in the environment. Table 13.6 summarizes the (neutral) hydrolysis half-lives of various monohalogenated compounds at 25°C. We can see that, as anticipated, for a given type of compound, the carbon-bromine and carbon-iodine bonds hydrolyze fastest, about 1-2 orders of magnitude faster than the carbon-chlorine bond. Furthermore, we note that for the compounds of interest to us, SN1or sN2 hydrolysis of carbon-fluorine bonds is likely to be too slow to be of great environmental significance. When comparing the hydrolysis half-lives of the alkyl halides in Table 13.6, we notice that the reaction rates increase dramatically when going from primary to secondary to tertiary carbon-halogen bonds. In this series, increasing the stabilization
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Table 13.6 Hydrolysis Half-Lives and Postulated Reaction Mechanisms at 25°C of Some Monohalogenated Hydrocarbons at Neutral pH ~~



Compound



Type of Carbon to Which L is Attached



tln(Hydrolysis)



L=F



c1



Br



I



Dominant Mechanism(s) in Nucleophilic Substitution Reactions ~~



R- CH,-L



primary



H3G ICH-L H3C



secondary



H3C$L



tertiary



=30yrb



340db



50 d



23 s



20-40d'



~



50-llOdd



SN2



CH3



a



Data taken from Robertson (1969) and Mabey and Mill (1978). R = H. R = H, C, to C,-n-alkyl. R = H, CH,.



of the carbocation by the electron-donating methyl groups decreases the activation energy needed to form this intermediate, thereby shifting the reaction to an increasingly SN1-like mechanism. Similarly, faster hydrolysis rates and increasing SN1 character can be expected if stabilization is possible by resonance with a double bond or an aromatic ring. As indicated by the denotation SN2... sN1 in Table 13.6, it is in some cases not possible (nor feasible) to assign a strict sN2 or sN1 character to a given nucleophilic substitution reaction. We recall that we refer to an sN2 mechanism if the nucleophile plays the most important role it can play in the nucleophilic substitution reaction. In the other extreme, in the SNi case, the nucleophile is not relevant at all for determining the reaction rate. It is now easy to imagine that depending on the nucleophile and on various steric (e.g., steric hindrance) and electronic (e.g., stabilization by conjugation) factors, the relative importance of the nucleophile may well lie somewhere in between these two extremes. We may, therefore, simply look at such cases as exhibiting properties intermediate between sN1 and sN2 mechanisms. With respect to possible product formation, we have seen that other nucleophiles may compete with water only if they are present at appreciable concentrations (see Table 13.5) and if the reaction occurs by an SN2-likemechanism. An interesting example illustrating the above-mentioned intermediate situation is the previously mentioned case study of a groundwater contamination by primary and secondary alkyl bromides. In this case, among other compounds, a series of short-chain alkyl bromides (Fig. 13.5) were introduced continuously into the ground by wastewater also containing high concentrations of sulfate ( SO$-).Due to the activity of sulfatereducing bacteria, hydrogen sulfide (H,S/HS-) was formed. This sulfide, in turn,
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“products“



”reactants” found



R- CH, -Br Rf



R-CH,-S-CH,-R’



not found Rl



.



\



,CH-Br



RZ



general reaction scheme



Figure 13.5 Alkyl bromides (“reactants”) leaked into groundwater and dialkyl sulfides found several years later; the reaction scheme shown can account for the products seen (for details, see Schwarzenbach et al., 1985).



reacted with the alkyl bromides to yield alkyl mercaptans (or thiols; Fig. 13.5). The mercaptans (RSHRS-), which are even better nucleophiles than H,S/HS-, then reacted further with other alkyl bromide molecules, resulting in the formation of a whole series of dialkyl sulfides and other hazardous products (for more details see Schwarzenbach et al., 1985). Of interest to us here is the fact that all possible dialkyl sulfides exhibiting at least one primary alkyl group were found, but that no compounds with two secondary alkyl groups could be detected. These results suggest that the secondary alkyl bromides were reacting chiefly via an SNl mechanism, thereby yielding secondary alcohols. It was not until the primary alkyl mercaptans, which are particularly strong nucleophiles, appeared that the secondary bromides also became involved in a more SN2-likereaction.



PolyhalogenatedAlkanes-Elimination Mechanisms



So far, we have considered only monohalogenated compounds. However, there are a variety of polyhalogenated alkanes that are of great environmental concern. Table 13.7 summarizes some of the kinetic data available on the reactivity of such compounds in aqueous solution. Additional kinetic data can be found in Roberts et al. (1993) and Jeffers and Wolfe (1996). Some important conclusions can be drawn from these data. First, we notice that polyhalogenated methanes hydrolyze extremely slowly under environmental conditions. This result is mostly due to steric hindrance and to back-bonding by the relatively electron-rich bulky halogens (Hughes, 1971). Hence, nucleophilic substitution reactions at the carbon atoms of such compounds are typically of minor environmental significance. However, as we will see later, the polyhalogenated methanes as well as other polyhalogenated compounds may, under certain environmental conditions, react by another reaction pathway, namely, reductive dehalogenation (see Chapter 14).



Nucleophilic Substitution and Elimination



507



From the reaction products of the polyhalogenated ethanes and propanes shown in Table 13.7 we deduce that such halogenated compounds may react in aqueous solution by yet another type of reaction, so-called p-elimination. In this reaction, in addition to the leaving group (L-), a proton is lost from an adjacent carbon atom (hence the prefix p-) and a double bond is formed:



I I



-c-cI H
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p-elimination
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 75%) CH2=CHBr



1 ,I ,1-Trichloroethane (CCl,-CH,)



f



1,2-Dibrornoethane (BrCH,-CH,Br)



1,2-Dichloroethane (ClCHz-CH,Cl) HOCHZ-CH20H



(HCOOH)



Tribromornethane (CHBr,)
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(HCOOH)



(CH20)



Major Product(s)



Tetrachloromethane (CC14)



Trichloromethane rl (CHC13)



Dichloromethane (CHZC12)



Compound Name (Structure)
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-1



-I



3.5



3 x lo-'()



5



3



3 x 10-l'



(s?)



kN



113



109



116



108



104



113



123



Ea,



(kJ. mol-I)



I .5



4



2 x



3



9



2x



10"



10-5



10-5



kB



(M-'. s-')



88



95



98



105



Ea.B



(kJ. mol-I)



I0



> 10



- 140 yr



- 2 x lo4yr



- 20 yr



- 1 yr



- 6.5 yr



- 10 > 10



- 70 yr



- 700 yr



- 40 yr



-2x103yr



- 700 yr



t112 at pH 7



- 10



10



6.5



- 11



INB



Table 13.7 Kinetic Data on Nucleophilic Substitution and Nonreductive Elimination (Dehydrohalogenation) Reactions of Some Polyhalogenated Hydrocarbons in Aqueous Solution at 25°C a



'



f



1 x lo-*



1.5 10-9



not reported DDE



y-Hexachlorocyclohexane (lindane,HCH) g



DDTfi



2.5 x lo-"



6x



93



80



78



100



81



> lo5 yr



- 25 yr - 7 yr - 7 yr



- 6.5 - 6.5 -7



a



3d



160 d



- 1 yr - 45 yr



> 10



- 4.5



< 4.5



-8



-5



Most data are extrapolated from experimental data obtained at elevated temperatures. INB = pH at which neutral and base-catalyzed reaction are equally important, i.e.,kN = ks OH7 see also Section 13.3. Mabey and Mill (1978). Jeffers et al. (1989). Jeffers et al. (1996).fJeffers and Wolfe (1996). Roberts et al. (1993). Burlinson et al. (1982).



I,:



2.5 x lo-*



7 x 10-l0



CH2=CBr-CH20H (>95% at 85OC)



1,2-Dibromo-3chloropropane (DBCP) (CH,Br-CHBr-CH,Cl)



< 10-9



2.7 x 10'



not reported



f



95



1,1,2,2-Tetrachloro-1fluoroethane (CC1,F-CHClJ



8 x 10-'O



5 x 10-1



3.5 10-4



2 x 10-1



cc12=cc12



93



95



113



Pentachloroethane d.g (CCl,-CHCl,)



< 1 x 10-'O



4 x 10-l0



1 x 1O-'O



CHCl=CC12



not reported



not reported



1,1,2,2-Tetrachloroethane (CHCl2-CHC1,)



1,l ,I ,2-Tetrachloroethane (CCl,-CH,Cl)



1,1,2-Tribrornoethane (CHBr,CH,Br)



8



a



'z:
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Figure 13.6 Two-dimensional portrayal of relative free energies exhibited by the reactants, activated complex, and products of the fielimination reactions of 1,1,2,2tetrachloroethane by an E2 mechanism.



extent of reaction (reaction coordinate)



CI*cl



CI



CI H



H
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Phexachlorocyclohexane (no antiplanar H-C-C-CI)



CI



H



H



y-hexachlorocyclohexane (threeantiplanar H-C-C-CI)



charged. Hence, any group that stabilizes the negative charge at this carbon atom by induction or resonance will enhance the reaction rate. Note that this is equivalent to our earlier statement that the reaction occurs faster the more acidic the proton(s) is (are) at the p-carbon(s). The electrons of the breaking (or broken) C-H bond now play the role of a nucleophile by attacking the leaving group from the backside (as the electrons of the nucleophile in an S,2 reaction), thus causing the breaking of the C-L bond and the formation of a double bond. The steric requirements for optimal E2 elimination are, therefore, an antiplanar configuration of the atoms involved in the reaction as depicted in Fig. 13.6. Consequently, in ring systems, elimination might in some cases be hindered owing to such steric factors (the inability of the pprotons to be antiplanar to leaving groups as in fLhexachlorocyclohexane, which, in contrast to the y-isomer, does not show any measurable reactivity). The role of the leaving group in elimination reactions can, in general, be looked at in a very similar way as in SNreactions. As illustrated by the relative amounts of elimination products formed by the base-catalyzed reactions of the pesticide 1,2-dibromo-3-chloropropane (DBCP, Eq. 13-10), bromide is a better leaving group than chloride (Burlinson et al., 1982):
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We note that in this case the elimination products, that is, 2-bromo-3-chloropropene (BCP) and 2,3-dibromopropene (DBP), are allylic halides. Consequently, these both hydrolyze in relatively fast steps most likely via S,1 reactions (see the example given in Table 13.6) to form 2-bromoallyl alcohol (BAA).



$-



H-



CCI,



I



CI



DDT



CI F



I



I



I



I



H- C- C-F CI F 1,I-Dichloro-2,2,2trifluoroethane



As mentioned above, in some special cases, a compound may react by a so-called E l , mechanism. This process shares many features with E2 reactions. Both are initiated by attack of a base on a labile hydrogen. They differ, however, in that, in a El,, reaction, degradation begins as a normal reversible acid-base reaction, and not by a concerted action as depicted in Fig. 13.6 for E2 reactions. Such a mechanism has been observed primarily for alkyl substrates that have highly acidic hydrogens and that also possess features capable of providing significant carbanion stabilization, such as aryl substituents as is the case of DDT, or for substrates that lack good (for leaving groups in Pposition as in the case of 1,1-dichloro-2,2,2-trifluoroethane more examples and references see Roberts et al., 1993). As indicated in Table 13.7, 1,2-dibromoethane(BrCH,-CH,Br) and l,l, l-trichloroethane (CH,-CC1,) are examples in which both hydrolysis and elimination are important. If in such cases the reactions occur by SN2and E2 mechanisms, respectively, the ratio of the hydrolysis versus elimination products should vary with varying pH and temperature, since the two competing reactions likely exhibit different pH and temperature dependencies. On the other hand, if the reaction mechanisms were more S,1- and E 1-like, a much less pronounced effect of temperature or pH on product formation would be expected, since the rate-determining step in aqueous solution may be considered to be identical for both reactions:



I I



I I



-c-cI



H



t



X



slow - x-



(13-11)



We note that in Eq. 13-11 we have introduced the El (elimination, unimolecular) reaction, which commonly competes with the S,1 reaction provided that an adjacent carbon atom carries one or several hydrogen atoms that may dissociate. We also note that similar to what we have stated earlier for nucleophilic substitution reactions, elimination reactions may occur by mechanisms between the E2 and El extremes. From the experimental data available for the reactivities of 1,2-dibromoethane (EDB) and 1,1,1-trichloroethane (TrCE), it is not possible to draw sound conclusions as to the mechanisms and the pH and temperature dependence of product formation of the reactions of these compounds in water. It is, however, interesting to note that the overall reaction rate of TrCE was found to be pH independent below pH 11, and that temperature had no significant influence on the product formation in the temperature range between 25 and 80°C (Haag and Mill, 1988).These findings indicate that this compound undergoes S, 1- and E 1-type reactions in aqueous solution. It should also be pointed out that the primary hydrolysis products of both EDB (i.e., BrCH,-CH,OH) and TrCE (i.e., CH,-CC1,OH) subsequently hydrolyze again in rel-
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atively fast reactions to yield the final products, ethylene glycol and acetic acid, respectively (see Table 13.7). With these examples we conclude our discussion of nucleophilic substitution and pelimination reactions involving saturated carbon-halogen bonds in environmental chemicals. For more extensive treatment of this topic, including the use of polar substituent constants to derive quantitative structure-reactivity relationships for E2 reactions of polyhalogenated alkanes, we refer to the review by Roberts et al., (1993). Before we go on discussing another group of reactions, we need, however, to make some final remarks about S, and E reactions of halogenated compounds. First, we note that the activation energies of the reactions in which halogens are removed from saturated carbons in organic molecules by an S, or E mechanism are between 80 and 120 kJ .mol-'. Hence, these reactions are quite sensitive to temperature; that is, a difference in 10°C means a difference in reaction rate of a factor of 3-5 (Eq. 12-30, Table D1, Appendix D). Second, we have seen that a compound may react by several competing reactions. In these cases, the general rate law will be a composite of the rate laws of the individual reactions: (13-12) where C,, is the concentration of the dissolved halogenated compound i in water, kN and kEN are the (pseudo)first-order rate constant for the neutral, and kBand kEBare the second-order rate constants for the base-catalyzed hydrolysis and elimination reactions, respectively, and kNujis the second-order rate constant of the SN2 reaction with any other particular nucleophilej. Note that kNujmay be estimated using the SwainScott relationship (Eq. 13-6). We recall that by assuming constant pH and constant nucleophile concentration(s), Eq. 13-12 can be reduced to a pseudo-first-order rate law with a pseudo-first-order rate constant kobsthat is given by: (13-13) We should point out, however, that depending on the relative importance of the various reactions, kobsmay not be a simple function of pH and temperature, and that product formation may strongly depend on these two variables. Furthermore, we note that many environmentally important organic compounds exhibit halogen atoms bound to a carbon-carbon double bond, be it an olefinic (e.g., chlorinated ethenes) or an aromatic (e.g., chlorinated benzenes, PCBs) system. In many cases, under environmental conditions, these carbon-halogen bonds undergo SNor E reactions at extremely slow rates, and we therefore may consider these reactions to be unimportant.
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Hydrolytic Reactions of Carboxylic and Carbonic Acid Derivatives



(S) ester (thioester)



where X may be 0, S, or NR. The most common leaving groups, L-, include RO-, RS-, and RlR2N-(Fig. 13.7). We note that if hydrolysis of such a functionality occurs by a mechanism similar to Eq. 13-14, the reaction products include the acid (under basic conditions usually present as the conjugate base) and the leaving group, which, in most cases of interest to us, is an alcohol, thiol, or an amine.



carbonate



In the following discussions we first look at hydrolytic reactions of ester hnctions. As already mentioned in Chapter 2, ester functions are among the most common acid derivatives present in natural as well as man-made chemicals (e.g., lipids, plasticizers, pesticides). In a general way, an ester bond is defined as:



0



I1



Ri



In this section we consider a second important type of reaction in which a nucleophile attacks a carbon atom, but this time a carbon that is doubly bound to a heteroatom and singly bound to at least one other heteroatom. The major difference from the cases discussed in the previous section is that we are now considering nucleophilic reactions involving an unsaturated carbon atom exhibiting multiple bonds to other more electronegative atoms. Also, structural parts connected by singly bound heteroatoms may serve as leaving groups. Since in the environment such functional groups react predominantly with the nucleophiles, H20 and OH-, we confine ourselves to hydrolytic reactions. As an illustration we may consider the reaction of a carboxylic acid derivative with OH-, a reaction that, in many cases, occurs by the general reaction mechanism:



.N/C,0/R3 I R2



carbamate



;i



-Z-0-I3 0



It



RI,



/C,



NI



R2



/R3



NI R4



urea Figure13-’ Of carboxylic and carbonic acid derivatives. R,, R ~ R, ~ R~ , denote carbon-centered substituents.



where Z = C, P, S; X = 0, S; and R is a carbon-centered substituent. Hence, hydrolysis of an ester bond yields the corresponding acid and the alcohol. If 0 is replaced by S, the functional group is referred to as thioester. Such thioesters are quite common in phosphoric acid and thiophosphoric acid derivatives (see Section 13.4) that are used as pesticides. We first consider, however, the hydrolysis of a more familiar group of esters, the carboxylic acid esters (see Fig. 13.7). We use this type of functionality to discuss some general mechanistic and structural aspects of hydrolysis that are valid for esters and other carboxylic and carbonic acid derivatives. Carboxylic Acid Esters



Hydrolysis half-lives of carboxylic acid esters, defined as: tl/2(hydrolysis)



- In 2 --



(13-15)



kh



where k,,is the pseudo-first-order hydrolysis rate constant, typically vary widely as a
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Figure 13.8 Variation of hydrolysis half-life at 25°C for several carboxylic acid esters as a function of solution pH due to changing contributions of the acid-catalyzed, neutral, and base-catalyzed mechanisms.
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I 7
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function of pH (Fig. 13-8). This dependency arises because three separate reactions, one catalyzed by H’, a second depending on OH-, and a third resulting from attack by H20, occur simultaneously. Recognizing that the curve sections that decrease with a slope of -1 as a function of pH reflect reactions mediated by OH-, we notice that for all compounds, reaction with OH- (“base catalysis”) is important even at pH values below pH 7 , and that acid catalysis (curve portions with slope of +1) is relevant only at relatively low pHs and only for compounds showing rather slow hydrolysis kinetics. By taking into account the acid-catalyzed (kA,e.g., M-’ s-’), neutral (kH20,e.g., M-’ sd), and base-catalyzed (kB, e.g., M-’ s-I) reactions, we can express the observed (pseudo-first-order) hydrolysis rate constant, kh (e.g., s-’), at constant pH as: kh



kJH+]



+ kH20[H20]+ kB[OH-]



and since [H,O] generally remains constant, we can simplify to:



( 13-16)
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Figure 13.9 Schematic representation of the relative contribution of the acid-catalyzed, neutral, and base-catalyzed reactions to the overall hydrolysis rate as a function of solution pH: (a) neutral reaction rate is significant over some pH range; (b) the contributions of the neutral reaction can always be neglected.
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9



where:



kN = kH20 . [H@l



(13-18)



If kA, kN,and kB are known for a given compound, we can calculate the pH values at which two reactions are equally important, As is schematically shown in Fig. 13.9~2 and b, these pH values are given by the intersections, I, of the lines representing the contributions of each reaction to the overall reaction rate as a function of pH. Note that Fig. 13.9 is drawn on a logarithmic scale. Hence, for example, IAB is the pH at which kA[H+]= k,[OH-]. If we set pH = -log[H+] and [OH-] = K,/[H+], then we obtain I A B = 0.5 log(kA/ kBKw).If the neutral reaction (pH independent reaction with H,O) is dominant over a wider pH range (extreme case shown in Fig. 13.9a), then I A B is only of theoretical value since both acid- and base-catalyzed reactions are unimportant at this pH. Similarly, if the neutral reaction is never important (extreme nor I N B have much practical meaning. case shown in Fig. 13.9b), then neither IAN Before we discuss hydrolysis reactions in more detail, we should again stress that the neutral, acid-catalyzed, and base-catalyzed reactions are three very different reactions exhibiting different reaction mechanisms and, hence, different kinetic parameters. Thus, for example, because of different activation energies, the relative importance of each reaction (as is expressed by the I values) depends on temperature. Furthermore, as we will see when discussing quantitative structure-reactivity relationships (ie., LFERs, see below), substituents usually have quite different effects on the neutral, acid-catalyzed, and base-catalyzed hydrolyses. Consequently, one has to be very careful to apply LFERs only to the kinetics of each individual reaction and not to the overall reaction (unless, of course, the overall reaction reflects only one dominant mechanism). Illustrative Examples 13.4 and 13.5 demonstrate how to derive all necessary kinetic parameters for assessing the hydrolysis behavior of a carboxylic acid ester from experimental data, and how to apply these parameters. Note that the general procedure outlined in these examples is also applicable to many other hydrolysis reactions. But let us now look at the various hydrolytic mechanisms of carboxylic acid esters more closely.



Illustrative Example 13.4



Deriving Kinetic Parameters for Hydrolysis Reactions from Experimental Data



Consider the hydrolysis of 2,4-dinitrophenyl acetate (DNPA), a compound for which the acid-catalyzed reaction is unimportant at pH > 2 (see Fig. 13.8). In a laboratory class, the time course of the change in concentration of DNPA in homoge-
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neous aqueous solution has been followed at various conditions of pH and temperature using an HPLC method (for details see Klausen et al., 1997).



Problem Determine the (pseudo-)first-order reaction rate constants, kh, for this reaction at pH 5.0 and pH 8.5 at 22.5"C using the data sets given below:



I



NO2



NO2



2,4-dinitrophenyl acetate (DNPA)



acetate



2,4-dinitrophenol



pH 5.0", T = 22.5"C



pH 8.5, T = 22.5"C



Time (min)



[DNPA (PW1



Time (min)



[DNPA (W1



0 11.o 21.5 33.1 42.6 51.4 60.4 68.9 75.5



100.0 97.1 95.2 90.6 90.1 88.5 85.O 83.6 81.5



0 4.9 10.1 15.4 25.2 30.2 35.1 44 .O 57.6



100.0 88.1 74.3 63.6 47.7 41.2 33.8 26.6 17.3



* Note that very similar results were also found at pH 4.0 and 22.5"C.



Answer Assuming a (pseudo-)first-order rate law, kh can be determined from a least squares fit of In([DNPA], / [DNPA],) versus time (see also Figure below): ln([DNPA], / [DNPA],) = -kh



'



t



(1)



The resulting kh values are:



kh(pH 5.0,22.5"C) = 2.6 x 10-~m i d kh(pH 8.5,22.5OC) = 3.1 x



= 4.4 x



z @ s-l ~



min-' = 5.1 x IF s-'



Note that kh increases with increasing pH, indicating that the base-catalyzed reaction is important, at least at higher pH values.
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Problem Using the data given above, derive the rate constants for the neutral (kN) and basecatalyzed (kB)hydrolysis of DNPA at 22.5"C. At what pH are the two reactions equally important? Answer When assuming that the acid-catalyzed reaction is not important in the pH-range considered, Eq. 3-17 simplifies to:



The fact that very similar kh values have been found at pH 4.0 and pH 5.0 indicates that up to pH 5.0, the base-catalyzed reaction can be neglected, and therefore: kN (22.5"C) = k h (PH 5.0, 22.5"C) = 4.4 X



S-'



Using this kN-value,kB can be determined by rearranging Eq. 2: k,(22S°C) =



kh(pH 8.5, 22.5'C)-kY(22.5'C) [OH- 1



with the hydroxide concentration given by (see Eq. 8-18) :



Note that the ionization constant of water, K,,,, is strongly temperature dependent. At 22.5"C, K, = 10-'4.0s(Table D2 in Appendix D). Hence, at pH 8.5 (i.e~,[H'] = [OH-] = 10-5.58and: kB(22.5"C)=



10-5.58
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The pH value, I N B , at which the neutral and the base-catalyzed reactions are of equal importance is deduced by (see Fig. 13.9):



Thus, at pH 8.5, the hydrolysis of DNPA is dominated by the base-catalyzed reaction. Problem



Derive the Arrhenius activation energy, E,, for the neutral hydrolysis of DNPA using the data given in the margin. Answer



According to Eq. 12-29, the temperature dependence of a rate constant can be described by:



17.7 22.5 25 .O 30 .O



3.1 x 10-~ 4.4x 5.2 x lo-' 7.5 x 10-~



Note that for the temperature range considered, E, is assumed to be constant. Convert temperatures in "C to K and calculate UTvalues. Also take the natural logarithms of the kN values (see margin). Perform a least squares fit of In kNversus 1/T. The resulting slope is:



~~



1/TI K'



0.00344 0.00338 0.00335 0.00330



Ink, -



I s-'



and therefore:



10.38



E,=-R.slope=8.31. (6318)=52.5kJ.molY1



- 10.03 - 9.86



- 9.50



Illustrative Example 13.5



slope = --E a = - 6318 K R



The E, value determined for the base-catalyzed reaction is 60.0 kJ . mol-' (data not shown).



Calculating Hydrolysis Reaction times as a Function o f Temperature and pH Problem



Calculate the time required to decrease the concentration of DNPA (see Illustrative Example 13.4) by hydrolysis to 50% (half-life) and to 5% of its initial concentration (a) in the epilimnion of a lake ( T = 22.5"C, pH = 8.5), and (b) in the hypolimnion of the same lake ( T = 5"C, pH = 7.5). Answer



The hydrolysis half-life is calculated by: In 2



0.693



(12-13 )
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By analogy, the time required to reduce the concentration to 5% (i.e., [DNPA], / [DNPA], = 0.05) is given by (see Eq. 1, Illustrative Example 13.4): t0.05



=



ln(1/0.05) --3 kh



kh



(a) Calculate kh (Eq. 2, Illustrative Example 13.4) for 22.5"C and pH 8.5 using the above derived kN and kB values and [OH-] = M:



Note that at pH 8.5 and 22.5"C, hydrolysis is dominated by the base-catalyzed reaction. Insertion of kh into Eqs. 12-13 and 1 then yields: t1,2(22.50C)=



0.693 = 1360 s = 22.7 min 5.1 x104 s-*



to,o5(22.5"C) =



3 = 5880 s = 1.63 h 5.1 x104 s-'



(b) Calculate the kN and kB values for 5°C (278.2 K) from the corresponding rate constants derived above for 22.5"C (295.7 K) using (see Eq. 12-30):



k(7;) = k(T,)-e(Ea/R)(l/TZ-l/i'i) where T, = 295.7 K and T, = 278.2 K, and E, is the activation energy given in Illustrative Example 13.4. The results obtained are:



Since K , = 10-'4.73at 5°C (Table D2, Appendix D), the OH- concentration at pH 7.5 is 10-7.23M, resulting in a kh-valueof:



Note that in contrast to the epilimnion, in the hypolimnion the hydrolysis of DNAP is dominated by the neutral reaction. The corresponding reaction times are: t1/2(50C) = to,o5 (5°C) =



0.693 1.3 10-~



= 53300 s = 14.8 h



3 = 230000 s = 62.9 h 1.3 10-~s-l



Hence, under the assumed conditions, DNPA hydrolyzes about 40 times faster in the epilimnion of the lake as compared to the hypolimnion.
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Table 13.8 Rate Constants k A , k N ,and. k g , Half-Lives at pH 7, and IValues for Hydrolysis of Some Carboxylic Acid Esters at 25°C a 1 1



Compound 0 II



R, -C-0-R,



CH3CH3 -



-CH2CH3 - C(CH3)3



1.1 x 1 . 3 l~o 4



1.5 x



H-



-C(CH3)3



2.7



I .o



CH3-



-CH=CH2



1 . 4 10-4 ~



1.1



7.8 x 10"



6.6 x



lo-'"



2 yr



(5.9)



5.5 6.5



(5.1)



140 yr



1.7



10"



7d



2.6



5.6



7.8



10-7



1.0



101



7d



3.1



(4.6)



6 .O



lo-'



1.4 x 10"



38 d



3.1



(4.8)



6.7



9.4 x 10'



10 h



1.4



102



14 h



2.6



(3.9)



5.2



2.8 x



lo3



40 min



1.2



(3 -5)



5.7



1.3



104



4 min



1.1 x



CH3 -



1.1 x lo-' 1.5 x



7.1



0,N



CH2CI-- -CH3 CHCIZCHC12~



a



-CH3



8.5 10-5



2.1



2.3 x lo4



1.S x 1.8



10-7



10-3



7.1 b



Data from Mabey and Mill (1978) except for teit-butyl formate (R, = H, R2 = C(CH,),; Church et al., 1999). IAN =log (kA/kN). IAB = 1/2 log (kA/kBKw).d l= log ~ (kN/kBKw). ~ Parentheses indicate that one or both of the processes is too slow to contribute significantly to the overall rate. a



In Table 13.8 the hydrolysis rate constants and I values at 25OC are given for some carboxylic acid esters including the compounds shown in Fig. 13.8. Note that the activation energies of ester hydrolysis reactions (data not shown) span quite a wide range between about 40 and 80 kJ mol-' (Kirby, 1972; Mabey and Mill, 1978). Hence, depending on structure and reaction mechanisms reaction rates will change by a factor of between 2 and 3 for a 10-degree change in temperature (see Section 12.3 and Table D1 in Appendix D). The data in Table 13.8 illustrate some general findings about the influence of structural moieties on the rate of the different hydrolytic reactions. First, we see that between the various compounds, relatively small differences are observed in the magnitude of kA, which is in contrast to the large differences found for the kN and kB values, respectively. We also see that structural differences in the leaving group (i.e., the alcohol) seem not to have a big influence on kA, suggesting that dissociation of the leaving group is not rate determining. Let us try to rationalize these findings by looking at the reaction mechanisms of acidcatalyzed h,ydrolysis. We consider the mechanism believed to reflect the situation for most carboxylic acid esters; that is, the one in which the reaction proceeds through a
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Figure 13.10 Reaction scheme for the acid-catalyzed hydrolysis of carboxylic acid esters.



tetrahedral intermediate. Fig. 13.10 shows the postulated reaction scheme for this reaction. We recall that each of the elementary reaction steps is, in principle, reversible, and that the overall reaction rate of any chemical reaction is determined by the rate(s) of the slowest step(s). Acid-Catalyzed Hydrolysis. In acid-catalyzed ester hydrolysis the species that undergoes the rate-determining step is the protonated ester (Fig. 13.10). When the molecule is in this protonated form, the enhanced depletion of electrons near the central carbon promotes the approach of an electron-rich oxygen of a water molecule. Hence, the hydrolysis rate depends on the fraction of compound molecules that are protonated. This fraction, in turn, depends on how strong a base the ester function is. If we define an acidity constant (see Chapter 8) for the protonated species



L



J



(13- 19)



then we can express the concentration of the protonated ester molecule as: (1 3-20)
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As indicated in Fig. 13.10, the slowest, and therefore rate-determining, reaction step is then the nucleophilic attack of a water molecule at the carbonyl carbon of the protonated species. This carbonyl is much more susceptible to nucleophilic attack than in the neutral ester. Since the dissociation of the (protonated) leaving group (HO-R,) is fast (forward portion of reaction 4 in Fig. 13.lo), the rate of ester disappearance through acid-catalyzed hydrolysis is given by:



(13-21)



or, when substituting Eq. 13-20 into Eq. 13.21:



(13-22)



Hence, the second-order rate constant k, is given by a combination of other constants: (13-23) Now we are in a better position to understand, at least qualitatively, why acid-catalyzed ester hydrolysis is relatively insensitive to electronic substituent effects. When considering the influence of an electron-withdrawing substituent on k,, we can easily see that this substituent has two effects that work against each other. On the one hand, the substituent will decrease the AT@ of the rate-limiting step (i.e., increase k,', see Reaction 2 in Fig. 13.10), while on the other hand, it will render the ester group more acidic thereby increasing the K, of the protonated ester. As a result, any electron-withdrawing substituents make the neutral and base-catalyzed reactions more effective than the associated acid-catalyzed mechanism at near-neutral pH conditions (see discussion below). Said another way, acid-catalyzed hydrolysis will primarily be important for esters exhibiting neither electron-withdrawing substituents nor good leaving groups (i.e., also not electron-withdrawing in nature), as is the case, for example, for alkyl esters of aliphatic carboxylic acids. Before we turn to discussing neutral and base-catalyzed hydrolysis of ester functions, we need to reflect on what structural features determine how good a leaving
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Figure 13.11 Reaction scheme for the base-catalyzed hydrolysis of carboxylic acid esters.
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group a given alcohol moiety is. We have postulated that under acidic conditions, the alcohol dissociates as a neutral molecule, and that the dissociation step is not rate determining. However, in some cases under neutral, and always under basic, conditions, the alcohol moiety leaves as an anionic species (i.e., RO-). In these cases, the rate of dissociation of the alcohol moiety may influence the overall reaction rate. As a rule of thumb, we can relate the ease with which the RO-group dissociates with the ease with which the corresponding alcohol dissociates in aqueous solution, expressed by its pK, value. Note that we use here again a thermodynamic argument to describe a kinetic phenomenon. Base-Catalyzed Hydrolysis. Let us now look at the reaction of a carboxylic ester with OH-, that is, the base-catalyzed hydrolysis. The reaction scheme for the most common reaction mechanism is given in Fig. 13.11. As indicated in reaction step 2, in contrast to the acid-catalyzed reaction (Fig. 13,lo), the breakdown of the tetrahedral intermediate, I, may be kinetically important. Thus we write for the overall reaction rate:



(13-24) 0-



I



R, - C- 0-R, I



OH



If the chain of events “backs up” at the tetrahedral intermediate (I), then this species quickly reaches an unchanging or steady-state concentration and we may write:



intermediate I



(13-25) Recognizing that R,COOH and R,O- are very quickly removed by deprotonation and protonation, respectively, we may neglect the fourth term on the right-hand side of Eq. 13-25. Thus, we solve for the concentration of the intermediate I at steady state:
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(13-26)



and substituting in the overall rate expression:



dt
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kB1 ' kB3 kB2 +kB3
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CI



CI



cis - DCE



A,GRE(!) = +14.1 kJ.mol-I



;



A,GLE(P) = +21.44 kJ.mol-I



(aq) = -13 1.3 kJ . mol-I



Compare the result with the EG values of the PCE/TCE couple in Table 14.3. Comments?



P 14.2 Some Additional Questions Concerning the Bioremediation of Contaminated Aquvers You are involved in the remediation of an aquifer that has been contaminated with 2methylnaphthalene. Similar to the toluene case discussed in Illustrative Example 14.2, the aquifer is flushed with air-saturated water that is pumped into the ground at one place and withdrawn nearby. Calculate how much water is at least required to supply sufficient oxygen for the microbial mineralization of 1 kg of 2-methylL-'. naphthalene assuming that the water contains 10 mg 02.
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2-methylnaphthalene Mi= 142.2 g . mob1



P 14.3 What Redox Zones Can Be Expected in This Laboratory Aquifer Column? You work in a research laboratory and your job is to investigate the microbial degradation of organic pollutants in laboratory aquifer column systems. You supply a column continuously with a synthetic groundwater containing 0.3 mM O,, 0.5 mM NO;, 0.5 mM SOP, and 1 mM HCO; , as well as 0.1 mM benzoic acid butyl ester, which is easily mineralized to C 0 2 and H20.The temperature is 20°C and the pH is 7.3 (well buffered). Would you expect sulfate reduction or even methanogenesis to occur in this column? Establish an electron balance to answer this question.



benzoic acid butyl ester (butyl benzoate)



M i =178.2g .moV



P 14.4 Calculating Reduction Potentials of Half Reactions at Various Conditions of pH and Solution Composition Calculate the half reaction reduction potentials of the following redox couples in aqueous solution at 25°C under the conditions indicated using (i) E i and/or (ii) Ei(W) as starting point (see Tables 14.2 and 14.3). Compare the calculated EH values with the corresponding E i (W) values. (a)MnO,(s)/ MnCO,(s),pH 8.5, {HCO;) = 10" (b) Nitrobenzene (ArNO,) / aniline (ArNH,), pH 9.0, {ArNH,} /{ArNO,) = lo5



P 14.5 Are These Two Redox Reactions Thermodynamically Favorable? Somebody claims that the two redox reactions (a) and (b) involving organic compounds are thermodynamically favorable at 25°C in aqueous solution under the indicated conditions. Is this correct? Calculate the A,G values of the reactions. Use the information below and summarized in Tables 14.2 and 14.3 to answer this question. (a) The oxidation of hydroquinone (HQ) to benzoquinone (BQ) [reverse of reaction 10 in Table 14.31 by Fe3+(aq) in the presence of Fe2+(aq) under the following conditions:
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{Fe3+(aq)}= {Fe2+(aq)}= lo-, ; Ei(Fe3+(aq)/Fe2+(aq))= 0.77 V, pH 2 [assume that at this pH, Fe3+and Fe2+are present solely as aquo ions (aq).J {HQ} = 10-7, {BQ} = 10-~ What would be the {HQ) / {BQ} ratio at equilibrium? Comment on any assumptions you made. (b) The reduction of dimethylsulfone (DMSF) to dimethylsulfoxide (DMSO) (reaction 13 in Table 14.3) in a 10 mM H2Stotsolution at pH 8, {DMSF} = lo", and {DMSO} = lo-'. Assume that H2S is oxidized to elemental sulfur. P 14.6 Evaluating the Effect of Substituents on the One-Electron Reduction Potentials of Nitroaromatic Compounds



Inspection of Table 14.4 reveals that the type and position of substituents have a significant impact on the one-electron reduction potential, EL (&NO2), of NACs. Try to answer the following questions by considering electronic and/or steric effects (see also Chapter 8). NB = nitrobenzene. (a) Why does EA (&NO2) increase (become less negative) in the sequence 4-NH2-NB < 4-CH3-NB < NB < 4-C1-NB < 4 Ac-NB < 4-NO,-NB? (b) Why has 3-CI-NB a less negative EL (ArNO,) value than 4-Cl-NB, whereas the opposite is true for 3-Ac-NB versus 4-Ac-NB and 3-N02-NB (1,3-DNB) versus 4-NOz-NB (1,4-DNB)? (c) In many cases, ortho-substituted NACs have a more negative EA (ArNO,) value as compared to the para-substituted isomers (e.g., 2-CH3-NB< 4-CH3-NB; 2-Cl-NB < 4-Cl-NB, 2-Ac-NB < 4-Ac-NB, 1,2-DNB < 1,4-DNB). What could be the major reason for these findings? (d) Rank the three substituted nitronaphthalenes shown below (1-111) in the order of increasing EL (ArN02) values. Comment on your choice.
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P 14.7 Evaluating Relative Reduction Rates in an Anaerobic Sediment Jafvert and Wolfe (1987) studied the rate of disappearance of a series of halogenated ethanes in an anaerobic sediment-water slurry. They found the following initial pseudo-first-order rate constants, kobs,for the various compounds:
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kobs a



Compound Name



Structure



(s-')



1,2-Dichloroethane



CH,Cl-CH,Cl



((



1,2-Dibromoethane



CH,Br-CH,Br



3.5 x 10"



CHZI-CH,I



4.8 x lo4



CHCI,-CHCl,



1.2 x lo4



1,2-Diiodoethane



1,1,2,2-Tetrachloroethane Hexachloroethane



2



3.2



CCl,-CCl,



'Sediment-to-water ratio = 0.075 (r& pH 6.5, apparent E, value = -0.14



10-7



x



lo4



V.



Try to explain qualitatively the observed differences in reactivity. Are there compounds in this table for which other reactions than reductive dehalogenation may be important under these conditions? If yes, which ones, and what kind of reaction do they undergo?



P 14.8 What Are the Pathways of the Reduction of I,l,I-Trichloroethane by Zero- Valent Metals and Bimetallic Reductants? Information concerning the pathways and products of reactions of polyhalogenated solvents with zero-valent metals may be critical to the success of in situ treatment techniques. Fennelly and Roberts (1998) have investigated the reduction of I,l,ltrichloroethane (1,l ,I-TCA) by Fe(0) and Zn(0) and by two bimetallic (nickel/iron and copper/iron) reductants. The following products were detected at measurable concentrations as intermediates and/or final products: CH,



CH,



CH,



- CH,



CH,-CHCI,



CH, - C=C-



CH,



H\



CH, ethene



ethane



1 , l dchloroethane (1,I-DCA)



2-butyne



P



c= c



/



\



CH,



cis-2-butene



Not observed were chloroethane (CH,-CH,Cl) and vinyl chloride (CH,=CHCl). An interesting finding was that 1,l-DCA reacted much too slowly to represent an intermediate in the formation of ethane. The authors postulated a scheme involving successive one- or two-electron reduction steps to form radicals and carbenes to explain the absence of other observable intermediates, as well as the formation of products originating from radical or possibly from carbene coupling. Try to construct such a hypothesized reaction scheme yourself.



P 14.9 Evaluating and Estimating the Rates of Oxidation of Phenolic Compounds by Chromium(V7) in Homogeneous Aqueous Solution Many chromate-contaminated sites have high concentrations of Cr(V1) (up to 0.2 M!) and low pH localized within one or more plume areas. Elovitz and Fish (1 994 and 1995) have investigated the oxidation kinetics of a series of substituted phenols (ArOH) by Cr(V1) present primarily as HCrO; at the conditions prevailing in these experiments. At a fixed pH, the reaction rate could be described by an
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empirical pseudo-second-order rate law:



Note that kAdH is a rather complex function of pH, and decreases by several orders of magnitude between pH 2 and 7 (for details see Elovitz and Fish, 1995). For a series of substituted phenols, the kArNO2values determined at pH 2 are given in the table below together with the El12values of the compounds. Note that the El12values are expressed relative to the standard calomel electrode (SCE); that is, they are lower by -0.24 V values reported relative to the SHE. Also given is a plot of log kA&H versus E,,/0.059 V, which shows that, when including all compounds into one LFER of the type Eq. 14-43, there is scatter in the data. (a) Try to find an explanation for the scatter observed. Are there subsets of compounds that should yield a much better LFER? Which ones? (b) Estimate the kArNo2values of 3,5-dimethoxyphenol = 0.60 V) and 3-chlorophenol (EII2= 0.74 V) using (i) the LFER established for all compounds (see figure legend), and (ii) the LFER that you have derived from an “intelligently” chosen subset of the compounds. Compare and discuss the results. (c) Calculate the half-life of 3,5-dimethoxyphenol in a 1 mM chromate solution at = pH 2. What chromate concentration would be required to oxidize 4-nitrophenol 0.92 V) in aqueous solution at pH 2 with a half-life of less than one month? Comment on the result.



3



2



kArOH a



El,:



Compound



(M-*s-I)



(V vs SCE)



1 H (phenol)



2.6x 10-5 1.2 10-3 9.4x 10-3 2.8 10-3 1 . 2 10-3 ~ 5.3 10-3 2.2 x lo-’ 4.4x lo-’ 3.7 x loo 1.1 x 10“ 3.8 x lo-’ 2.3 x lo-’



0.63 0.54 0.46 0.5 1 0.43 0.39 0.41 0.32 0.35 0.60 0.37 0.65



2 3 4 5 6 7 8 9 10 11 12



4-methyl 2,4-dimethyl 3,4-dimethyl 2,6-dimethyl 2,4,6-trimethyl 4-methoxy 2,6-dimethoxy 3,4-dimethoxy 2-methoxy -4-aldehyde 2-methoxy-4-methyl 4-ch1oro



‘Data from Elovitz and Fish (1994).



Data fiom Suatoni et al., 1961
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Plot of log kArOH versus El,* / 0.059 V for the compounds listed in the table. The linear regression (Eq. 14-43) including all data points (dotted line) yields: log kArOH = -0.83 (El,* / 0.059V) + 4.4, (R2 = 0.92).
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Environmental Organic Chemistry, 2nd Edition. Rene P. Schwarzenbach, Philip M. Gschwend and Dieter M. Imboden Copyright 02003 John Wiley &L Sons, Inc.
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15.1 Introduction



15.2 Some Basic Principles of Photochemistry Light Absorption by Chemical Species: Molar Extinction Coefficients Illustrative Example 15.1: Determining Decadic Molar Extinction CoefJicients of Organic Pollutants Chemical Structure and Light Absorption The Fate of Excited Chemical Species: Quantum Yields 15.3 Light Absorption by Organic Chemicals in Natural Waters Light and Light Attenuation in Natural Water Bodies Specific Rate of Light Absorption by an Organic Pollutant Near-Surface Specific Rate of Light Absorption of an Organic Pollutant Example Illustrating the Calculation of the Near-Surface Specific Rate of Light Absorption of an Organic Pollutant Specific Rate of Light Absorption of an Organic Pollutant in a Well-Mixed Water Body Light-Screening Factors Illustrative Example 15.2: Using the Screening Factor S(&J to Estimate the Total Specific Light Absorption Rate of PNAP in the Epilimnion of a Lake



15.4 Quantum Yield and Rate of Direct Photolysis First-Order Rate Constant for Quantification of Direct Photolysis Illustrative Example 15.3: Estimating the Photolysis Half-Life of a Weak Organic Acid in the Well-MixedEpilimnion of a Lake Determination of Quantum Yields and Chemical Actinometry (Advanced Topic)
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Introduction So far, we discussed chemical reactions in which the reacting molecules were in their so-called electronic ground state. We termed these reactions chemical reactions, mainly because temperature had a significant effect on reaction rates. We might recall that heat has primarily an impact on the translational, rotational, and vibrational energy of an organic molecule, but that a (small) change in temperature leaves the electronic ground state of the molecule essentially unchanged. In Chapter 2 we classified in a very simplified manner the electronic ground state of a molecule by assigning the valence electrons of the various atoms to three categories, that is, part of a o-bond, a n-bond (or a delocalized n-bond system), or a nonbonding electron localized on an atom, usually a heteroatom. In the ground state, one commonly assigns the electrons that are engaged in chemical bonds to bonding orbitals (i.e., oor n-orbitals), whereas the electrons localized on an atom are said to occupy socalled nonbonding orbitals (i.e., n-orbitals). If a molecule is now exposed to ultraviolet (uv) or visible (vis) light (of interest to us is the wavelength range of solar radiation that may promote phototransformations of organic pollutants at the earth surface, i.e., 290-600 nm, see Section 15.3), electrons may get promoted from bonding or nonbonding orbitals to so-called antibonding orbitals (i.e., c+- or *-orbitals). The molecule is then said to be in an excited state, that is, it has become a much more reactive species as compared to the reactivity it exhibits in the electronic ground state. As we will see in Section 15.2, an excited species may undergo a variety of processes. In this chapter we consider the case in which a given organic pollutant absorbs light and, as a consequence of that light absorption, undergoes transformation. This process is commonly referred to as direct photolysis. In Chapter 16, we will address those cases in which organic chemicals are transformed by energy transfer from another excited species (e.g., components of natural organic matter), or by reaction with very reactive, short-lived species formed in the presence of light ( e g , hydroxyl radicals, singlet oxygen, ozone, peroxy radicals, etc.). These processes are usually summarized by the term indirect photolysis. In both direct and indirect photolysis our discussion will present the concepts used to quantify these processes, rather than trying to evaluate reaction pathways and transformation products. Furthermore, our treatment of direct photolysis will focus primarily on reactions in aqueous solution because in the gas phase, this process presently cannot be quantified due to the lack of the pertinent parameters. The discussion of indirect photolysis will, however, encompass both water and air, because, particularly the reaction with hydroxyl radicals is strongly determining the residence time of many organic pollutants in the troposphere. Before we can begin to treat direct and indirect photolysis, we need to review a few basic principles of photochemistry.
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Some Basic Principles of Photochemistry Light Absorption by Chemical Species: Molar Extinction Coefficients To picture the process of light absorption by a chemical species, we recall that we may look upon light as having both wave- and particle-like properties (see, e.g., Turro, 1978; Finlayson-Pitts and Pitts, 1986). As a wave, we consider light to be a combination of oscillating electric and magnetic fields perpendicular to each other and to the direction of propagation of the wave. The distance between two consecutive maxima is the wavelength A,which is inversely proportional to the frequency v commonly expressed by the number of cycles passing a fixed point in 1 sec:



a = -C



(15-1)



V



where c is the speed of light in a vacuum, 3.0 x 10' m .s-'. A more particle-oriented consideration of light shows that light is quantized and is emitted, transmitted, and absorbed in discrete units, so-called photons or quanta. The energy E of a photon or quantum (the unit of light on a molecular level) is given by: C (15-2) E = hv = h-



A.



where h is the Planck constant, 6.63 x J.s. Note that the energy of a photon is dependent on its wavelength. On a molar basis the unit of light is commonly called an einstein, although the IUPAC has decided to discard this term. Hence, 1 einstein (= I mol) photons or quanta. The energy of light of is the equivalent to 6.02 x wavelength a (nm) is:



E = 6.02 x



c 1.196~10~ -h-= kJ .einstein-'



A



A.



(1 5-3)



It is instructive to compare the light energies at different wavelengths with bond energies typically encountered in organic molecules. Table 15.1 shows that the energy of uv and visible light is of the same order of magnitude as that of covalent bonds. Thus, in principle, such bonds could be cleaved as a consequence of light absorption. Whether reactions take place depends on the probability with which a given compound absorbs light of a given wavelength, and on the probability that the excited species undergoes a particular reaction. When a photon passes close to a molecule, there is an interaction between the electromagnetic field associated with the molecule and that associated with the radiation. If, and only if, the radiation is absorbed by the molecule as a result of this interaction, can the radiation be effective in producing photochemical changes (Grotthus-Draper law, see, e.g., Finlayson-Pitts and Pitts, 1986). Therefore, the first thing we need to be concerned about is the probability with which a given compound absorbs uv and visible light. This information is contained in the compounds uvhis absorption spectrum, which is often readily available or can be easily measured with a spectrophotometer.
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Table 15.1 Typical Energies for Some Single Bonds and the Approximate Wavelengths of Light Corresponding to This Energy ' ~~



Bond Energy



Wavelength



Eb



a



Bond



(kJ.mol-l)



(nm)



0-H H-H C-H N-H



465 436 415 390 360 348 339 243 193 146



257 274 288 307 332 344 353 492 620 820



c-0 c-c



c-Cl Cl-cl Br-Br 0-0



'Compare Eq. 15-3. Values from Table 2.2



Let us consider the absorption of light by a solution of a given chemical in particlefree water contained in a transparent vessel, for example, in a quartz cuvette. The quantitative description of light absorption by such a system is based on two empirical laws. The first law, Lambert's law, states that the fraction of radiation absorbed by the system is independent of the intensity of that radiation. Note that this law is not valid when very high intensities of radiation are employed (e.g., when using lasers). The second law, Beer's law, states that the amount of radiation absorbed by the system is proportional to the number of molecules absorbing the radiation. Beer's law is valid as long as there are no significant interactions (e.g., associations) between the molecules. From these two laws, the well-known Beer-Lambert law is obtained that relates the light intensity, I(A), emerging from the solution to the incident light intensity, lo@) (e. g., in einstein.cm-2 s-'): (15-4) (1 5-5)



where Ciis the concentration of the compound i of interest in moles per liter (M),1 is the path length of the light in the solution commonly expressed in centimeters, a(A)is the decadic absorption or attenuation coefficient of the medium in cm-' (i.e., of the water that may or may not contain other light-absorbing species), and @A) is the decadic molar absorption coefficient of the compound i at wavelength A in M-' cm-'. Here q(d) is a measure of the probability that the compound i absorbs light at a particular wavelength.
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Using a spectrophotometer and an appropriate solvent and reference solution (i.e., the same liquid phase as the one containing the compound so that absorption effects other than by the chemical cancel), the absorbance A of a solution of the compound: A(A)= Ei (A). Ci .I



(15-6)



can be measured as a hnction of wavelength in a cuvette exhibiting a specific width (e.g., 1,5, or 10 cm). In the spectrophotometer, it can be assumed that the path length of the light within the cell is more or less identical with the cell width (provided that there is no light scattering occurring within the cell, for example, due to the presence of particles). In this case, a(A),in Eq. 15-4 and 15-5 is commonly referred to as beam attenuation coefficient. Figure 1 5 . 1 gives ~ an example of an electronic absorption spectrum, that is, a uvhis specti-urn of an organic compound. From this spectrum, E~may be calculated for each wavelength (see Illustrative Example 15.1) and plotted as a function of wavelength as shown in Fig. 15.lb. Other examples are given in Figs.15.2-15.5 and discussed in the next section. Note that in these figures, q(A) is expressed on a logarithmic scale since it may range over several orders of magnitude.



Illustrative Example 1S.1



nitrobenzene



Determining Decadic Molar Extinction Coefficients of Organic Pollutants Somebody measures the electronic absorption spectrum of an 0.1 mM solution of nitrobenzene in pure water. For wavelengths below 310 nm, the spectrum is recorded using a 1 cm cuvette; for higher wavelengths, a 5 cm cuvette is used. The following absorbances are recorded: Wavelength illnm 250 265 ( .La,, 280 290 300



Absorbance (1 cm) A



0.54 0.76 0.60 0.43 0.25



Wavelength Xnm 310 320 330 340 350 360 370



Absorbance (5 cm> A



0.70 0.40 0.29 0.28 0.14 0.07 0.01
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Problem Calculate the decadic molar extinction coefficients of nitrobenzene for the wavelengths indicated above.



Answer (a) Rearrange Eq. 15-6 to calculate q(l):



where Ci = 15.1b):



250 265 a 280 290 300 310



M and I = 1 cm or 5 cm, respectively. The results are (see also Fig.
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As we can see fiom the spectra shown in Figs. 15.2-15.5, organic compounds may absorb light over a wide wavelength range exhibiting one or several absorption maxima. Each absorption maximum can be assigned to a specific electron transition, for example, a 7t -+7t * or n -+7t * transition. Note that particularly in the excited state, members of a population of molecules are distributed among various vibrational and rotational states, and that, therefore, broad absorption bands (resulting from numerous unresolved narrow bands) rather than sharp absorption lines are observed in the uv/vis spectrum. Often in the literature, only the wavelengths (Lax) and corresponding E values (qmaX) of the absorption maxima are reported. These values can be used for a preliminary assessment of whether a compound might absorb ambient light. For quantification of photochemical processes, however, the whole spectrum must be known. There is in fact a large body of uv/vis spectra of organic compounds available in the literature, although most of these data were obtained in organic solvents (e.g., Pretsch et al., 2000). It should be noted that absorption spectra are susceptible to solvent effects, especially if the solute undergoes hydrogen bonding with the solvent molecules. Nevertheless, particularly if a spectrum was recorded in a polar organic solvent (e.g., methanol, acetonitrile) or an organic solvent-water mixture, it can be
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Figure 15.2 Electronic absorption spectra of (a) benzene, (b) styrene, ( c ) trans-stilbene, and (d)azobenzene (data from Pretsch et al., 2000).
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used to approximate the rate of light absorption of a given chemical in aqueous solution when exposed to sunlight. This is, of course, only feasible if the speciation of the chemical is the same in the organic solvent and in water, which may not be the case if the compound exhibits acid or base fbnctionalities.



Chemical Structure and Light Absorption As indicated by the examples given in Figs 15.1-15.5, light absorption of organic compounds in the wavelength range of interest to us (i.e., 290-600 nm) is in most
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elspectra of Figure 15.3 ( a )Electronic naphthalene, absorption (b) anthracene, (c) phenanthrene, (6)2,3benzanthracene (naphthacene), and (e) 1,2-benzanthracene (benz(a)anthracene) (data from Pretsch et al., 2000).
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Figure 15.4 Electronic absorption spectra of (a) 1,2-naphthoquinone and (b) 1,4-naphthoquinone (data from Pretsch et al., 2000).
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cases associated with the presence of a delocalized n-electron system. Hence, aromatic rings and conjugated double bonds in particular may form a so-called chromophore, a structural moiety that exhibits a characteristic uv/vis absorption spectrum. In such systems, the most probable electron transitions are promotions of n-electrons from bonding to antibonding n-orbitals. Such transitions are commonly referred to as n +n * transitions, and generally they give rise to the most intense absorption bands in the spectrum. If a n-electron system contains atoms with non-bonding electrons (i.e., hetero-atoms), so-called n -+n * transitions may also be observed. These transitions commonly occur at longer wavelengths (i.e., lower energy) as compared to the -+ n * transitions, and they usually exhibit a significantly smaller molar extinction coefficient. For example, in the spectrum of nitrobenzene (Fig. 15.l), the absorption band with a maximum at 267 nm (E~~~~ 2 7500 M-’ cm-I) may be assigned to a n-+ Z * transition, while the much less intense band at 340 nm (E,,,, Z 150 M-’ cm-I) is due to an n -+ 7~ * transition. Let us now consider some aspects concerning the relationship between chemical structure and light absorption of organic compounds. We will confine ourselves to a few general remarks. For a more detailed discussion of this topic, we refer to the literature (Silverstein et al., 1991). We start out by looking at light absorption by chromophores that consist of a series of conjugated double bonds. Such chromophores are not very frequently encountered in xenobiotic organic compounds, but they play an important role in natural materials like pigments present in photosynthetic cells (e.g., carotenoid pigments, porphyrins). In straight-chain polyenes, each additional conjugated double bond shifts the absorption maximum of the lowest energy (i.e., highest wavelength) n -+ n * transition by about 30 nm to higher wavelengths (a so-called bathochromic shift). This is a general phenomenon, and it may be stated that, in general, the more conjugation in a
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Table 15.2 Correlation Between Wavelength of Absorbed Radiation by a Given Object (e.g., an Aqueous Solution) and Observed Color of the Object When Exposed to White Light a Absorbed Light Wavelength (nm>



Corresponding Color



Observed Color



400 425 450 490 510 530 550 590 640 730



Violet Indigo blue Blue Blue-green Green Yellow-green Yellow Orange Red Purple



Yellow-green Yellow Orange Red Purple Violet Indigo blue Blue Bh e - green Green



a From Pretsch et al. (1983).



molecule, the more the absorption is displaced toward higher wavelengths (and therefore reflecting lower required light energies). This may also be seen when comparing the absorption spectra of benzene (Fig. 15.2a), styrene (Fig. 15.2b), and stilbene (Fig. 15.24, or the spectra of a series of polycyclic aromatic hydrocarbons exhibiting different numbers of rings (Fig. 15.3). Note that in the case of polycyclic aromatic compounds, not only the number of rings but also the way in which the rings are fused together determines the absorption spectrum. For example, large differences exist between the spectra of anthracene (Fig. 15.3b) and phenanthrene (Fig. 15.3c), or between 2,3-benzanthracene (Fig. 15.36) and 1,2-benzanthracene (Fig. 15.3e). Comparison of the absorption spectra of stilbene (Fig. 1 5 . 2 ~and ) azobenzene (Fig. 15.24 shows another interesting feature. The replacement of the two double-bonded carbon atoms by two nitrogen atoms leads to additional, intensive n --+ * transitions. In this case, the additional absorptions lay in the visible wavelength range (i.e., above 400 nm, see Table 15.2). Substituted azobenzenes are widely used dyes, and it has been recognized for quite some time that large amounts of such compounds enter the environment (Weber and Wolfe, 1987). Quinoid-type is another important group of chromophores that absorb light over a wide wavelength range that includes visible light (Fig. 15.4). Quinoid-type chromophores are important constituents of naturally occurring organic material (e.g., humic and fulvic acids), and they are partly responsible for the yellow color of natural waters containing high concentrations of dissolved organic matter. In Chapter 14 we discussed the role of quinoid-type compounds in abiotic reduction processes of organic pollutants. From a photochemical point of view, quinoid compounds are
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Figure 15.5 Electronic absorption spectra of (a) 4-nitrophenol, (b) 4nitrophenolate, (c) aniline, and (6) anilinium ion (data from Pretsch et al., 2000).
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interesting because they may act as sensitizers for indirect photolytic processes (see Chapter 16). We conclude our short discussion of relationships between chemical structure and light absorbance by considering some cases in which an acid or base function forms part of a chromophore. Important examples of compounds exhibiting such chromophores are phenols and anilines. As is evident from the spectra shown in Fig. 15.5, deprotonation of a phenolic group results in a substantial bathochromic shift
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(shift to longer wavelengths), which is due mostly to delocalization of the negative charge (see Chapter 8). Consequently, depending on the pK, of a given phenol, light absorption by the phenolic species may vary significantly over the ambient pH range. In the case of aromatic amines (Fig. 15.5c,d), protonation of the amino group results in a so-called hypsochromic shift (shift to shorter wavelengths), because, as a consequence of protonation, the chromophore is altered in that the nitrogen atoms no longer possess nonbonded electrons that may delocalize into the aromatic system. Since protonation of aromatic amines occurs only at relatively low pH values (pH < 5, see Chapter 8), this effect is only important in acidic waters (e.g., in an acidic rain droplet).



-



In conclusion, from an environmentalphotochemistry point of view, the most important chromophores present in organic compounds consist of conjugated n- electron systems that may or may not interact with the nonbonded electrons of heteroatoms. In addition, there are certain cases in which xenobiotic organic compounds that themselves do not absorb light above 300 nm undergo charge transfer transitions when complexed to a transition metal. A prominent example is the iron(II1)-EDTA complex that absorbs light above 300 nm. As a consequence, EDTA, a widely used complexing agent that absorbs no light above 250 nm and that is very resistant to microbial and chemical degradation, may undergo direct photolytic transformation in surface waters, provided that enough iron(II1) is available (Frank and Rau, 1990; Kari et al., 1995; Kari and Giger, 1995). Finally, compounds that have two or more noninteracting chromophores exhibit an absorption spectrum corresponding to the superposition of the spectra of the individual chromophores.



The Fate of Excited Chemical Species: Quantum Yields When a chemical species has been promoted to an excited state, it does not remain there for long. There are various physical or chemical processes that the excited species may undergo. Fig. 15.6 summarizes the most important reaction pathways. As indicated, there are several physical processes by which an excited species may return to the ground state; that is, it is not structurally altered by these processes. For example, a species in the first excited state (the state it is commonly promoted to as a consequence of light absorption) may convert to a high vibrational level of the ground state, and then cascade down through the vibrational levels of the ground state by giving off its energy in small increments of heat to the environment. This process is referred to as internal conversion. Alternatively, an excited molecule may directly, or after undergoing some change to another excited state (by so-called intersystem crossing), drop to some low vibrational level of the ground state all at once by giving off the energy in the form of light. These luminescent processes are called fluorescence and phosphorescence, respectively. Finally, an excited species may transfer its excess energy to another molecule in the environment in a process calledphotosensitization. The excited species thus drops to its ground state while the other molecule becomes excited. Compounds that, after light absorption, efficiently transfer their energy to other chemical species are referred to asphotosensitizers. The chemical species that efficiently accept the electronic energy are called acceptors or guenchers. We will come back to photosensitized processes later when discussing indirectphotolysis of organic pollutants (Chapter 16).A more detailed treatment of the various physical processes of excited species is given by Roof (1982) and by
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Figure 15.6 Physical processes and chemical reactions of a photochemically excited organic species.
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March (1992). An extensive discussion may be found in an appropriate textbook (e.g., Calvert and Pitts, 1967; Turro, 1991). In addition to the physical processes mentioned above, there are a variety of chemical reactions that an excited species may undergo (Fig. 15.6). These reactions are of interest when considering direct photolysis of organic pollutants, because only chemical reactions lead to a transformation and thus to a removal of the compound from a given system. Note that the chemical processes indicated in Fig. 15.6 represent primary steps in the photolytic transformation of a given compound, and that the products of these primary steps may further react by either photochemical, chemical, or biological processes. Consequently, it can be very difficult to identify and quantify all photochemical transformation products, particularly in natural waters or in soils where a variety of possible reactants are present. Some examples of photochemical transformations are given in Fig. 15.7. For more examples and detailed discussions we refer to the literature (e.g., Mill and Mabey, 1985; March, 1992; Larson and Weber, 1994; Boule, 1999). It should be noted that the pathway(s) and the rate(s) of photochemical transformations of excited species in solution commonly depend strongly on the solvent, and in many cases also on the solution composition (e.g., pH, oxygen concentration, ionic strength; Mill and Mabey, 1985). Thus, it is advisable to use data from experiments conducted in solutions with water as the major (> 90%) or even sole solvent and with a solution composition representative of the natural system considered in assessing the photochemical transformation of a
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Figure 15.7 Examples of direct photochemical reaction pathways: (a) substituted chlorobenzenes, (6) trifluralin, and (c) a ketone (from Mill and Mabey, 1985).
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given compound in the environment. In this context it is necessary to point out that certain organic cosolvents (e.g., acetone) are good sensitizers and may, therefore, strongly influence the photolytic half-life of the compound. Finally, compared to the chemical reactions discussed in the previous chapter, photochemical transformations of organic compounds usually exhibit a much weaker temperature dependence. Reactions of excited species in aqueous solutions have activation energies of between 10 and 30 kJ.mo1-* (Mill and Mabey, 1985). Hence, a 10°C increase (decrease) in temperature accelerates (slows down) a reaction only by a factor ofbetween 1.15 and 1.5 (see Table 3.5). As we have seen, an excited organic molecule may undergo several physical and chemical processes. The relative importance of the various processes depends, of course, on the structure of the compound and on its environment (e.g., type of solvent, presence of solutes). For each individual processj, we may, for a given environment, define a quantum yield @&A) which denotes the fraction of the excited molecules of a given compound i that react by that particular physical or chemical pathway:



of molecules i reacting by pathway j @.,(a)= totalnumber number of molecules i excited by absorption of radiation of wavelength A



(15-7)



Since the absorption of light by an organic molecule is, in general, a one-quantum process, we may also write Eq. 15-7 as: number of molecules i reacting by pathway j total number of photons (of wavelength A) absorbed by the system owing to the presence of the compound i



@.,(A)=



(1543)



From an environmental chemist’s point of view, it is often not necessary to determine all the individual quantum yields for each reaction pathway (which is, in general, a very difficult and time-consuming task). Rather we derive a lumped quantum yield which encompasses all reactions that alter the structure of the component. This lumped parameter is commonly referred to as reaction quantum yield and is denoted as Qir(A): total number (i.e., moles) of molecules i transformed



@“(A)= total number (i.e., moles) of photons (of wavelength A) absorbed (15-9) by the system due to the presence of the compound i



Unfortunately, there are no simple rules to predict reaction quantum yields from chemical structure, and, therefore, Qir(A) values have to be determined experimentally. We will address such experimental approaches in Section 15.4, and confine ourselves here to a few general remarks. First, we should note that, in principle, reaction quantum yields may exceed unity in cases in which the absorption of a photon by a given compound causes a chain reaction to occur that consumes additional compound
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molecules. Such cases are, however, very unlikely to happen with organic pollutants in natural waters, mainly because of the rather low pollutant concentrations, and because of the presence of other water constituents that may inhibit chain reactions (Roof, 1982). Consequently, in the discussions that follow we always assume maximum reaction quantum yields of 1. A second aspect that needs to be addressed is the wavelength dependence of air. Although vapor-phase reaction quantum yields differ considerably between different wavelengths, they are in many cases approximately wavelength independent (at least over the wavelength range of a given absorption band, corresponding to one mode of excitation) for reactions of organic pollutants in aqueous solutions (Zepp, 1982). Hence, reaction quantum yields determined at a given wavelength (preferably at a wavelength at or near the maximum specific light absorption rate of the compound, see below) may be used to estimate the overall transformation rate of a given compound. Note, however, that if a compound absorbs light over a broad wavelength range exhibiting several maxima of light absorption (e.g., azo dyes), quantum yields may have to be determined for various wavelengths (e.g., Haag and Mill 1987).



Light Absorption by Organic Compounds in Natural Waters Light and Light Attenuation in Natural Water Bodies When dealing with the exposure of a natural water body to sunlight, unlike the situation encountered in a spectrophotometer, one cannot consider the radiation to enter the water perpendicular to the surface as a collimated beam. Sunlight at the surface of the earth consists of direct and scattered light (the latter is commonly referred to as sky radiation) entering a water body at various angles (Fig. 15.8). The solar spectrum at a given point at the surface of the earth depends on many factors including the geographic location (latitude, altitude), season, time of day, weather conditions, air pollution above the region considered, and so on (Finlayson-Pitts and Pitts, 1986). In our discussion we address some of the approaches taken for either calculating or measuring light intensities at the surface or in the water column of natural waters. For a more detailed treatment of this topic we refer, however, to the literature (e.g., Smith and Tyler, 1976; Zepp and Cline, 1977; Zepp, 1980; Baker and Smith, 1982; Leifer, 1988). Let us consider a well-mixed water body of volume V(cm3)and (horizontal) surface area A (cm2)that is exposed to sunlight. Recall that we speak of a well-mixed water body when mixing is fast compared to all other processes. This means that the system is homogeneous with respect to all water constituents and properties, including optical properties such as the light attenuation coefficient of the medium. This is true in many cases such as in shallow water bodies or when we are interested in only the surface layer of a given natural water. If we denote the incident light intensity at a given wavelength (A), which is commonly referred to as spectral photonJuence rate (e.g., einstein. cm-’ s-l) as IT@),we can express the light intensity at zmlx= V/A (the mean depth of the mixed water body in cm) by applying the Lambert-Beer law (see Section 15.2):
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Figure 15.8 Fate of photons in a natural water body (adapted from Zafiriou, 1983). Open squares indicate reflective particles; filled squares are absorptive particles or molecules.



where aD(A) (in cm-l) is commonly referred to as the apparent or diffuse attenuation coefficient. The diffuse attenuation coefficient [which often is also denoted as KT(A)] can be determined in situ by measuring the light intensities at the surface and at the depthz,, (e.g., Baker and Smith, 1982; Winterle et al., 1987): (15-1 1) Hence, a D ( d ) is a measure of how much radiation is absorbed by the mixed water layer over a vertical distance zmix.As schematically depicted in Fig. 15.8, light arrives at the surface of the water at various angles and is then refracted at the airwater interface. Less than 10% of the incident light is usually lost due to backscatter and reflection (Zafiriou, 1983). Within the water column, it is (1) scattered by suspended particles, and (2) absorbed by particles and dissolved species, especially natural organic matter. From Fig. 15.8 it can be easily deduced that the average path length of light at any wavelength A will be larger than zmix.For a given well-mixed water body, we can define a distribution function, D(d), as the ratio of the average light path length l(A) and zmiX:
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( I 5-12)



zmix



Recall that the beam attenuation coefficient a@)(Eq. 15-4) of a given solution is a measure of the attenuation of a collimated beam entering the solution perpendicular to the surface ( e g , to the surface of a cuvette in a spectrophotometer). In such a case, the path length of the light, Z(d),is equal to the inside width of the cuvette (which we could also denote as zmix),provided that no significant scattering occurs and thus D(A) is equal to 1. Scattering is mainly due to particles present in the water. For our discussion and calculations, we initially assume a situation in which particles play a minor role, such as encountered in nonturbid waters. Later we address the impact of particles on light attenuation in a natural water body, as well as the effect of particles on photolytic transformation rates of organic pollutants. For a nonturbid water, we may determine a(A)in a spectrophotometer, and use this entity to estimate the difkse attenuation coefficient a&) by multiplication with D(d):



Hence, a(d)represents the attenuation coefficient of the water per unit pathlength. Application of Eq. 15-13 requires, however, that we can obtain a good estimate for D(d), which is not easily done, especially when dealing with deeper water columns and for very turbid waters. For shallow depths (e.g., the top 50 cm of a nonturbid natural water body), D(A) is primarily determined by the ratio of direct and sky radiation, and by the angle of refraction of direct radiation. For these cases, D(R) may be calculated by computer programs (see Zepp, 1980 and references cited therein). Estimated values of D(A) for near-surface uv and blue light (450 nm) range between 1.05 and 1.30, depending on the solar zenith angle (Zepp, 1980). In very turbid waters where light scattering by particles is also significant, D(A)values of up to 2.0 have been determined (Miller and Zepp, 1979a). Let us now return to our well-mixed water body and ask how much light of a given wavelength d is absorbed by the water column per unit surface area and time. We may calculate this rate of light absorption by simply calculating the difference (Eq. 15-10): between the incident light intensity and the light intensity at depth zmiX Rate of light absorption by the water body per unit sulface area = W ( d ) - W(zmix,A) - W(A)[l-



lO-aD(A)Zmx



1



(15- 14)



The average rate of light absorptionper unit volume is then obtained by multiplying Eq. 15-14 by the total irradiated surface area (yielding the total number of photons absorbed pei unit time by the whole water body), andhividing by the total volume: Rate of light absorption by the water body per unit volume = W(il)[l



- 10-aD(A)zmx



1,A (15-15)
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Specific Rate of Light Absorption by an Organic Pollutant If we now add a pollutant exhibiting a molar extinction coefficient &,(A)to a given water body, the attenuation coeficient a(A)[not a,(A)!]is altered to a(d) + E,(A)C,. where Ciis the aqueous concentration of the pollutant in dissolved form in moles per liter. In most cases, however, the pollutant concentration in a natural water will be low, and light absorption by the pollutant will be small as compared to the light absorption by all other chromophores present. Consequently, the rate of sunlight absorption by the water body (Eq. 15-15) will essentially be unchanged. The (small) fraction of light Fi(A)absorbed by the pollutant i is given by:



or, since &,(A) C, (nm) 297.5 300.0 302.5 305 .O 307.5 310.0 312.5 315.0 317.5 320 .O 323.1 330.0 340 .o 350.0 360.0 370.O 380.0 390.0 400 .O 420 .O 450.0 480.0 510.0 540.O 570.0 600.O 640.O



2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 3.75 10 10 10 10 10 10 10 10 30 30 30 30 30 30 30 50



Z(noon,& b,d



(millieinstein.cm-* s-*) 0 .OO(O) 1.OO(-10) 4.98(-10) 2.3l(-9) 6.12(-9) 1.16(-8) 2.4 1(-8) 3.69(-8) 4.92(-8) 6.78(-8) 1.23(-7) 4.63(-7) 5.66(-7) 6.03(-7) 6.36(-7) 6.94(-7) 7.48(-7) 1.07(-6) 1.55(-6) 6.19(-6) 7.92(-6) 8.59(-6) 9.02(-6) 9.37(-6) 9.47(-6) 9.57(-6) 1.65(-5)



O.OO(0) 1.22(-10) 6.1 1(-10) 2.83(-9) 7.46(-9) 1.42(-8) 2.94(-8) 4.50(-8) 6.02(-8) 8.28(-8) 1.5l(-7) 5.68(-7) 6.97(-7) 7.46(-7) 7.95(-7) 8.63(-7) 9.34(-7) 1.33(-6) 1.93(-6) 7.75(-6) 1.OO(-5) 1.09(-5) 1.15(-5) 1.20(-5) 1.2l(-5) 1.23(-5) 2.12(-5)



Z(24 h,A) c,.d



(millieinstein.cm-2 d-l) 0 .OO(O) 2.22(-6) 1.31(-5) 5.17/ (-5) 1.47(-4) 3.26(-4) 6.04(-4) 9.64(-4) 1.39(-3) 1.84(-3) 3.58(-3) 1.37(-2) 1.87(-2) 2.16(-2) 2.47(-2) 2.70(-2) 2.94(-2) 2.75(-2) 3.95(-2) 1.58(-1) 2.03(- 1) 2.21(-1) 2.3 1(-1) 2.40(-1) 2.40(-1) 2.44(-1) 4.25(-1)



'Z(A) = W(A).Do(A).Midwinter refers to a solar declination of -20 (late January). Values derived from data of Zepp and Cline (1977). Values derived from Leifer (1988); note: Z(24 h,A) = L@)/ 2.303 in this reference.dNumbersin parentheses are powers of 10. the k,O(d)values calculated in Table 15.5 are also integrated values over the indicated M range. The curves drawn in Fig. 15.9 have been constructed by using the average values within a given M range, that is, by using .Z(A)/M and k,(A)/Mvalues, respectively. As can be seen from Fig. 15.9 and from Tables 15.3 and 15.4, the solar irradiance at the surface of the earth shows a sharp decrease in the uv-B region (uv-B: 280-320 nm) with virtually no intensity below 290 nm. Hence, only compounds absorbing light above 290 nm undergo direct photolysis. Owing to the sharp decrease in light
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Figure 15.9 Graphical representation of the calculation of the nearsurface specific light absorption rate, k,O, for para-nitro-acetophenone (PNAP) for a clear-sky midday, midsummer at 40°N latitude. The shaded area corresponds to the total rate. Note that the y axes are on logarithmic scales.



intensity in the uv-B region, compounds absorbing light primarily in the uv-B and lower uv-A regions (uv-A: 320-400 nm) show a maximum in k:(A) even if they do not exhibit a maximum in Ei(A)in that wavelength region. For example, as Fig. 15.9 and Table 15.5 show, PNAP absorbs sunlight primarily in the wavelength range between 305 and 370 nm, with a maximum k:(A) value between 320 and 330 nm. Thus, when evaluating the direct photolytic transformation of PNAP within the values only for a water column of a natural water body, we may need to know aD(A) relatively narrow wavelength range (see discussion below). Integration of Eq. 15-23 over the wavelength range over which the chemical absorbs light (i.e., 295 - 420 nm for PNAP) yields the near-surface specific rate of light absorption by the compound (see hatched area in Fig. 15.9): (15-24) When using integrated Z(d) values as given in Tables 15.3 and 15.4, the integral in Eq. 15-24 is approximated by a sum:



k,O = xk:(d)M = 2.3 xZ(d).Ei(d)



(15-25)



For PNAP, the calculation of k: (noon) for a midsummer day at 40"N latitude is shownin Table 15.5. The result k$(noon) =14.5 x einstein (mol PNAP)-' s-' indicates that, near the surface of a natural water body, a total of 14.5 millieinstein are absorbed per second per mole of PNAP present in dilute solution. This means that each PNAP molecule is excited once every 70 seconds. The corresponding calculated near-surface specific rate of light absorption averaged over one day is
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Table 15.5 Calculation of the Near-Surface Total Specific Light Absorption Rate k,"of p-Nitroacetophenone (PNAP) at 40"N Latitude at Noon on a Clear Midsummer Day Solar Irradiance Z(noonjl)



A (Center) ARange (AA) (millieinstein.



PNAP



E ~ ( A')



(nm>



(nm)



cm-2 s-I)



(cm-' M-')



297.5 300.O 302.5 305.O 307.5 310.0 312.5 315.0 317.5 320.O 323.1 330.0 340.O 350.0 360.0 370.0 380.0 390 .O 400 .O 420 .O 450 .O



2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 2.5 3.75 10 10 10 10 10 10 10 10 30 30



1.19(-9) 3.99(-9) 1.2l (-8) 3 .O l (-8) 5.06(-8) 8.23(-8) 1.19(-7) 1.60(-7) 1.9l (-7) 2.24(-7) 4.1 8(-7) 1.4l (-6) 1.60(-6) 1.71(-6) 1.83(-6) 2.03(-6) 2.24(-6) 2.68(-6) 3.84(-6) 1.5l (-5) 1.90(-5)



3790 3380 3070 28 10 2590 2380 2180 1980 1790 1610 1380 959 56 1 357 230 140 81 45 23



k; (a)= 2.3 z(a)Ei(a) [einstein (mol PNAP)-' s-'1 lo3 k t ( A ) 0.01 0.03 0.09 0.20 0.30 0.45 0.60 0.73 0.79 0.83 1.33 3.12 2.06 1.42 0.97 0.66 0.41 0.28 0.22 0 0



0 0



k,o=ck,o(a)= 14.5.10-3 einstein (mol -PNAP)-' s-l



'



Values from Table 15.3; numbers in parentheses are powers of 10. Values are taken from Leifer (1988).



a



k,"(24 h) = 532 einstein (mol PNAP)-' d-' (calculation not shown), which is about 40% of the midday value extrapolated to 24 h [i.e., k,"(noon) = 1250 einstein (mol PNAP)-' d-'1. Figure 15.10 shows the variation in the k," (24 h) values of PNAP as a h c t i o n of season and decadic latitude in the northern hemisphere. As can be seen, few differences are found in the summer between different latitudes. During the other seasons, however, a significant decrease in k:is observed with increasing latitude. For example, at 30°N, k," (24 h) of PNAP is about twice as large in the summer as compared to the winter, while at 60°N, the difference is more than a factor of 20. It should be pointed out that temporal and geographical variations in light intensity are most pronounced in the uv-B and low uv-A regions. Consequently, for compounds such as PNAP that absorb light mostly in
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Figure 15.10 Calculated 24 h averaged near-surface specific light absorption rates, k,0(24 h), for PNAP as a function of season and latitude in the northern hemisphere (data from Leifer, 1988).
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that wavelength range, the rate of light absorption is very sensitive to diurnal, seasonal, and geographic changes (Zepp and Cline, 1977). Specific Rate of Light Absorption of an Organic Pollutant in a Well-Mixed Water Body



So far we have considered the rate of light absorption by a pollutant present at low concentrationnear the surface of a water body, that is, within a zone in which only very , , 0.021. The opposite extreme is the situation in little light is absorbed [i.e., ~ , ( A ) Z ~< which nearly all of the light is absorbed in the mixed water body considered [i.e. aD(A)zrniX > 21. In this case, 1- 10-aD(')zmx 2 1 and Eq. 15-18 simplifies to: (15-26) and: (15-27) where the superscript t denotes total light absorption rate. Note that Eqs. 15-26 and 15-27 are valid only if @)Ci 290 nm). AN = acetonitrile. Moles of compound converted per moles of photons absorbed. (1) Zepp and Schlotzhauer (1979); (2) Mill et al. (1981); (3) Lemaire et al. (1985); (4) Simmons and Zepp (pers. comm.); (5) Mabey et al. (1983). a



there are presently no rules for predicting Qir values from chemical structure. Thus, quantum yields have to be determined experimentally. Below we shall briefly outline the most widely used procedures, but refer to the literature for a more detailed discussion (Zepp, 1978; Roof, 1982; Zepp, 1982; Mill and Mabey, 1985; Leifer, 1988). In Table 15.7 the reaction quantum yields are given for some selected organic pollutants. As can be seen, reaction quantum yields vary over many orders of magnitude, with some compounds exhibiting very small Qir values. However, since the reaction rate is dependent on both k, and air(Eq. 15-34), a low reaction quantum yield does not necessarily mean that direct photolysis is not important for that compound. For example, the near-surface direct photolytic half-life of 4-nitrophenolate (Qir = 8.1 x at 40"N latitude is estimated to be in the order of only a few hours, similar to the half-life of the neutral 4-nitrophenol, which exhibits a air more than 10 times larger (Lemaire et al., 1985). The reason for the similar half-lives is the much higher rate of light absorption of 4-nitrophenolate as compared to the neutral species, 4-nitrophenol (compare uv/vis spectra in Fig. 15.5 and Illustrative Example 15.3). As a second example, comparison of the near-surface photolytic half-lives (summer, 40"N
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latitude) of the two isomers phenanthrene (tlI2- 60 days) and anthracene (t,,, 5 days, Zepp and Schlotzhauer, 1979) shows that the smaller airvalue of anthracene (as compared to phenanthrene) is by far outweighed by its much higher k, value (compare uv/vis spectra in Figs. 15.3b and c). These two examples illustrate again that both k, and airare important factors in determining the rate of direct photolysis in natural waters. For more examples of quantum yields as well as a discussion of product formation of direct photolysis of some important compound classes we refer to the literature [Kramer et al., 1996 (fluorescent whitening agents); Pagni and Sigman, 1999 (PAHs and PCBs); Richard and Grabner, 1999 (phenols); MCallier, 1999 (some pesticides)].



Illustrative Example 15.3



Estimating the Photolysis Half-Life of a Weak Organic Acid in the WellMixed Epilimnion of a Lake Problem



Estimate the 24 h averaged direct photolysis half-life of 4-nitrophenol (4NP) (a) near the surface, and (b) in the well-mixed epilimnion of Greifensee (pH = 7.5; z,,, = 500 cm; a@)values given in Table 15.6) on a clear midsummer day. Furthermore, a friendly colleague has already calculated the 24 h averaged near-surface total specific light absorption rates of the nondissociated (HA) and dissociated (A-) species: k:(24h,HA)=4.5x103 einstein.(molHA)-'d-' (Am 2 330nm) k;(24h,A-) = 3 . 2 ~ 1 einstein.(mol 0~ A-)-'d-' (A, 5 400nm) 0-



OH



Answer (a)



4NP is a weak acid with a pKi, of 7.11 (see Chapter 8 and Appendix C). The nearsurface rate of photolysis of 4NP (HA + A-) is given by:



4-nitrophenol



d[4NP1t0t= ki(24h, 4NP).[4NPIt,, dt kp"(24h, 4NP) is a "lumped" rate constant that can be expressed as the sum of the kp" values for the nondissociated and dissociated species, respectively: k,O (24 h, 4NP) = (aia). k,O (24 h,HA) + (1- aia).k i (24 h, A-)



(2)



(Eq. 8-22). Insert the quantum yields given in Table where a, = (1+ 10(pH-pKia))-l 15.7 for 4-nitrophenol (1.1 x lo4) and 4-nitrophenolate (8.1 x 10-6)together with the k: values given above into Eq. 15-37 to get: ki(24 h,HA) = (1.1 x



(mol HA) einstein-')(4.5



= 0.5 d-'



k,O(24h,A-) = (8.1 x 104)(3.2 x lo4)= 0.26 d-'



x



lo3 einstein (mol HA)-'d-'
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Insertion of these values into Eq. 2 together with a,,= 0.29 at pH 7.5 yields: k:(24 h,4NP) = (0.29)(0.5 d-')



+ (0.71)(0.26 d-')



= 0.33 d-I



and: t,,,(24 h,4NP) = (1n2)/0.33 d-')



G



2d



Note that at pH 7.5, the direct photolytic transformations of HA and A-, respectively, contribute about equally to the overall near-surface direct photolysis rate of 4NP. Answer (b)



For the well-mixed epilimnion, in analogy to case (a), the overall rate of direct photolysis of 4-NP can be expressed as:



- d[4NP1t0t= kp(24h,4NP)-[4NP],, dt



(3)



where h(24 h, 4NP) is now the depth-averaged first-order photolysis rate constant, and is given by: kp(24h, 4NP) = a, .k,(24 h,HA) + (1- a,)kp(24h, A-)



(4)



Use the screening factors at maximum light absorption S(&) (Eq. 15-38)to estimate the corresponding k,(24 h, HA) and k,(24 h, A-) values: kp(24h,HA)=S(330nm).k;(24h,HA)



(5)



k, (24h, A-) = S(400 nm) .k; (24 h, A-)



(6)



Insert the a(&,)values given in Table 15.6 together with zmiX = 500 ern into Eq. 15-32 to get: S( 330 nm) =



1 = 0.039 (2.3)(1.2).(500 cm)(0.0185 cm-')



S(400 nm) =



1 = 0.013 (2.3)(1.2). (500 cm)(0.0055 cm-')



Hence, in the epilimnion of Greifensee, for light with A = 330 nm and 400 nm, the average photon fluence rate is only about 4 and 13%, respectively, of the nearsurface photon fluence rate. Insertion of these values into Eqs. ( 5 ) and (6) together with the k: values calculated above (case a) yields: kp(24h, HA)= (0.039)(0.5 d-I) = 0.020 d-' kp(24h, A-)



= (0.13)(0.26 d-') = 0.034 d-'
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and with a,, = 0.29 at pH 7.5 (Eq. 4): k&24 h, 4NP) = (0.29)(0.0185 d-') = (0.0054 d-'



and:



+ (0.71)(0.0338



d-')



+ 0.0240 d-') = 0.029 6'



t,,,(24 h, 4NP) = (1n2)/0.029 d-'



= 24



d



Hence, when considering the whole epilimnion, the direct photolysis half-life of 4-NP is about 10 times longer as compared to the half-life at the surface. Note that in contrast to the near-surface situation, because of the very different screening factors, the reaction of the dissociated species is about four times more important in determining the overall direct photolysis rate of 4NP in the well-mixed epilimnion.



Advanced Topic



Determination of Quantum Yields and Chemical Actinometry In the most common procedures used to determine reaction quantum yields, an (oxygenated) dilute solution of the compound (preferably in distilled water or distilled water containing a low amount of a polar organic solvent) is irradiated by constant intensity monochromaticradiation in a photochemical apparatus (e.g., optical bench, merry-go-round reactor). In the laboratory, various light sources are available to investigate photolytic processes and to determine quantum yields. The most common lamps include low-, medium-, and high-pressure mercury lamps, xenon lamps, and lasers. These lamps are used in connection with various filter systems to obtain the desired monochromatic or polychromatic light (Calvert and Pitts, 1966; Zepp, 1982; Mill and Mabey, 1985). For determination of quantum yields in the uvB and uv-A region, two-filter systems (a short description is given by Mill and Mabey, 1985) are widely used in connection with medium- and high-pressure mercury lamps to isolate the 313- and 366-nm bands. Because many important environmental pollutants absorb light primarily in the uv-region, a large number of quantum yields reported in the literature have been determined at 3 13 and/or 366 nm. Distilled rather than natural water is often used as the solvent for determination of quantum yields for two major reasons. First, the total absorbance of the solution at the wavelength of irradiation should not exceed 0.02. Second, and more important, the presence of natural water constituents (e.g., humic material, nitrate) could enhance the total photolytic transformation rate by indirect photolytic processes as described in Chapter 16. Zepp and Baughman (1978) have argued that for many chemicals Qir obtained in distilled water is nearly the same as that observed in natural waters (at least in uncontaminated fi-eshwaters), because concentrations of natural water constituents that could undergo reactions with or quench photolysis of excited pollutants are generally very low. Furthermore, the effects of molecular oxygen, which may act as a quencher, can also be studied in distilled water. From measurements of the concentration C, of the compound i as a function of exposure time, the first-order photolysis rate constant, k,,(d), is then determined by versus time (see Section 12.3). Since the calculating the slope of a plot of In C,/Ci,
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absorbance of the solution is less than 0.02, kp(A) is given as [Zepp, 1978; see also analogy to Eq. 15-22 with D(A)=(A/V). Z(A)]: A



kp(A) = 2.3. W(A)-. &i(A)-Z(A).Qr(A)



(15-39) V where W(d)(AIV)is the incident light intensity per unit volume of the cell (e.g., a quartz vessel with total surface A and volume v),and Z(A) is the cell pathlength that can be determined experimentally for the selected A value (Zepp, 1978). Hence, (Djr(A) can be calculated by:



k, (A)



= 2.3. W(d)(A / V) . &i(d). Z(A)



(15-40)



provided that the light intensity term W(d)(A/V) is known. This light intensity term may be determined by exposing a chemical actinometer to the light source in the same way and at the same time that the compound of interest is exposed. A chemical actinometer is a solution of a photoreactive reference compound (subscript R) that reacts with a well-known reaction quantum yield, @r,R(A), preferably with an approximately similar half-life as the compound for which @&) is to be determined. There are two types of chemical actinometers: (1) concentrated solutions of some chemicals that absorb virtually all of the incident light, and (2) chemical actinometers that only weakly absorb the monochromatic radiation (i.e., for which the absorbanceis less than 0.02). In the first case the reaction proceeds by zero-order kinetics and the and a(A)= reaction rate is given by [see Eq. 15-26 with W(A)/zmiX= W(d)-(AN), ER(a)cRI



:



A rate, = W(A)7.CPrfi(A)



(15-41)



and so the rate of light-input is given by: (15-42) This result may be substituted into Eq. 15-40 to calculate cDjr(A).Classical actinometers that are used in this way include the potassium ferrioxalate actinometer that can be employed both in the uv and visible spectral region the Reinecke’s salt actinometer (visible region), and the ortho-nitrobenzaldehyde actinometer (uv region). For further description of these actinometers we refer to the literature (e.g., Leifer, 1988, pp. 148-151). For the dilute solution actinometer (i.e., absorbance < 0.02), Eq. 15-39 applies also for the description of k,,,(A). From this equation, W(A)(A/V)*Z(A) may be determined by: (15-43)



Substitution of Eq. 15-43 into Eq. 15-40 then yields the reaction quantum yield of the compound of interest at wavelength A:
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(1 5-44)



To obtain an environmental quantum yield or quantum efficiency, Dulin and Mill (1982) suggested exposing dilute solutions of both the pollutant and the chemical actinometer to sunlight. The quantum efficiency in this way represents an averaged value over the wavelength range over which the compound absorbs sunlight. It can be estimated from the measured first-order rate constants kp and kp,R, and from the ratio of the specific sunlight absorption rates of pollutant and reference compound calculated (Eq. 15-25) for the time and locations of the experiments: k kcalc @,(sunlight) = *. kpRk?"



mrB(sunlight)



(15-45)



Eq. 15-45 assumes that the ratio of the total light absorbed by the pollutant and the chemical actinometer is constant over changes in seasons, latitudes, and sky conditions. The validity of this approach depends, of course, on the reliability of the simulated solar spectral irradiances. Since variations in sunlight intensities as a consequence of weather, diurnal, and/or seasonal changes are most pronounced in the uv-B and low uv-A region, the largest errors arising with this approach can be expected for chemicals that have a maximum specific light absorption rate in this wavelength region (i.e., 290 - 350 nm). Nevertheless this outdoor approach to deterof a given compound may be very useful, particularly in cases in which the mine air quantum yield is wavelength-dependent. In principle, any organic compound [with known Oir(A) or @.,(sunlight)] that absorbs light in the appropriate wavelength range, and that exhibits a photolytic halflife similar to that of the compound of interest, could be used as a dilute solution actinometer (Zepp, 1978, 1982). In practice, however, such compounds are often dificult to find. Dulin and Mill (1982) discussed the criteria that need to be fulfilled by a good chemical actinometer, particularly when used for sunlight experiments. They described a binary chemical actinometer approach that is applicable primarily to measure radiation intensities in the uv region. The major advantage of this type of actinometer is that the quantum yield and thus the half-life of the actinometer chemical is adjustable, thus ensuring that both actinometerand pollutant are exposed to the same levels of light. This is particularly important in cases where the compounds are exposed to sunlight over a longer period of time (e.g., several hours to days). The basic principle of a binary actinometer lies in the bimolecular photoreaction of a photosensitive species (the reference compound R) with a photoinsensitive reactant 5: R +Rj



hv



> defined products



(15-46)



The rate of the reaction, that is, the rate of conversion of R (which is measured) is then given by:
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(1 5-47) with Qrll(A)= @:.,(A)+kj[R,]



@y,R(A) is the extrapolated quantum yield in the absence of Rj, and k, is a measure for the yield of the reaction of the excited R with R,, and has the units of (mol R converted) einsteid M -'. For practical purposes, R, should be present in excess concentration (i.e., [R,] >> [R]). Thus, if over a reasonable concentration range of Rj, CP;,~(A) HO*+OH-



The production of HO' involving Fe(I1) and Fe(II1) species as well as the involvment of reactive iron species in pollutant transformation is primarily important in ironrich waters exhibiting a low pH. Such is the case in surface waters contaminated with acidic mine drainage (Allen et al., 1996). Finally, we note that reactions of HO' with some inorganic water constituents may yield more long-lived radicals which, although less reactive than HO', may become significant for pollutant transformation under certain conditions. Examples are the carbonate radical and the bromine radical (seawater): HO'



HO'



+ HCO;



+ Br-



/ C0:-



+ C0;- + H,O /OH-+ Br'+OH-



(16-2)



For sunlit surface waters and drinking water treated by ozonation, carbonate radical steady-state concentrations were estimated to be typically two orders of magnitude higher than H O concentrations (see Fig. 16.1). Thus, this process may become important for compounds that react with C0;- by less than a factor of 100 to 1000 more slowly as compared to HO'. Such compounds include the more easily oxidiz-
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able compound classes such as electron-rich anilines and phenols (Canonica and Tratnyek, 2002), and chemicals containing reduced sulfur (Huang and Mabury, 2000).



Kinetic Approach for Reactions with Well-Defined Photooxidants For describing the kinetics of indirect photolysis of organic pollutants involving well-defined photooxidants (e.g., HO, lo2,COi-), we adapt the approach suggestof a given ed by HoignC et al. (1989) and Mill (1 989). The rate of formation, Y~,,~(A), photooxidant (Ox) by radiation of wavelength A may be described by: (16-3) where ka,A(d) [einstein (mol A)-’ s-’1 is the specific light absorption rate of the bulk chromophore(s)A involved (e.g., DOM, NO;), leading to the production of Ox, [A] is the (bulk) concentration of the responsible chemicals (e.g., [DOM] or [NO;)), and is the overall quantum efficiency for the production of Ox. Hence, @)r,A(A)is a lumped parameter taking into account the reactions of the excited chroConsequently, @ r , A ( h ) is only a mophores with other chemical species including 302. constant if all relevant parameters (e.g., the concentration of 30,)are kept constant in the system considered. The total rate of production of Ox is then given by integration of Eq. 16-3 over the wavelength range that is significant for the formation of Ox (i.e., range over which A absorbs light of sufficient energy for production of Ox): q,ox



40x1



= -= dt



(zA



k,A



I, k a , A ( h ) ’ @)r,~(h) dMA1



(1 6-4)



(A)@r,,4 (a)M)



This wavelength range may be very narrow as, for example, for the production of HO’ from NO, (A = 290 - 340 nm), or it may be rather broad as, for example, for the production of ‘0,from DOM (A= 290 to -600 nm). Since photooxidants are quite reactive species, they are also “consumed” by various processes. These include physical quenching such as generation of heat in H,O in the case of ‘O,, or chemical reactions with various water constituents (e.g., with DOM, HCO; / COi-). If we assign to each of these Ox-consuming processes, j , a pseudo-first-order rate constant, kOxj(hence, we also keep the concentrations of all consuming species,j, constant), we may describe the rate of consumption,Y,,,, of Ox by:



r,,,, =---d‘oxl -z((koX,j)rOxl dt j



(16-5)



where kOxj= kbx,j[i].Note that the Ox-consuming processes are chemical processes and that, therefore, r,,,, is light-independent. Let us now consider a shallow water body that is exposed to noon sunlight. If we keep everything in the system constant, we will reach a steady state in which
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= Qox, that is, the photooxidant will be present at a steady state concentration



[OX],o,of: (16-6) i



where we have introduced the superscript “0” to indicate near-surface light conditions. An example calculation is given in Illustrative Example 16.1. Now we have an easy way of describing the indirect photolysis of a pollutant by a pseudo-first-order rate law, provided that the compound considered does not significantly affect OX]:^, and that we are able to measure or estimate [Ox]ys. The nearsurface rate of loss of the pollutant is then given by: 0



near-surface rate of loss of pollutant ox



= kb,,[Oxl:s



(16-7)



ci = k;,,,Ci



where ki,ox and ki,ox are the second-order and near-surface pseudo-first-order reaction rate constants, respectively, for reaction of the pollutant i with Ox. Unfortunately, it is not possible in most cases to quantify a given photooxidant by a direct measurement. By analogy to chemical actinometry (Section 15.4), however, one may use a probe or reference compound (P, subscript ref) with known k;,ox,ref to determine OX]:^ in a given natural water. This involves adding the chemical at a known concentration to the water, illuminating, and measuring the compound’s disappearance. Since the probe compound disappearance kinetics also obeys Eq. 16-7, can then be calculated from the slope of a correlation of In [PI versus time: (16-8)



A requirement for such a measurement is, of course, that the probe compound does not react by any other pathway. We discuss some of these probe systems later when discussing some specific photoreactants. At this point we recall, however, that if [Ox]:s values are determined in a cuvette or other photochemical vessel, the geometry of the vessel has to be taken into account when extrapolating the values to natural water bodies (see Section 15.4). The average steady state photooxidant concentrations for longer periods of time (e.g., one to several days) may be roughly estimated from the measured value by multiplication with the ratio of the (computed or measured) integrated average light intensities (integrated over the wavelength range of maximum production of Ox) prevailing during the two time periods:



period



(16-9)
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We also recall that when considering near-surface light conditions, we have to apply



Z(A) [and not W(A)values]. For example, for a summer day at 40"N latitude, we may use the Z(A) values given in Table 15.3 to estimate the 24 h average Ox steady state concentration from the concentration measured at noon by: [0~]!~(24 h) = [Ox]!s (noon)



h,A)



86400y 2Xnoon.A)



(16-10)



Note that a conversion factor of 86400 has to be introduced to make the two sets of Z(A) values compatible with respect to their conventional units (sd and d-', respectively; see also Illustrative Example 16.1). In principle, by analogy to the direct photolytic processes, measurements of nearsurface steady-state concentrations of photooxidants may be used to estimate average Ox concentrations in a well-mixed water body by applying an (average) lightscreening factor (see Eqs. 15-29 to 15-33) to the near-surface rate of Ox production (and thus to OX]!^; see Eq. 16-6):



mmx )



[OXI,, = ~OxI,o,



(16-11)



However, to apply Eq. 16-11, an appropriate Amaxhas to be selected. That is, one has to know in which wavelength region maximum Ox production takes place.



Illustrative Example 16.1



Estimating Near-Surface Hydroxyl Radical Steady-State Concentrations in Sunlit Natural Waters Problem Estimate the near-surface hydroxyl radical steady-state concentration at noon ([HO']~s(noon)) and averaged over a day ([HO'I:s(24 h)) in Greifensee (47.5"N) on a clear summer day. Assume that photolysis of nitrate (NO;) and nitrite (NO,) are the major sources, and that DOM, HCO;, and COZ- are the major sinks for HO' in Greifensee. The concentrations of the various species are given in the margin.



[NO;]



=



1No;I



=



[DOC] = 1HCO;I =



[Cog-] =



15OpM 1.5pM 4 rng oc .L-' 1.2 mM 0.014mM



Answer Assuming average wavelength-independent quantum yields for the photolysis of nitrate and nitrite, [HO']!s(noon) is given by (Eqs. 16-4, 16-5, and 16-6; see also Eqs. 15-25 and 15-37):



In the literature you find the decadic molar extinction coefficients, q(d), for nitrate (Gaffney et al., 1992) and nitrite (Fischer and Warneck, 1996). Using these &!(A) values, k&oT (noon) and kzN07(noon) may be calculated as we have calculated the k! value of PNAP in Table 13.5. For Greifensee (47.5"N, in the summer not so
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different from 40"N;see Fig. 15.10)one obtains k:Nos(noon) = 2.0 x einstein (mol NO;)-' s-' and kfNO,-(noon)= 6.0 x lo4 einstein (mol NO,)-' s-'. NO; absorbs light between 290 and 340 nm with a maximum light absorption rate at 320 nm (A,,,). For NO, the range is much wider, 290-400 nm with &ax = 360 nm. Comparison of the two k," values shows that NO; absorbs about 30 times more light as compared to NO;. Furthermore, the quantum yield of NO; at 360 nm [ @)r,NOT = 0.028 (mol H O ) einstein-"] is 4 times larger than that of NO; at 320 nm [ arJ0, = 0.007 (mol H O ) einstein-'1 (Jankowski et al., 1999).Consequently, on a per-mole basis, NO, produces about two orders of magnitude more HO' as compared to NO;: %HO'



(noon) / (M - s-l ) = (1.4x 10-7)[NO; ] + (1.7x lo-' )[NO; ]



(2)



Note that in Greifensee, NO; is 100 times more abundant than NO; (see concentrations given in margin). Hence, both NO; and NO; contribute about equally to the near-surface production of HO' in this lake. With respect to the consumption of HO', you can also find the corresponding second-order rate constants kkw,j in the literature. For reaction of HO' with DOM, an average rate constant k&w,Dw z 2.5 x lo4L .(mg oc)-' s-' can be used (Larson and Zepp, 1988;Brezonik and Fulkerson-Brekken, 1998). For reactions with HCO; = 1.0 x lo7M-' s-' and kko.,co;- = 4.0x and CO:-, the rate constants are kkO.,HCOT lo8 M-' s-' (Larson and Zepp, 1988). Insertion of all these rate constants together with Eq. 2 into Eq. 1 yields: [H O



(noon)/ M =



(1.4x10-7)[NO~]+(1.7x10-5)[NO~ J (2.5x 104)[DOC]+( 1.0 x 1O7)[HCO;]+ (4.0~ 108)[CO:-]



where [DOC] has to be expressed in mg 0c.L-l and all other concentrations in mol .L-' . With the above given concentrations of the various species involved, one then obtains a H O steady-state concentration of: [HO]:s(noon) =



(1.4~ 10-7)(1.5 x10-4)+ (1.7~ 10-5)(1.5 x 10") (2.5x 104)(4)+(1.0x107)(1.2x10-3))+ (4.0x108)(1.4x 10-5)



For estimation of [HO']:s (24h), insert the Z(noon, A) and Z(24 h, A) values given in Table 15.3 into Eq. 16-10for A < 400 nm. The result is:



(56.0x [HO']:s(noon) = 0.44 [HO']!s(noon) 86400(1.48x lo") = 1.8.~ 10-16M = (0.44)(4x



[HO']:s (24h) =



664



Indirect Photolysis



diffusion controlled reaction
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CH2BrZ



Figure 16.3 Second-order rate constants for reaction with HO' in aqueous solution (k,,&.; Eq. 16-7) for a series of organic compounds. Data from http://allen.rad.nd.edu, and Haag and Yao (1 992).
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Reactions with Hydroxyl Radical (HO') Because of its high reactivity, direct observation of hydroxyl radicals is very difficult in natural waters. Most of the evidence for the existence of HO' derives from product analysis studies and from studies of relative photolytic reactivities of a series of compounds. Because HO' reacts with many organic compounds at nearly diffusion-controlled rates (Fig. 16.3), various organic substrates that do not undergo other photolytic transformations may be used as probe molecules (for more details see Hoigne, 1997; Vaugham and Blough, 1998). HO' reacts with organic pollutants primarily in two different ways: (i) by electrophilic addition to a double bond or an aromatic system (Eq. 16-12), and (ii) by abstraction of a hydrogen atom from a carbon atom (Eq. 16-13):
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Ho'



> R ' + HZO
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(16-13)



As can be seen from Fig. 16.3, nearly diffusion-controlled reaction rates (i.e., kbao. = 5 . lo9 - 10" M-' s-') are observed for compounds exhibiting (i) aromatic rings and/or carbon-carbon double bonds with electron-donating substituents, and / or (ii) aliphatic groups from which an H-atom can be easily abstracted. However, even in the presence of electron-withdrawing substituents, addition reactions to aromatic systems or double bonds still occur at appreciable rates (e.g., nitrobenzene, tetrachloroethene, see Fig. 16.3). Hence, HO' is not a very selective (photo)oxidant. This is of particular interest for the removal of pollutants during oxidative drinkingwater treatment (Haag and Yao, 1992). Furthermore, many pesticides exhibit kLBo. values > lo9 M-' s-'. Therefore, reaction with H O may be an important removal process for such compounds in nitrate-rich surface waters in agricultural areas (see Kolpin and Kolkhoff, 1993, and Illustrative Example 16.2). Significantly slower rates are found only for compounds that do not exhibit any aromatic ring or carbon-carbon double bond, and for aliphatic compounds with no easily abstractable H-atoms. Such H-atoms include those that are bound to carbon atoms carrying one or several electronegative heteroatoms or groups. (Note that the stabilization of a carbon radical ( R ) is similar to that of a carbocation.) We will come back to such structure-reactivity considerations in Section 16.3, when discussing reaction of HO' with organic pollutants in the gas phase (Le., in the atmosphere).



Illustrative Example 16.2



Estimating the Indirect Photolysis Half-Life of Atrazine in a Shallow Pond Problem Consider a shallow, well-mixed pond (average depth = 2 m) in an agricultural area at 40"N latitude. The following concentrations have been determined in the pond water: [DOC] = 4 mg oc.L-', [ HCO;] = 1 mM, [ CO:-]= 0.01 mM, [NO;] = 0.5 mM, [NO;] = 0.003 mM. Calculate the 24 h averaged half-life of atrazine in this pond for clear summer day conditions by using the beam-attenuation coefficients, a(A),given for Greifensee in Table 15.6. Assume that reaction with HO' is the only important indirect photolysis mechanism for atrazine.



Answer



A,



Use Eq. 2 in Illustrative Example 16.1 to estimate the near-surface production rate of HO' in the pond. To account for light attenuation in the water column, apply light-screening factors for the wavelength of maximum light absorption of NO; (amm= 320 nm) and NO, (Lm = 360 nm):



N L N



I AN



AN-



I H



H atrazine



kpHO' = 3 x 1o9M-1



S-1



r,,,,.(noon)/(M.~-~)=(1.4~lO")[NO;].S(320nm) +(1.7



x



10-5)[N0;].S(360nm)
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With a(320 nm) = 0.0275 cm-' and a(360 nm) values are (Eq. 15-32): corresponding S(h,,)



=



0.0125 cm-' (Table 15.6), the



S(320 nm) = [(2.3)(1.2)(200)(0.0275)]-' = 0.066 S(360 nm) = [(2.3)(1.2)(200)(0.0125)]-' = 0.14 and therefore: rf,Ho-(noon)/(Mr-s-')= (9.2 x



NO;] + (2.4 x lo")[ NO;]



(1)



The H O steady-state concentration at noon is then given by (see Eq. 3 in Illustrative Example 16.1): [HO],,(noon) =



(9.2~10-~)[NO~]+(2.4xlO~)[NO~]



(2) (2.5x104)[DOC]+(1.0x107)[HCO~]+(4.0x108)[CO~-]



Insertion of all concentrations into Eq. 2 yields: [HO'],,(noon) =



(9.2x 10-9)(5.0x10-4)+ (2.4 x 10-6)(3.0x 10") (2.5 x 104)(4.0)+( 1 . 0 107)(10-3)+ ~ (4.0 x 108)(10-5)



= 1.0 x 10-l6M



which on a 24 h average corresponds to (see Illustrative Example 16.1): [ HO],, (24 h) = 0.44 [ HO],, (noon) = 4.4 x



M



The indirect photolysis half-life of atrazine (assuming that reaction with H O is the dominant process) is then given by (Eq. 16-7): 412



=



1



kp,HO'



In 2 0.69 [HO],,(24 h) (3x109)(4.4x



=5.3x106 s ~ 6 0 d



Note that the near-surface concentration of HO' in this pond is:



[HO'];,(24 h) = (0.44)



(1.4x10-7)(5x10-4)+(1.7x10-5)(3.0x10-6) (2.5 x104)(4.0)+(1.0x107)(10-3)+(4 x10~)(10-5)



=1.ix10-15~



which is about 25 times higher than the [HO'] averaged over the whole water column. Hence, the half-life of atrazine at the surface in the pond is only about 2.5 days.



Reactions with Singlet Oxygen



(lo2)



As indicated in Fig. 16.2, '0, is formed primarily by energy transfer from 3UC*to 30,.The most important consumption mechanism for '0, is physical quenching by water. At DOM concentrations typical for most surface waters (DOC < 20 mg C .L-'),
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Figure 16.4 Observed ['O,]~, in water samples from some Swiss rivers (R) and lakes (L) as a function of the dissolved organic carbon (DOC) concentrations of these waters. The results apply for noontime light intensity on a clear summer day at 47.5'N (data from Haag and Hoigne, 1986).
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quenching of '0, by DOM can be neglected (Haag and HoignC, 1986). Hence, the near-surface steady-state concentration of '0, in a natural water is directly proportional to the DOM concentration. Note, however, that different types of aquatic DOM may exhibit quite different overall quantum yields for '0, production. This is illustrated by Fig. 16.4, in which ['O,l:s values for various lake and river waters are plotted against the DOC concentration. As can be seen from this plot, in waters exhibiting DOC values between 3 and 4 mg oc .L-", maximum '0, steady-state conM are detected on a summer day at 47.S"N centrations in the order of 7 to 11 x is broader than the DOC concentration range, latitude. Since the variation in [102]:s and since '0, consumption rates (via quenching by water) are the same for all waters, this variation in must be due to differences in the light absorbance by the UCs present and/or in the quantum yields for production of lo2.In fact, good correlations between natural water uv absorbance or fluorescence and singlet oxygen steady-state concentrations have been found (Shao et al., 1994). The ['O,]Q values shown in Fig. 16.4 were determined by using furfuryl alcohol (FFA, I) as a probe compound (Haag et al., 1984a). Another frequently used "trapping agent" for '0, determination is 2,s-dimethylfuran (2,5-DMF711) (Zepp et al., 1977):



FFA I



DMF I1



With these compounds (as with other dienes), '0, undergoes a so-called DielsAlder-reaction (March 1992), forming an endoperoxide intermediate that further reacts to yield various products. For example, the reaction of FFA with '0, is (Haag et al., 1984a):
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1



r



(16-14)



210%



85%



510%



Besides its properties as a reactant in addition reactions, '0, is also a significantly (Table 16.1). However, because of its low better electron acceptor (oxidant) than 302 steady-state concentration in natural waters, it is an important photooxidant for only a few very reactive types of organic compounds. Such compounds include those exhibiting structural moieties that may undergo Diels-Alder reactions, those containing electron-rich double bonds (i.e., double bonds that are substituted with electron-donating groups), or compounds exhibiting functional groups that are easily oxidized, including reduced sulfur groups (e.g., sulfides), anilines, and phenols (see also Section 14.3). Fig. 16.5 summarizes some of the kinetic data available for reactions of organic compounds with '0, in water. As can be seen, for phenolic compounds the transformation rate is pH dependent, since the phenolate species (A- ) is much more reactive toward oxidation by '02as compared to the neutral phenol (HA) [i.e*?ki,lOz,HA '' k i , l O z , A - 1. Since '0,behaves as an electrophile, one can assume that electron-donating substituents on an organic compound will, in general, increase its reactivity, while electron-withdrawing substituents will have the opposite effect. In the case of phenolic compounds, the effect(s) of the substituent(s) on the pK, (see Chapter 8), and thus on the concentration of the reactive phenolate species present at a given pH, may be more important than the effect(s) of the substituent(s) on kp,lo2.In this case, the overall transformation rate is dominated by the rate of transformation of the anionic species (A-): (16-15) where Citis the total phenol concentration ([A-] + [HA]) and (1 - aid= [l + 10@Kiqm]-' is the fraction in the dissociated (anionic) form (see Eq. 8-21). This effect is illustrated in Fig. 16.5, where for the phenolic compounds, (1 - a,,).kb,,02 is plotted as a function of pH. Note that at lower pH-values the contribution of the nondissociated phenol may become important (e.g., for 4-methylphenol, see Fig. 16.5). In these cases, the overall rate of transformation is given by: rate =



-(?) [a,, =



I



.kp.'O,,HA+ (1 - a;,).k;,lo, ,A-



].[lo2] SS C,



(16-16)



0 2



The right-hand scale in Fig. 16.5 gives the calculated half-lives for indirect photolysis involving '0, for the various compounds in the well-mixed epilimnion of
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Figure 16.5 Second-order rate constants [multiplied by (1 - aja) for phenols] for reactions of 6 several compounds with '0, (left + scale) as a function of pH. The ';r abbreviations in parentheses indicate the reaction type: ef = endo- -0" -0" peroxide formation (Eq. 16-14); a ' er = ene reaction; et = electron transfer; so = sulfur oxidation. The scale on the right indicates the half-lives of the compounds in the epilimnion of Greifensee on a clear summer day (data from Scully and Hoign6, 1987).
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Greifensee (zmix= 5 m) on a clear summer day. The half-lives are based on a meaM, corresponding to a [lO,]!s (24 h) value of sured [lO,]!s (noon) value of 8 x M (factor 0.44; see Illustrative Example 16.1). When assuming that about 3.5 x virtually all light is absorbed within the epilimnion {i.e.,S(&) = [2.3. (1.2). a(&,) .zm,]-'}, and taking the a value at 410 nm [a(410 nm) = 0.005 cm-'; see Table 15.61, an (24 h) = 4 x M is calculated (Eq. 16-11). The average '02concentration ['0,lSs choice of 410 nm is based on the findings by Haag et al. (1984b) that some humic and fulvic materials exhibit a maximum in '0, production around this wavelength. With the [102]!s (24 h) value calculated above, the half-life of a phenol with respect to photooxidation by '0, in the epilimnion of Greifensee is then given by:



From the half-lives indicated in Fig. 16.5 it can be seen that for most pollutants, the assumption of a well-mixed epilimnion (typical mixing rates 1 - 10 d-') with respect to indirect photolysis with '0, is a reasonable assumption. Furthermore, for compounds exhibiting kb,102values [or (1 - a,,) k;),,02values for phenolate species] greater than lo7 M-' s-', during the summer, photooxidation by '0, is equal to, or more important than, depletion of the concentration by dilution with inflowing water [tl,2(dilution)in the epilimnion of Greifensee on the order of 70 days]. We should recall, however, that only a few compound classes exhibit such large k;),102values, and that, therefore, '0, must be considered to be a rather selective photooxidant.
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Table 16.2 Chemical Structure, Hammett Constants, and Pseudo-First-Order Rate Constants for Suwanee River Fulvic Acid (SRFA) Sensitized Photolysis of a Series of Phenyl Urea Herbicides (PUHs) H



Substituents



Compound



No. -R1



Metoxuron CGA 24482 GGA 16519 IPU CGA 17767 CGA 17092 Fenuron Chlorotoluron GCA 18414 Fluometuron Diuron



1 2 3 4 5 6 7 8 9 10 11



4



-OCH3 3,4-tetramethylene -CH,CH3 -CH(CH3)2 -CH(CH3)2 -C(CH3)3 -H -CH3 -CH(CH3)2 -H -c1



2



-c1 -H -H --H -H --H



-c1 --c1 -CF3 --C1



O b k*,sens



Hammett Constants a



-R3 -CH3 -CH3 -CH3 -CH3 -CH2CH3 -CH3 -CH3 -CH3 -CH2CH3 -CH3 -CH3



0;am



-0.78 -0.30d -0.30 -0.28 -0.28 -0.26 0 -0.3 1 -0.28 0 0.1 1



OTmeta



0.37 -0.07 0 0 0 0 0 0.37 0.37 0.43 0.37



OLara



[h-'I



+( T h e t a



-0.41 -0.37 -0.30 -0.28 -0.28 -0.26 0 0.06 0.09 0.43 0.48



0.63 0.52 0.47 0.44 0.32 0.3 1 0.18 0.22 0.16 0.051 0.055



Hansch et al. (1991). SRFA:2.5 mg oc.L-', A > 320 nm; data from Gerecke et al. (2001). Numbers in Fig. 16.6. Hammett constant for 3,4-tetramethylene assumed to correspond to -R,= - R, = -CH,CH,.



a



Reactions with Reactive DOM Constituents (3DOM*,ROO, R O , etc.) We conclude our discussion of indirect photolysis in water by briefly addressing an example in which the "photoreactant" is not well defined as in the case of HO' or lo2.In this case, prediction of absolute reaction rates is more difficult. As has been shown in various studies, reactive DOM species include short-lived excited triplet states of DOM constituents (e.g., aromatic ketones), which we will denote as 3DOM*,and, possibly, more long-lived radicals including ROO' and RO' species (Faust and HoignC, 1987; Canonica et al., 1995; Canonica et al., 2000; Canonica and Freiburghaus, 2001). In the following, we will focus on reactions with excited triplet states of DOM constituents (3DOM*).We should note, however, that these reactions cannot be completely separated from reactions with ROO' or RO', which are, however, thought to be of minor importance (Canonica et al., 1995). Direct reactions of 3DOM*with an organic chemical, which are often referred to as photosensitized reactions, may be classified as energy, electron- or hydrogen-transfer reactions. Energy transfer may cause, for example, cis-trans-isomerization of double bonds (Zepp et al., 1985). The other two mechanisms lead to an oxidation of the organic pollutant. Again, reaction rates are fastest with easily oxidizable compounds such as electron-rich phenols (Canonica et al., 1995; Canonica and Freiburghaus, 2001). Such reactions may, however, also be important for less reactive compounds such as phenylurea herbicides, for which DOM-mediated phototransformation may be the only relevant elimination mechanism in surface waters
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Figure 16.6 Hammett plot for the oxidation of a series of substituted phenylurea herbicides by 'DOM*. The linear regression line is given in Eq. 16-19. The compound names and structures as well as the o& (= ojmla) , correspondingoima, and kEsas values are given in Table 16.2. Adapted from Gerecke et al. (2001).
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(Gerecke et al., 2001). As is shown by Fig. 16.6, the DOM-sensitized photooxidation of a series of substituted phenylureas (see Table 16.2):



(16-18)



can be described reasonably well by a Hammett relationship: logk&,,, / h-' = -1.16 CO; -0.72



(16-19)



where k:,,,,, is the observed pseudo-first-orderrate constant determined for the photosensitized reaction of a substituted phenyl urea in a solution of 2.5 mg oc. L-' Suwanee River fulvic acid (SRFA) at pH 8 exposed to broadband irradiation (A > 320 nm) in a photoreactor (for details see Gerecke et al., 2001). Note that, in analogy ~ delocalization ~ of a negative charge (Chapter 8), okaainstead of to using 0 5 for qpara values have to be used in the Hammett equation in cases where a positive charge or a radical is delocalized, as is, for example, the case for radical formation upon the oxidation of anilines, phenols, and phenylureas (for more details and a comprehensive compilation of 0; constants see Hansch et al., 1991, and Hansch and Leo, 1995; some ofvalues can be found in Table 16.6). An interesting result found by Canonica and Freiburghaus (2001) for the DOMsensitized oxidation of electron-rich phenols is that k:,,,,, was more or less proportional to the concentration of the dissolved organic carbon, independent of the source of the DOM. In addition, for some phenylureas, Gerecke et al. (2001)
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obtained very similar carbon-normalized kpqsens values for SRFA and Greifensee water-dissolved organic matter. Although generalization of these results is not yet possible, Gerecke et al. (2001) showed that for a given lake (Greifensee), rate data determined in the laboratory could be successfully used to model the DOMmediated phototransformation of the two phenylurea herbicides isoproturon and diuron (Table 16.2) in the epilimnion of the lake. The critical parameter that has to be estimated (or determined) is the (wavelength-dependent) quantum yield coefficient that describes the efficiency by which light absorption by DOM leads to the transformation of the compound of interest. For more details on this topic we refer to the papers of Canonica et al. (1995), Canonica and Freiburghaus (2001), and Gerecke et al. (2001).



Indirect Photolysis in the Atmosphere (Troposphere)Reactions with Hydroxyl Radical (HO') Long-range transport of an organic pollutant in the environment will occur when the compound has a sufficiently long tropospheric lifetime. This lifetime is partially determined by wet or dry deposition and/or by vapor transfers into surface waters. In earlier chapters, we have already addressed important issues with respect to such phase exchange processes (Chapters 6 and 11). Additionally, the tropospheric lifetime of a pollutant strongly depends on its reactivity with photooxidants and, to a lesser extent, on direct photolysis. Since light absorption rates and reaction quantum yields are very difficult to quantify for direct photolysis reactions of organic chemicals in the atmosphere (Atkinson et al., 1999), we will confine our discussion of photolytic transformations to reactions with photooxidants, in particular, HO'. As we have already noticed in Section 16.2 when discussing reactions of organic chemicals with ROS in the aqueous phase, HO'is a very reactive, rather nonselective oxidant. Other important photooxidants present in the troposphere include ozone (0,)and the nitrate radical (NO;). Although these species are generally present in significantly higher concentrations as compared to HO' (see Fig. 16.1), they are rather selective oxidants, and are, therefore, only important reactants for chemicals exhibiting specific functionalities. 0, reacts primarily with compounds containing one or several electron-rich carbon-carbon double bonds such as alkenes (Atkinson, 1994; Atkinson et al., 1995; Grosjean et al., 1996a and b). The nitrate radical, which is particularly important at night when HO' radicals are less abundant (Atkinson et al., 1999), also reacts with compounds exhibiting electron-rich carbon-carbon double bonds. In addition, NO; undergoes reactions with polycyclic aromatic hydrocarbons (PAHs) and with compounds exhibiting reduced sulfur and/or nitrogen functionalities (Atkinson, 1994). In the case of PAHs, such reactions yield rather toxic nitroaromatic compounds, such as 1- and 2-nitronaphthalene from the reaction of naphthalene with NO; (Sasaki et al., 1997). Hence, reactions beside that with HO' should be considered in such cases. Sources and Typical Concentrations of H O in the Troposphere



The presence of relatively low levels of 0, in the troposphere is important because photolysis of 0, in the troposphere occurs in the wavelength region of 290-335 nm
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to form the excited oxygen, O('D), atom. O('D) atoms are either deactivated to ground-state oxygen, O(3P), atoms, or react with water vapor to generate HO' radicals:



O3 + hv



O('D) + N,, O2 O('D) + H20



+ O2 + O('D)(290 > d 5 335 nm) -+O(3P)+ N2, O2 -+ 2 HO'



(16-20)



At 298 K and atmospheric pressure with 50% relative humidity, about 0.2 H O are produced per O('D) atom formed. Photolysis of O3in the presence of water vapor is the major tropospheric source of HO, particularly in the lower troposphere where water vapor mixing ratios are high (for an explanation of the term "mixing ratio" see below). Other sources of H O in the troposphere include the photolysis of nitrous acid (HONO), the photolysis of formaldehyde and other carbonyls in the presence of NO, and the dark reactions of O3 with alkanes. Note that all these processes involve quite complicated reaction schemes. For a discussion of these reaction schemes we refer to the literature (e.g., Atkinson, 2000). At this point, we need to make a few comments on how gaseous concentrations of chemical species in the atmosphere are commonly expressed. A widely used approach is to give the fraction of the total volume that is occupied by the gaseous species considered. This is referred to as the (volume)mixing ratio. Mixing ratios are frequently expressed as ppmv (= or pptv (lo-''). When assumppbv (= ing ideal gas behavior, for given p and T, mixing ratios are proportional to partial pressures and mole fractions. Thus, they can be easily converted to molar concentrations by (see also Chapter 4): mixing ratio concentration in mol .L-' = (16-21) 'P RT where p is the total pressure. For atmospheric gas-phase reactions one commonly expresses concentrations of reactive species not in mol .L-' but in molecule. ~ m - ~ . Thus, at 298 K andp = 1 bar, concentration and mixing ratio are related by: concentration in molecule cm-3 +



=



mixing ratio (6.022 x 1023)(1)



(O.0831)(lO3)(298) = (mixing ratiol(2.43 x 1 0 ' ~ )



( 16-22)



Direct spectroscopic measurements of HO' close to ground level show peak daytime HO' concentrations in the range of 2 to 10 x lo6 molecule. cm-3 for mid-latitude northern hemisphere sites in the summer (Atkinson et al., 1999). These measurements show a distinct diurnal profile, with a maximum HO' concentration around solar noon. Model calculations suggest that, in addition to exhibiting a diurnal profile, the HO' concentration depends on season and latitude. Thus, for example, the mean monthly surface H O concentrations (24 h averages) at 35"N, latitude are estimated to be in the order of 2 x lo5 molecule. cm-3 in January and 2 x lo6 moleduring the whole c u l e . ~ m -in~ July, compared to about 1.2 x lo6 molecule.~rn-~ year at the Equator. The summer/winter HO' concentration ratio increases with increasing latitude because of the increasing light differences (for more details see
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Figure 16.7 Second-order rate constants and half-lives for reaction of HO’ radicals in the troposphere at 298 K for a series of organic compounds. For calculation of the half-lives a HO’ steadystate concentration of molecule .cm-3 has been assumed. Data from Atkinson (1 989), Atkinson (1994), Anderson and Hites (1996), Brubaker andHites (1997).
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references cited in Atkinson et al., 1999). For practical purposes (e.g, for use in environmental fate models), it is reasonable to assume a diurnally, seasonally, and annually averaged global tropospheric H O concentration of 1 x lo6 molecule. ~ r n - ~



Rate Constants and Tropospheric Half-Lives for Reactions with H O Second-order rate constants, kbo., allow us to estimate tropospheric half-lives t,,2.HO’ (Eq. 16-23) for environmentally relevant chemicals (see Fig. 16.7 for some examples): In 2 (16-23)
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Note that the units of kko. are (molecule. ~ m - ~ ) s-' - ' and that t1/2,H@ has been calculated for an average global tropospheric HO' concentration of l x l O6 molecule.cm-3 at 25°C. We should also note that, as a first approximation, we neglect the effect of temperature on kAo., because over the temperature range of the lower troposphere (-40" to 30°C),this effect is less than a factor of 2 to 3 for many compounds of interest to us (Atkinson 1989 and 1994). Comparison of Figs. 16.7 and 16.3 shows that relative reaction rates of organic chemicals with H O follow more or less the same general pattern in air and in water; that is, compounds containing electron-rich double bonds or aromatic systems and/ or easily abstractable H-atoms react faster as compared to compounds exhibiting no such functionalities. However, the differences in absolute rates are much more pronounced in the gas phase (about a range of lo4 for the compounds considered) as compared to the solution phase (about a range of lo2 for the same scope of compounds). The major reason is that in the aqueous phase, particularly for addition reactions of H O to double bonds or aromatic systems, there is a rapid release of energy from the intermediate adduct to the solvent molecules. This stabilizes the intermediate as compared to the gas phase, where the reaction is much more reversible. Hence, in the gas phase, such reactions are more selective, and this is reflected in larger differences in reactivity between compounds. As a consequence only for compounds for which H-abstraction is the major reaction mechanism, correlation between reaction rate constants in the aqueous phase ( kkHo. ) and in the gas phase kk,. can be expected. So far, a reasonable correlation was found only for alkanes by Haag and Yao (1992):



where kHo' was converted from (molecule . ~ m - ~ )s-l - ' to the same units as kiHw ,i.e., M-' s-'. The lack of such correlations is, in fact, somewhat unfortunate, because, as we will see in the following, kHo' values can be estimated with quite good success from the structure of the compound. Estimation of Gas-Phase H O Reaction Rate Constants



Various methods for the estimation of gas-phase HO' reaction rate constants for organic compounds have been proposed, ranging from estimation methods for single classes to generalized estimation methods for the complete range of organic compounds. Many of these methods utilize molecular properties of the chemical including ionization energy, NMR chemical shifts, bond-dissociation energies, and infrared absorption frequencies, or they involve transition-state calculations (see references given in Kwok and Atkinson, 1995). However, most of these estimation methods are restricted in their use because of the limited database concerning the pertinent molecular properties. Therefore, we discuss here a structure-reactivity approach that was originally proposed by Atkinson (1986) and has been extended by Kwok and Atkinson (1995). This approach hinges on the assumption that the total rate constant, kk,., can be expressed by the sum of four rate constants, each of which describes one of the four different basic reaction mechanisms: (a) H-atom abstraction from C-H or 0-H bonds [ kk,. (H-abstr.)]; (b) H O addition to X = C < or
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Table 16.3 Group Rate Constants (kprim,k,,,, ktert,koH) and Group Substituent Factors, F ( X ) , at 298 K for H Abstraction at C-H or 0-H bonds a ~~



Group Rate Constants ( 1012cm3 molecule-' s-')



Group Substituent X -CH3



1



-CH2 > CH - "C" >C< -C,H,



1



>c=c< -c=c-F



F(X) 1.oo 1.23



1.o



0.094



-Br



0.28



-I



0.53



a



0.36



F(X)



-CHF2



0.07 1 0.13



-CH;?F



0.6 1



-cHol co >



-CH2



0.38



-cc13 -CC12F -CClF,



-CF3



-CF2-



-c1



-CH2Cl -CHC12 -CHCl> cc1-



Group Substituent X



0.018 0.75



= c - CO(-)



3.9



-COOR



0.74



-COCF,



0.1 1



-CN



0.19



-CH2CN



0.12



-NO2



0.0 0.14 3.5 8.4



-CH2N02



0.069 0.044 0.03 1



F(X)



-0cf3



-OCF2 -OCHF2 -OCH2F



0.17



-0CH2CF3



0.44



- CO(-)



> CH - CO(-)



-OH -OR



Group Substituent X



>N-



-ss -



9.3



7 .a



-OPO( OR), -SPO(OR),



20.5



3-member-ring



0.02



4-member-ring



0.28



5-member-ring



0.64



26-member-ring



1.o



Data from Kwok and Atkinson (1995); R = alkyl group.



-CrC- bonds [ kAo. (DB)]; (c) HO' addition to aromatic rings [ kAo. (Ar)]; and (d) interaction with N-, P-, and S-containing functional groups [ kk,. (NPS)]: kio. = kio. (H - abstr.) + kio. (DB) + kio. (Ar) + k i o . (NPS)



(16-25)



Each of these four second-order rate constants can be estimated from the structure of the compound of interest using group rate constants and substituent factors that have been derived firom a large set of experimental data. This method has proven to be quite successful for prediction of kA0. for compounds that are well represented in this database (i.e., predictions within a factor of 2 to 3). Larger deviations are found,



Indirect Photolysis in the Atmosphere (Troposphere)



677



for example, for certain ethers and, particularly, for polyhalogenated compounds exhibiting several fluorine atoms (see Table 3 in Kwok and Atkinson, 1995).Finally, for multifunctional molecules, the calculation may exceed the rate for diffusioncontrolled reactions. In these cases, a "maximum" rate constant of -2 x lo-'' (molecule. ~ m - ~ )s- ' should be used. In the following, we will briefly sketch this method and give some example calculations. For a more detailed discussion we refer to the literature (Kwok and Atkinson, 1995).



-'



H-Atom Abstractionfrom C-H and 0-HBonds. The estimation of kbo. (H-abstr.) is based on group rate constants (see Table 16.3) for -CH3 (brim), -CH2- (k,,,), X H (k,,,), and -OH (koH)that reflect the presence of the "standard" substituent -CH, [i.e., k,,, is the second-order rate constant for the abstraction of the tertiary C-H in (CH3)3C-H]. These standard values are then modified by multiplication with factors F(X) for substituents connected to the group considered: ki0. (H-abstr.)



=



k,,,F(X) + k,,,F(X') + . ..



for each -CH,



+ k,,JqX)F(X') + k , ~ ( X " ) F ( X " '+) . ..



for each -CH,-



+ $,F(X)F(X')F(X") + kteflF(X1ll)F(X1v)F(Xv) + ...



for each X H -



+ k0,F(X) + k0,F(X') + ...



for each --OH



(16-26)



where X, XI, XI', etc. denote the various substituents.F(X) values for some common substituents are given in Table 16.3. More values can be found in the literature (Kwock and Atkinson, 1995). Some example calculations are performed in Illustrative Example 16.3.



H O Addition to X = C < and -CS-Bonds. For HO' addition to double or triple bonds, an analogous approach is taken as for H abstraction. For a given double bond or system of two conjugated double bonds, a group rate constant is defined. These group rate constants (see examples given in Table 16.4) reflect the k&. (DB) value if the double or triple bond(s) is(are) substituted by alkyl substituent groups. This means that for alkyl substituents, the group substituent factors, C(X) (see examples given in Table 16.5) that are used to modify the group rate constant are set equal to 1.O. Hence, for example, the contribution of a double bond that is carrying two substituents X and X' in trans-position is given by: kk0. (X-CH=CH-X', trans) = k(trans-CH=CH-) C(X) C(X')



(16-27)



A simple illustration is the estimation of kL0. of trans-dichloroethene, which is calculated by [note that k;,. = kk,.(DB), Eq. 16-25]: kk0. (Cl-CH=CH-Cl)



= k(trans-CH=CH-)



C(C1) C(C1)



(16-28)



Inserting the corresponding values from Tables 16.4 and 16.5, respectively, into Eq. 16-28 yields a kko. value for trans-dichloroethene of = (64.0)(0.21)(0.21) x = 2.8 x cm3molecule-' s-', which corresponds very well with the experimental value of 2.5 x 10l2cm3 molecule-' s-' (Atkinson, 1994). Another example calculation is given in Illustrative Example 16.3.
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Table 16.4 Group Rate Constants for H O Addition to Double and Triple Bonds at 298 K ' Structural Unit CH*=CHCHZ=C< cis-CH=CHtrans-CH=CH-CH=C< >c=c< HC =C



-c EC-



10' @unit) (~rn~rno~ecu~e-~s-') Structural Unit 26.3 51.4 56.4 64.0 86.9 110 7.0



1012.k(unit) (cm3molecu~e-'s-')



>c=c-c=c< I



I



5 H, 1 substituent 4 H, 2 substituents 3 H, 3 substituents 2 H, 4 substituents



105 142 190 260



27



'Data from Kwok and Atkinson (1995). Table 16.5 Group Substituent Factors, C(X), at 298 K for H O Addition to Carbon-Carbon Double and Triple Bonds ' Substituent Group X



C(X)



Substituent Group X



C(X)



-F



0.21 0.21 0.26 0.76 0.34



-COCH3 -COOR -OR -CN -CHZOH



0.90 0.25 1.3 0.16 1.6



-c1



-Br -CH*Cl -CHO a



Data from Kwok and Atkinson (1995); R = alkyl group.



HO-Addition to Monocyclic Aromatic Compounds and Biphenyls. The rate constants for HO' addition to aromatic rings are simply calculated by using the rate constant for the unsubstituted compound and the Hammett- 0: constants. Thus, kb,. (Ar) for addition to a substituted benzene ring can be estimated by: logk,,.



(Ar)/(cm3molecule-'s-') = -11.7



- 1.34 c o ;



(16-29)



where o; are the substituent constants that we have already encountered in Section 16.2, and where it is assumed that HO' adds to the substituent-free position yielding the least positive or most negative value of Co; (i.e., the carbon with the highest is electron density). Furthermore, steric hindrance is neglected, and therefore, 0iofi0 Finally, we should note that oTmeta is equal to olmeta (Table 8.5). set equal to o;para. Some 0; values are listed in Table 16.6. More data can be found in Hansch et al. (199 1). Example calculations are given in Illustrative Example 16.3.



HO' Interaction with N-, P-, and S-Containing Groups. A rather limited data set is available for quantification of the interaction of HO' with nitrogen-, phosphorusand sulfur-containing functional groups. The group rate constants for some func-
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Table 16.6 Electrophilic Aromatic Substituent Constants Substituentj



Oipara



-H -CH3 -CH2CH3 -CH(CH3)2 -CH2CH2CH&H3 -C(CH3)3 -CH=CH2 -C6H5 (phenyl) -CH20H -CH2C1 -CF3 -F -c1 -Br -I a



= oJortho



0 .oo -0.31 -0.30 -0.28 -0.29 -0.26 -0.16 -0.18 -0.04 -0.01 -0.61 -0.07 0.1 1 0.14 0.14



Substituentj



Oimeta



0 .oo -0.06 -0.06 -0.06 -0.07 -0.10 -0.08 0.06 0.07 0.12 0.44 0.34 0.37 0.40 0.35



-OH -OCH3 -OC6H5(phenyl) -0COCH3 -CHO -COOCH3 -COOH



-coo-CN -m2



-NHCH3 -N(CH3)2 -NHCOCH3 -NO2 -SCH3



Oipara



= Oionho



-0.92 -0.78 -0.50 -0.19 0.73 0.49 0.42 -0.02 0.66 -1.30 -1.81 1.70 -0.60 0.79 -0.60



Oimeta



0.10 0.1 1 0.25 0.36 0.36 0.33 0.37 -0.03 0.56 -0.16 -0.25 -0.16 0.21 0.73 0.13



oLam values from Hansch et al. (1991) and Hansch and Leo (1995); oJmem = ometa (see Table 8.5).



Table 16.7 Group Rate Constants for HO' Interaction with N-, P-, and SContaining Groups a Structural Unit RNH2 RR'NH RR'R' 'N RR'N-NO RR'N-NO2 a



1 0 ' ~k(unit) (cm3molecule



-'



21 63 66 0 1.3



s-l)



Structural Unit RSH RSR RSSR =p=o =p=s



1 0 ' ~k(unit) (cm3molecule s-')



-'



32.5 1.7 225 0 53



Data from Kwock and Atkinson (1995); R,R',R" = alkyl groups.



tional groups are summarized in Table 16.7. Example calculations are given in Illustrative Example 16.3. In summary, when applied to the type of compounds from which the group rate constants and substituent factors given in Tables 16.3 to 16.7 have been derived, the estimation of kko. from structure yields quite satisfactory results. As is demonstrated by the examples given in Illustrative Example 16.3, in many cases only one or two structural moieties dominate the overall kkw value. Therefore, calculation of kkw can often be simplified by taking into account only a few terms of the overall estimation equation (Eq. 16-25).
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Illustrative Example 16.3



Estimating Tropospheric Half-Lives of Organic Pollutants Problem Estimate the t1,2,Ho. values (Eq. 16-23) at 25°C of the following compounds: (a) isooctane (2,2,4-trimethylpentane), (b) 1,1,2-trichloroethane, (c) tetrahydrofuran, (d) 1-heptene, (e) cis-173-dichloropropene,(03-nitrotoluene (l-methyl-3nitrobenzene), and (8) dibenzo-p-dioxin. Assume an average HO' steady-state concentration of 1 x 1O6 molecule. cm-3 air.



Answer (a) isooctane



For this molecule, only H abstraction is important, Hence, kLw = kko. (H-abstr.), which is given by (Table 16.3):



kho. (€3-abstr. )



=5



Ic,,,,F("C")



+ k,,f("C") + ktefil;("C")



+ k,,, -I- k,,,) F( "C") = [5(0.136) + (0.934) + (1.94)] (1.23) x lo-', =5



(k,,,



= 4.4 x



cm3molecule~'s-'



cm3niolecuk3 s-' cm3~nolecule-~ s-'; Atkinson (1989)l.



[The experimental value is 3.9 x



Insertion of this value into Eq. 16-23 together with [HO],, = lo6 moIecule.~m-~ yields a half-life of:



"Y



CI



1,I ,2-trichloroethane



Answer (b) As for isooctane [see (a)], only H abstraction has to be taken into account (Table 16.3):



kbo.



k&. (H-abstr.) = k,,, F(C1) F(CHC1,) + k,,, F(C1) F(C1) F(CH,Cl)



~1



=



[(0.934)(0.38)(0.36) f (1.94)(0.38)(0.38)(0.36)] x



= 2.3 x



cm3molecule-'



cm3molecule-' s-'



s-l



[The experimental value is 3.2 x This corresponds to an estimated tl,,.,o.



cm3m~lecule-~ s-'; Atkinson (1989).] E



35 d.



Answer (c) Again as in cases (a) and (b) H abstraction is important: tetrahydrofuran



kko.



=



kko. (€1-abstr.)= 2 k,,, F("C") F(0R) + 2 k,,, F("C") F(CH20R)



No F(CH20R)value is available. However, it can be assumed that the overall kAo. is dominated by the first term since F(0R) = 8.4 (see Table 16.3). Thus:
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1-heptene



khV



cm3molecule-' s-'



= 2(0.934)( 1.23)(8.4) x = 1.9 x
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lo-'' cm3molecule-' s-l



[The experimental value is 1.6 x lo-'' cm3molecule-1s-l; Atkinson (1989).] This corresponds to an estimated tlR,HO'E 10 h. Answer (d)



This reaction of 1-heptene is dominated by addition of H O to the double bond (Table 16.4), but abstraction of H-atoms cannot be completely neglected (Table 16.3): kko. = kkV (DB) + kk,. (H-abstr.)



+ 3 k,,, F("C")2 + k,,, F("C")F(CH3) + kprimF("C") = [26.3 + (3)(0.934)(1.23)2+ (0.934)(1.23)(1) + (0.136)(1.23)] x = (CH, = CH-)



10-12 cm3molecule-' s-'



= 3.2 x



lo-'' cm3molecule-' s-'



[The experimental value is 3.6 x lo-'' cm3m~lecule-~ s-'; Atkinson (1989).] Note that for the double bond we have chosen a factor for a saturated carbon, F("C"), which is not really appropriate. However, because of the dominating role of HO' addition to the double bond, an F(C=C) value is difficult to derive. Nevertheless, the result shows that estimated and experimental value are in very good agreement. Using the estimated kkV value, a t1/2,HO' 6 h is obtained.



=



Answer (e) CI\=/CHZCI



cis-I,3-dichloropropene



The reaction of cis-173-dichloropropeneis dominated by addition of H O to the double bond (Tables 16.4 and 16.5):



kHo. - kko. 1



-



= (cis-CH-C= AfGo


(6)



Since XC6Hbw, (1 M) is about 0.019 (note that the molar volume of benzene is 88.6 cm3 mol-', and, therefore, there are about 50 moles H,O in a 1 M aqueous , 6&q%i R = GE6H6=19.4 kJ.mo1-' (Table 5.2), you benzene solution), and since obtain: AfGg6H6(aq) = 123.0- 9.8 + 19.4 = +132.6 kJ-mol-' (g) and adjust it with this compound's KHvalue To obtain AfGgH,(as), use A,@, given in Appendix C (= lo2.*'bar.mo1.L-'; see also Illustrative Example 12.2): (g)+ RT1n KCH,H



AfG&, (aq>= = -50.8



+ 16.1= -34.7



kJ .mo1-l



Inserting all the A@'(aq) values into Eq. 5 then yields:



Arco



= (-



13 2.6)-(6.75)(-23 7.2)+(2.25)(-5 86.9)+(3.75)(-34.7)+0



= +17.9 kJ.mol-'



Hence, under standard conditions (i.e., all reactants and products at 1 M, and H 2 0 as pure liquid) the reaction is unfavorable. At the conditions prevailing, the A,G is given by (see Section 12.2, Eqs. 12-7 and 12-8, and Eq. 3 above): ArG = A,Go + RTlnQ, = A,Ga



+ RTln



{ HCO; } 2.25 { CH, } 3.75 { H' } 2.25



17)



IC,H,}{1}6.75



Assuming an activity coefficient, of close to 1 for HCO; ,insertion of the respective concentrations into Eq. 7 then yields: A,G = +17.9 + 2.48 In



( 1 0 - 3 ) 2 . 2 5 ( 1 0 4 )3.57 (10-7)2.25



)(1)



= +17.9 - (2.48)1n(10-31.5) = -162 kJ.mol



Thus, under the conditions prevailing in the aquifer, the reaction is thermodynamically feasible.
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Some Important Concepts About Microorganisms Microbial Ecology and Interactions Although plants and animals can transform many xenobiotic organic chemicals. from an environmental system mass balance point of view, microorganisms often play the most important role in degrading organic compounds. Microorganisms include diverse bacteria, protists, and fungi. Representatives are present virtually everywhere in nature, evcn under extreme conditions of temperature, pressure, pH, salinity, oxygen, nutricnts, and low water content. Although widely present, only a fraction of the microorganisms are metabolically active in a particular environment, depending on the conditions. Dramatic differences such as oxic (0,present) versus anoxic (0,absent) conditions (see also Chapter 14), and less visual ones like high versus low nutrient or trace metal activities, affect the particular mixture of species that are active at any one place and time. Fortunately, with respect to biotransformations of organic compounds, subtle effects may not be too important since many organisms exhibit similar biochemical pathways and capabilities. However, environmental factors such as whether oxygen is present or not can have an extremely important influence on the metabolic capabilities of the microorganisms living at a site. As an example, the biodegradation of many hydrocarbons in oxic settings is well known; however, in oxygen’s absence, these compounds are often much more persistent (Fig. 17.2). Another example would be the commonly observed transformation of some chlorinated solvents (e.g., CCl,) under highly reducing conditions, while in oxic situations these compounds are persistent (Bouwer and McCarty, 1983b; Wilson and Wilson, 1985; Fogel et al., 1986). Since factors like temperature, pH, and oxygen concentration affect the composition, growth rate, and enzymatic contents of the microbial community, perhaps it is not surprising that such environmental conditions not only influence the rates of biologically mediated transformations, but sometimes they dictate whether these processes operate at all.



Figure 17.2 Variation in time courses of naphthalene degradation by microorganisms in laboratory soil-water incubations with O2 present ( 0 ) or no 0, present (0). Data from Mihelcic and Luthy, 1988.
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Another important aspect to consider when dealing with biochemical transformations is how different microorganisms can form associations that benefit one another. It has long been recognized that “cooperating” species, termed consortia, may be required to execute a particular sequence of transformations (Gray and Thornton, 1928). For example, 3-chlorobenzoate is degraded by a consortium of bacteria (Dolfing and Tiedje, 1986). The first species removes the chlorine from the aromatic ring:



0 + + H+



O Y O



O Y O *



(17-1)



cr



3-chlorobenzoate



benzoate



The degradation is continued by a second bacterial species:



benzoate



acetate



The H2produced by this second bacterium is subsequentlyused by the first microorganism, as well as by organisms that use it to make methane from CO,. Finally, another species utilizes the acetate and releases methane:



HC ,



8, acetate



+ ti+



--



--+



CH,



+



CO,



(17-3)



methane



Since the build up of products (benzoate, H,, and acetate) is prevented, the catalytic removal of 3-chlorobenzoateby the first microorganism can continue. This example of syntrophy illustrates how cooperation of different bacteria, each exhibiting specific enzymatic capabilities, may enable the degradation of a compound that would not have been performed by a single organism. In another case, seven different microorganisms were needed to process the herbicide, Dalapon (2,2-dichloropropionic acid; Senior et al., 1976). Such findings suggest that if certain microbial species are absent or inactive so that the products of biocatalysis are not removed, overall biochemical pathways can be shut down. Microorganisms also interact via exchange of genetic material between species (Madigan et al., 2000). For example, plasmids, which are relatively short lengths of DNA, occur in many, but not all, bacteria and they have been found to code for a variety of degradative enzymes. Unlike the “normal” process in which DNA is passed “vertically” from mother to daughter during cell multiplication, plasmid DNA can be exchanged “horizontally” between non-progeny organisms. Thus, such exchange allows additional metabolic tools, or combinations of tools, to be acquired and utilized in a particular prokaryotic species. If the resulting metabolic capability proves beneficial, for example by providing a new energy or carbon source or by
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Figure 17.3 Schematic representation of the change in activation energy barrier for an enzymatically mediated reaction as compared to the analogous noncatalyzed chemical reaction.



reaction coordinate



eliminating a critical toxicant, the newly enhanced microorganism will maintain the genetic code and the derived enzymatic facility. However, should the extra tools prove not very worthwhile (i.e., not helping confer competitive advantage), then the newly acquired approaches will probably be lost. Through an amazing balance of metabolic and genetic cooperation, the microbial communities in the environment maximize their ability to live there. Since the introduction of xenobiotic organic chemicals could present new nutritional opportunities (source of C, N, S . ..) or toxic threats, it is reasonable to expect microorganisms and their community structure to change in response to unfamiliar compounds in their milieu. Enzymology Organisms facilitate reactions via two important approaches. The first approach involves the use of special proteins, called enzymes, that serve as catalysts (Nelson and Cox, 2000). These reusable “biological tools” promote substrate interactions and thereby lower the free energy of activation that determines the transformation rate (Fig. 17.3). Enzymes can lower the activation energy of reactions by several tens of kJ per mole, thereby speeding the transformations by factors of lo9 or more. Some of this reaction rate enhancement arises because enzymes form complexes with substrates; by holding the reacting compounds in an advantageous orientation with respect to one another, the enzymes facilitate substrate interaction. Additionally, enzymes include polar and charged structural components that can alter the electron densities of the bound reactants (e.g., see the use of zinc by hydrolases in Section 17.3). This lowers the barriers to breaking existing bonds and encourages new bonds to be made. Second, organisms may invest metabolic energy to synthesize reactive species. For example, before it is used to oxidize hydrocarbons, O2 is converted to a much more reactive oxidant by complexation and reducing it with a compound the organisms had to spend energy to make (see Section 17.3). This scheme is similar to one previously discussed in photochemical transformations where, by absorption of light, activated species are formed that are much more reactive (Chapter 16).
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In light of these insights, some principles controlling the types of enzymatic tools that microorganisms maintain can be inferred. First, since organisms evolved to deal with chemicals like amino acids, sugars, and fatty acids, and the corresponding proteins, carbohydrates, and lipids, we should expect much of their enzymatic apparatus is suited to performing the metabolic job of synthesizing (anabolism) and degrading (catabolism) such compounds. The corollary of this point is that recently invented chemicals with structures that differ from those usually processed by organisms are sometimes not met with a ready and abundant arsenal of suitable enzymatic tools when microorganisms first encounter them. Humans too have experienced this phenomenon: our own catabolic capabilities are specialized for handling L-amino acids (see margin); and thus synthetic D-amino acids made of the same atoms linked together in the same way but in the mirror image form can be used as food additives to stimulate our taste buds but not add to our caloric intake! Our expectation then is that structurally unusual chemicals will be somewhat refractory in the environment with respect to microbial transformations. A second key principle is that enzymes do not have perfect substrate specificity. Enzymes, although “designed” for binding and catalyzing reactions of particular chemicals, may also have some ability to bind and induce reactions in structurally similar compounds. This imperfect enzyme specificity suggests that chemicals, exhibiting some structural part very like those of common substrates, may undergo biotransformation. For example, 5-phenyl pentanoic acid may become involved with the enzymatic apparatus designed to handle fatty acids (Fig. 17.4, Nelson and Cox, 2000). Thus, a certain level of biodegradation may occur for xenobiotic chemicals with structural similarities to naturally occurring organic compounds. This is part of the basis for the phenomenon of co-metabolism (Horvath, 1972; Alexander, 198l), in which nontarget compounds are found to be degraded by enzyme systems intended for transforming other substrates. This imperfect binding specificity principle also helps us to understand why chemicals called competitive inhibitors may block the active sites of enzymes. These inhibitors are structurally like the enzyme’s appropriate substrate, enabling them to bind. But these compounds may be somewhat, or even completely, unreactive. Such enzyme inhibition appears to explain the limited microbial dehalogenation of 3-chlorobenzoate in the presence of 3,5-dichlorobenzoate (Suflita et al., 1983). In this case, 3,5-dichlorobenzoate is initially transformed to 3-chlorobenzoate:



A 3 -



-



2e-+H+_



CI



/



CI



3.5-dichlorobenzoate



CI



/



3-chlorobenzoate



&



0



+ cl-



2 e ’ + H+_



+ cr



(17-4)



/



benzoate



Subsequent degradation of the 3-chlorobenzoate does not proceed until most of the 3,5-dichlorobenzoate is transformed. The explanation for this finding is that the dichloro aromatic substrate competes with the monochloro compound for the same enzyme active site. As a result, 3,5-dichlorobenzoate acts as a competitive inhibitor of the biochemical removal of 3-chlorobenzoate. Once nearly all the dichloro
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Figure 17.4 Parallel “beta oxidation” pathways for a xenobiotic substituted benzene, 5-phenyl pentanoic acid, and a naturally occurring fatty acid, stearic acid melson and Cox, 2000).
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compound is degraded, 3-chlorobenzoate molecules can increasingly access the enzyme site and transformation to benzoate proceeds. This type of substrate-substrate interaction may be especially important for contaminants introduced as mixtures in the environment. One example is the mix of polycyclic aromatic hydrocarbons co-introduced in oil spills or in coal tar wastes. Laboratory observations of the biodegradation of such hydrocarbons show that some of these components can inhibit the removal of other compounds in the mix (Guha et al., 1999). Such results indicate that the rate of a particular chemical’s biotransformation may be a function of factors such as the presence of competing substrates interacting with the same enzyme systems. A third generality regarding the metabolic aptitude of organisms is that they always seem to have some relatively nonspecific enzymes available just for the purpose of attacking and utilizing unexpected or unwanted compounds (Schlichting et al., 2000). This may be analogous to our carrying a Swiss Army knife readily available
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to pry, hammer, pick at, slice, uncork, punch, and tweeze as the occasion presents itself. Organisms have long been bombarded with chemicals made by other species, and consequently,they have always needed to eliminate some of this chemical noise. The strategy for many bacteria often entails an initial oxidative step, converting the insulting chemical signal into something more polar. The resultant product may now fit into the common metabolic pathways; or since it is more water soluble, it may be returned to the environment. The lack of substrate specificity designed into this enzymatic capability concomitantly causes such proteins not to be especially abundant in most organisms. From the organism’s point of view, it would simply be energetically too expensive to maintain a high concentration of these enzymes (like carrying ten Swiss Army knives instead of one!) Nonetheless, this principle implies that sometimes organic chemicals, that are unusual to the relevant organisms, may be slowly degradable via the use of such relatively nonspecific enzymes. Whatever the origin of a capability for initial attack, the goal of these reactions is to transform the compound into one or several products structurally more similar to chemicals that microorganisms are used to metabolizing.As a result, after one or just a few transformations, the resulting chemical product(s) can be included in the common metabolic pathways and be fully degraded. A good example of this is the bacterial degradation of substituted benzenes. Initially these aromatic hydrocarbons are oxidized to catechol (ortho-dihydroxybenzene) or its derivatives by an oxygenase (using 0, and NADH, see Section 17.3) and a dehydrogenase:



0



NADH+ +



o x y ~ *



0,



benzene



a:: aoH c (17-5)



dehyenase-



cis-cyclohexa3,5-diene-l ,Z-diol



NADH + H+



OH



catechol



Catechol and its derivatives are also produced in the metabolism of numerous natural aromatic compounds, like salicylate or vanillate (Suzuki et al., 1991; Brunel and Davison, 1988):



salicylate



(17-7) OH



OH



vanillate



As a result, pathways are available in many microoganisms for processing dihydroxybenzene derivatives. Such continued breakdown proceeds via enzymatic pathways which open the ring between the two hydroxyl substituents (ortho cleavage) or adjacent to them (meta cleavage). The resulting chain compounds are
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converted to small, useful metabolites. Thus for nonsubstituted aromatic compounds, the initial oxidation of the aromatic ring is the key to delivering the xenobiotic compound into pre-existing catabolic pathways. Exceptions exist to this tendency for ready incorporation of the initial transformation products of xenobiotic compounds into a common pathway. First, occasionally a product is formed which is unreactive in subsequent steps in a particular microorganism. Such partially degraded compounds have been referred to as dead-end metabolites (Knackmuss, 1981). An example of this is the 5-chloro-2-hydroxymuconic acid semialdehyde produced by the meta cleavage of 4-chlorocatecholby a particular pseudomonad species:



’ qoHCCH0 * OH



OH I



I



meta-cleavage



.



Cl 4-chloro-catechol



COOH



(17-8)



CI 5-chloro-2-hydroxymuconic acid semialdehyde



Apparently, the presence of the chloro substituent blocks the next reaction, which normally operates on 2-hydroxymuconic acid semialdehyde to produce 2-0x0-pent4-enoic acid: OH



-



e\C OCHO O H



-



E e H z



~



2-hydroxymuconic acid semialdehyde



fCOOH



(17-9)



2-oxo-pent-4enoic acid



If a meta-cleavage pathway is the only one available to a particular microorganism, then the 5-chloro-2-hydroxymuconicacid semialdehyde (Eq. 17-8) will accumulate unless another “initial” biotransformation is performed on it. Another exception to the tendency for initial biotransformation products to be readily directed into subsequent steps in common metabolic pathways involves the formation of so-called suicide metabolites (Knackmuss, 1981). These problematic products result when the biological transformations yield a compound which subsequently attacks the enzymes involved. If this attack debilitates one of these enzymes, the successhl operation of the relevant metabolic pathway is stopped.An example is the production of acyl halides from 3-halocatechol in certain microorganisms (e.g., Bartels et al., 1984):



PH &OH



X 3-halo-catechol



meta-cieavage_



( 17- 10) an acyl halide



Such acyl halides react rapidly with nucleophiles, and consequently these com-
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pounds may bind to nucleophilic moieties (e.g., -SH) of the enzyme near the site of their initial production: (17-1 1) The resulting change in the enzyme’s structure may prevent its continued operation, such as is seen for the meta-dioxygenase which formed an acyl halide from 3-halocatechol. Thus, if biodegradation of the original compound (e.g., 3-halo-catechol) is to proceed, either a rapid hydrolysis of the acyl halide must occur before it can do damage (Mars et al., 1997; Kaschabek et al., 1998) or another metabolic pathway such as ring opening “distal” to the halogen (i.e., between the 1 and 6 carbons, Riegert et al., 1999) must be utilized. By avoiding these potential metabolic pathway problems, many xenobiotic compounds are successfully biotransformed after a suitable initial enzymatic attack is made. Finally, we should recognize that not all of the enzymes which organisms are genetically capable of producing are always present (i.e., they are not constitutive). In response to a new stimulus, such as the introduction of an organic compound, organisms can turn on the production of appropriate enzymes. Those enzymes are referred to as inducible. This process of gearing up for a particular metabolic activity may make the description of the rate of a pollutant’s biotransformation somewhat complicated because a time of no apparent activity, or a Zagperiod, would be seen. There are other possible reasons for lag periods including: 1. enzymes that are already available are “repressed” (made to be ineffective) and some time must pass or some condition must change before they are altered so as to become active, 2. time may be required for a few bacteria to multiply to significant numbers (see Section 17.5),



3. an interval may be necessary for mutations to enable development of enzymes able to perform new or more efficient transformations,



4. plasmid/DNA transfers may be required to allow existing microorganisms to develop or combine suitable enzymatic tools, or 5. it may simply be that particular species of microorganisms must “immigrate” to the environmental region of interest or that cysts or spores that are present must germinate. These phenomena exhibit very different timescales, ranging from minutes for enzyme induction and derepression to days for sufficient population growth to undetermined lengths of time for ‘‘successful’’mutations. Thus one or more of these factors may make it difficult to predict how fast a chemical in a particular environmental setting will undergo even the initial step of biodegradation.
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Biochemical Strategies of Microbial Organic Chemists Our goal now is to learn to anticipate if an organic compound is biodegradable. In this effort, we will think like an organic chemist. Looking at the structure of a particular compound, we first direct our attention to the functional groups present. Next, we imagine the conversions needed to change the substrate’s structure so it becomes a more desirable product (e.g., more easily degradable, less toxic). Finally, we consider the catalysts and reagents available for use. Two steps will help us see how microbial chemists do this. First, we discuss what occurs when various chemical functionalities are exposed to microorganisms. This approach reveals that there are only a modest number of reaction types that these microbial organic chemists use to initiate the breakdown of xenobiotic compounds. These include (Table 17.1): 1. hydrolysis through enzymatically mediated nucleophilic attacks (rxns 17-12, 13, 14), 2. oxidation using an electrophilic form of oxygen (rxns 17-15, 16, 17), 3. reduction by a nucleophilic form of hydride (rxn 17-18) or reduced metals like cobalt (mn 17-22), 4. additions (e.g., using electrophilic carboxyl or nucleophilic hydroxyl) or free radical H-abstraction and addition of fumarate (rxns 17-19,20,21). Recognizing these types of microbial reactions, we need to discuss what biochemical tools are available. The pertinent tools are the enzymes (catalysts) and coenzymes (reagents); so the chemical nature of these biomolecules and the mechanisms employed to change substrate structures will be examined in the second part of this section. As a result, we can anticipate which mechanisms will be used as a means of initial attack (Table 17.1) given the structure of the organic compound of interest (Le., its functional groups). Further, we can see what cosubstrates ( e g , 02,) are needed and that may be limited in the environment in which the microorganism lives. Additionally, this will provide a basis for understanding some of the mathematical expressions describing the rates of bioreactions when enzymeassociated processes limit the overall biotransformation rate (i.e., steps 2, 3, or 4 shown in Fig. 17.1). Chemical Structure-Biodegradability Studies



In order to identify structural features of organic compounds that enhance or inhibit their biodegradability, recent studies have sought structure-biodegradability relationships (e.g., Boethling et al., 1994; Gamberger et al., 1996; Rorije et al., 1999; Loonen et al., 1999; Tunkel et al., 2000). In these efforts, data are assembled quantifying a compound’s ease of biodegradation on a scale from “labile” to “recalcitrant”. For example, Japanese investigators examined the ability of microorganisms in aqueous suspensions to degrade about 900 organic chemicals exhibiting a diverse range of functional groups (the MITI data set; Takatsuki et al., 1995). A readily degradable substance was defined as one that experimentally showed consumption of dissolved O2 exceeding more than 60% of the theoretical oxygen demand needed for complete mineralization of the organic chemical
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Table 17.1 Important Metabolic Approaches and Tools of Microorganisms for Initiating the Breakdown of Organic Pollutants Chemical / Environmental Factors



Metabolic Approach and “Tools”



Uneven Electron Density Due to Heteroatoms; Oxic or Anoxic Environment then nucleophilic attack, e.g., via -CH,-S-



1. If leaving group on sterically accessible position



(1 7-12) then hydrolysis with a) base catalysis (e.g., serine-0-) or b) acid catalysis (Znz+and -COO-)



2. Ifester-like structure (2 = C , P, or S; X = 0, S, or NR)



(17-13)



9f=X



+ L



(17-14)



HO



Generally Even Electron Density; Oxic Environment 3. If x , n electrons (N or S), alkyl rs-electrons



then oxidation via electrophilic oxygen (e.g. Fe(’qO-)



(17-15)



(17-16)



.. w n H- CH,



Enz-.q.



HO- CH,



_ c _ f



4. If aliphatic -C(=O)- , -OH have partially oxidized / reduced carbon atoms



then reduction I oxidation via nucleophilic H- transfers (e.g., from NAD(P)H) and Lewis acid catalysis (e.g., Znz+)



+do



HZF;’



-H’



Enz



fN



Enz in+



(17-17)



+



H-k-R, OH I R,



(17-18)
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Table 17.1 (cont.) Metabolic Approach and “Tools”



Chemical / Environmental Factors Generally Even Electron Density; Anoxic Environment



then H-abstraction via -9 radical and addition to fumarate



5. If benzyl, allyl, alkyl cs-electrons



(17-19)



6. If alkene



then addition of water



(17-20)



then addition of carboxyl group via -B-COOH



7. If enol (including phenol)



(17-21)



Sterically LimitedAccess Due to Substitution; Anoxic (Micro)Environment 8. If polyhalogenated



then electron transfer from metals (Go(’),FeV)) to halogen and addition of H+to the compound



H\



,c=



CI



IC‘



YCl



i



-



CI



(17-22)



within 28 days. The databases were then statistically analyzed looking for structural features of the substrates that widely correlate with the empirical biodegradability observations using an optimization of equations like (Tunkel et al., 2000):



Y, = a , + a,fi + a & + ... + a d , + a,,MW + e, where y1



is the probability of chemical’s “ready biodegradation”



a,



is the model intercept



a,



is the optimized coefficient for the nthstructural fragment



(17-23)
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is the number of occurrences of structural fragment n in the chemical



amw is the optimized coefficient for the compound’s molecular mass



MW is the compound’s molecular mass e, Table 172 Examples of Fragment Coefficients (Eq. 17-23) Indicating How a Given Structural Moiety Influences the Aerobic Biodegradability of a Compound (from Tunkel et al., 2000). fragment n -CHO -C(O)OR -C( O)NR, -C(O)OH -OH mw



arom.- NO,



coefficient a”



+o .34 cO.28 +o .22



ca. cO.2 ca. cO.1



-0.001 -0.03 -0.04 -0.1 -0.24



is the equation’s error term with mean value of zero



For oxic conditions, data such as the MITI results have been analyzed using Eq. 17-23 or more complex mathematical forms. Several structure--biodegradability tendencies are found. First, it is widely seen that compounds including hydrolyzable groups like carboxylic acid esters (C(O)OR), amides (C(O)NR,), and anhydrides or phosphorus acid esters are readily degraded (Boethling et al., 1994; Rorije et al., 1999; Loonen et al., 1999). This tendency is reflected in the positive coefficients in the optimized linear model (Table 17.2). Perhaps this result is not surprising since such structural features are very common in proteins, polysaccharides, and lipids and therefore in all organisms on earth. Thus all organisms have hydrolytic enzymes that process such functional groups (see Section 17.6). Next, the presence of hydroxy (-OH), formyl (-CHO), and carboxy (-COOH) moieties usually indicate a compound’s biodegradation will be facile (Tunkel et al., 2000). Again, such oxygencontaining moieties are very common in the primary metabolites of organisms (e.g., tricarboxylic acid cycle metabolites). Consequently, xenobiotic compounds that contain such functional groups are generally degraded with available microbial enzymes under aerobic conditions. In contrast, some structural features consistently diminish the ease of biodegradability (see fragments with minus sign in Table 17.2). For example, chloro and nitro groups, particularly on aromatic rings, are seen to correlate with chemical recalcitrance (Boethling et al., 1994; Klopman and Tu, 1997; Rorije et al., 1999; Loonen et al., 1999; Tunkel et al., 2000). Although such moieties do occur in natural products, they are part of the so-called secondary metabolic pathways, implying that lesser transformation activities typically occur in most organisms. Further, certain structural features like quaternary carbons (CR,R,R,R, with no R = H) and tertiary nitrogens (NR,R,R, with no R = H) appear to discourage biodegradability. Again, we do not usually find these features in primary metabolites. Hence the enzymatic tools needed for transforming the naturally occurring analogs of xenobiotic substrates tend to be present at lower activities or even not at all. Examples would be oxidases like cytochrome P450 or dehaloreductases; such enzymes are inducible (i.e., their synthesis is turned on when suitable substrates are present), but they may not be maintained at high activities. Such structure-activity relationships (e.g., the fitted Eq. 17-23) of aerobic biodegradationprove capable of predicting qualitatively a compound’s lability in 80 to 90% of the cases. As one might expect, structural influences on biodegradability exhibit fragment-fragment “interactions” that complicate the simple models that treat each functional group in isolation (Loonen et al., 1999). For example, the presence of a carboxylic acid moiety improves the degradability of an otherwise recalcitrant aromatic substrate; conversely, the addition of a halogen to a chlorinated compound disproportionately diminishes the biodegradability of that substance under aerobic conditions.
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Another approach to capturing such interactions involves using “artificial intelligence rules” to anticipate biodegradability (Gamberger et al., 1996). In this approach, a specific compound is expected to be readily biodegradable if it fulfills a set of conditions. For example, Gamberger et al. (1996) developed a rule like: A compound is readily degradable if (1) it has one C - 0 bond, AND (2) it has no quaternary carbons, AND ( 3 ) it has no rings. Using the MITI database, these workers were able to correctly classify most compounds with only six such rules. One should note that specific chemical groups may influence biodegradability differently between oxic and anoxic conditions (Rorije et al., 1998). Fragments like hydroxyls, carboxyls, and esters encourage biodegradability under both conditions, implying the biological reagents are insensitive to 0,. However, a prominent distinction involves increased halogenation. This structural feature tends to facilitate biodegradation under anoxic conditions but retards transformation in oxic systems. This observation indicates that the biological reagents of anaerobes (e.g., reductive dehalogenases) operate in the absence of 0, (see below). Unfortunately, the databases necessary to explore structure-activity trends in anoxic environments are far less extensive than the corresponding sets under oxic conditions. These structure-activity considerations give us many useful insights. For example, one may use them to improve chemical designs so that the compounds can accomplish the technical tasks for which they are prepared (e.g., acting as a herbicide), but not cause subsequent environmental damage when their use is completed. Further, one can potentially foresee treatment procedures that take advantage of alternating oxic and anoxic conditions to complete the degradation of mixtures of diverse organic compounds. However, these data do not allow quantitative estimates of biodegradation rates, parameters that we would need to anticipate the fates of specific compounds in environmental and engineered systems. For those parameters, we need to examine the specific processes that limit the overall biodegradation of xenobiotic compounds of interest to us (see Sections 17.4, 17.5, and 17.6). Nonetheless, studies of structure-biodegradability allow us to focus on a modest number of reaction types that microorganisms use widely to initiate the breakdown of xenobiotic compounds (Table 17.1). The major focus in the discussions below is on the chemical nature of the enzymatic catalysts and coenzymes used in the initial transformation step. We will also pay some attention to the details of these enzymatic mechanisms. This will provide a basis for understanding how mathematical expressions describing the associated transformation rates can be derived when enzyme-catalyzed reactions limit the overall biotransformation rate (i.e., steps 2, 3 or 4 shown in Fig. 17.1). Hydrolyses The first important metabolic approach used by microorganisms to initiate transformations of xenobiotic compounds involves hydrolyses. This set of reactions can occur under all environmental conditions. Also the enzymes that catalyze these degradation reactions are typically constitutive (ie., always present), although their activity levels can be regulated (e.g., hydrolytic dehalogenases, Janssen et al., 2001).
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Table 17.3 Some Microbially Mediated Hydrolysis Reactions Substrate



Product(s)



alkyl halides



wcl + HO , S+



+



H,O



+



H,O



S+ S+



CH,CI,



-



Reference +



O -H



+



Cl



-



-



a



H'



b



H,CO



+



2C;



+



2 ;



C



esters



c l & ~ ~



+



CI



permethrin (insecticide) arnides



cyJNr 7



CI



e



propanil (herbicide) carbarnates



"tomH I



+ co,



CH,NH,



+



"W



f



carbofuran (insecticide)



diuron (herbicide) phosphates



0 CH30-+-



IlS+



I



CH,



/



- COOCHPCH,



S- C(i



OCH,



COOCH,CH,



-



f:



CH,O-+-OH



I OCH,



CH,



+



/



- COOCH,CH, h



HS-cY



COOCH,CH,



malathion (insecticide)



paraoxon (insecticide)



'



al., 1987a,b; Keuning et al., 1985; Kohler-Staub and Leisinger, 1985; Maloney et al., 1988; Chiska and Keamey, 1970; Ba,rtha, 1971;fChaudry and Ali, 1988; Ramanand et al., 1988; Englehardt et al., 1973; Rosenberg and Alexander, 1979; Munnecke, 1976



a Scholtz et
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By examining the reactants and products of microbial hydrolysis transformations (Table 17.3), we see that xenobiotic organic compounds react at the same structural positions as expected for reactions with HO- or H 2 0 (see Chapter 13). That is, the target compound always exhibits a central atom that is electron deficient (indicated by St) and thus is susceptible to nucleophilic attack. For example, when a compound has an electronegative leaving group, L, bound to a saturated carbon allowing backside access (see also Fig. 13.I), then the following biologically mediated reaction occurs: (17-24)



As for comparable abiotic hydrolyses, these biochemical transformations yield alcohols. Likewise, when we have carboxylic acid esters or related compounds (Section 13.3), we have net bioreactions:



(17-25) where Z is C, P, or S and X is 0, NR, or S. Again as for abiotic hydrolyses of esters and amides, these biochemical transformations yield acids and corresponding alcohols or amines. Such transformations facilitate release of the xenobiotic compound from the organism back into its aquatic environment and/or enable the continued catabolic breakdown of the substance. When mediated by microorganisms, hydrolyses generally proceed faster than the comparable abiotic reactions (e.g., Munnecke, 1976; Wolfe et al., 1980~).Since the cytoplasmic pH of organisms is not particularly different from the range of pH values seen in natural waters, these organisms must be using enzymatic methods to facilitate these reactions. First, organisms use strong nucleophiles (e.g., -S-) in an enzymatic context to make the initial attack. Moreover, they can bind the hydrolyzable moiety with an electron-withdrawing substituent to enhance the rate of attack in a manner analogous to what we have seen in acid- or metal-catalyzed hydrolyses (Chapter 13.3 and 13.5). Also, the enzymes hold the reacting species in the right positions with respect to one another, thereby enhancing the rate of their interaction by reducing any unfavorable entropy change of reaction (i.e., making a negative A S of the catalytic step more positive). The combination of such influences greatly hastens the biological process over nonenzymatic mechanisms. Some examples of the enzymes that accomplish hydrolyses are detailed in the following. Biological Hydrolysis ofAlhyl Halides with Glutathione. One widespread hydrolysis approach used by organisms involves the use of the tripeptide, glutathione (GSH):



HS



GSH



critical thiol moiety
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This tripeptide (y-glutamic acid-cysteine-glycine) contains a thiol moiety which is an excellent nucleophile. In other enzymatically catalyzed hydrolyses, another amino acid nucleophile, the carboxylate anion of aspartate, is used (Li et al., 1998; Janssen et al., 2001). In both cases, the leaving group is displaced in an S,2 reaction process (see Chapter 13.2). Focusing here on GSH, compounds susceptible to nucleophilic attack like halides and epoxides have been found to be transformed using GSH in the first step (Vuilleumier, 1997).For example, this is the case for dichloromethane (Stucki et al., 1981; Kohler-Staub and Leisinger, 1985): (17-26) This reaction is mediated by an enzyme called a glutathione transferase, which facilitates the encounter of GSH and the compound it is attacking (Mannervik, 1985; Vuilleumier, 1997). Formation of the GSH adduct (i.e., the compound formed when the two reactants are attached to one another) permits the attack of water on the previously chlorinated carbon; and since the resulting intermediate is not particularly stable in this case, it decomposes, releasing formaldehyde and regenerating glutathione in a reaction much like the dehydration of gem-diols:



H+ "adduct"



(17-27)



The overall result is equivalent to hydrolysis of both of the original carbon-chlorine bonds: CH,CI,



+



-



H,O



CH,O



+



2H+



+



2CI-



(17-28)



In sum, the excellent bionucleophile, GSH, is used to get the reaction started, and subsequent hydrolysis steps cause it to go to completion. The process works well enough that some bacterial species (e.g., a Hyphomicrobium isolate) can grow on methylene chloride as its sole source of carbon (Stucki et al., 1981). This microorganism is also capable of degrading other dihalomethanes, CH2BrC1, CH2Br2,and CH212(Kohler-Staub and Leisinger, 1985). As mentioned above, other dehalogenases rely on moieties of amino acids like cysteine (Keuning et al., 1985; Scholtz et al., 1987a, b) or aspartic acid (Li et al., 1998: Janssen et al. 2001) contained within the protein structure. Like GSH-transferases, these enzymes first form the enzyme adduct: Enz-Nu:



+



R-X



-



Enz-Nu-R "adduct"



+



X-



(17-29)
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Illustrative Example 17.2



What Products Do You Expect from Microbial Degradation of l,2-Dibromoethane (EDB?) Problem Ethylene dibromide (EDB, also 1,2-dibromoethane) is a xenobiotic compound used as a gasoline additive and a soil fumigant. What initial biodegradation product would you expect from this compound?



Answer Br-CH2CH2-Br



From the structure of this organic compound, we note the presence of a good leaving group, Br-, attached to a saturated carbon accessible from the back side. Thus, we anticipate microorganisms would begin to degrade this compound using a nucleophilic attack on the carbon to which the bromide is attached, with subsequent hydrolysis of the enzyme adduct: Enz-Nu-



+ Br-CH,CH2-Br



-+Enz-Nu-CH,CH,-Br + Br-+ Enz-Nu-+ HO-CH,CH,-Br



Thus the expected initial product is 2-bromoethanol. This is what Poelarends et al. (1999) found when they examined a Mycobacterium that could grow on EDB. Perhaps not surprisingly, they also found the second bromide was subsequently hydrolyzed too: Enz-Nil- + Br-CH,CH,-OH



+ Enz-Nu-CH,CH,-OH + Br+ Enz-Nu- + Cd>CH,



making the product, ethylene oxide. This product was ultimately mineralized to CO, and H,O.



In a subsequent step, the enzyme adduct then detaches the alkyl group as an alcohol product. Sometimes, monohalogenated compounds act as growth inhibitors because the adduct formed is difficult to hydrolyze and thereby incapacitates the enzyme (recall suicide metabolites). However, assuming the adduct can be hydrolyzed, then the enzyme is prepared to serve again.



Enzymatic Hydrolysis Reactions of Esters. Xenobiotic compounds containing esters or other acid derivatives in their structures (e.g., amides, carbamates, ureas, etc., see Table 17.3) are often readily hydrolyzed by microorganisms. To understand how enzymatic steps can be used to transform these substances, it is instructive to consider the hydrolases (i.e., enzymes that catalyze hydrolysis reactions) used by organisms to split naturally occurring analogs (e.g., fatty acid esters in lipids or amides in proteins). The same chemical processes, and possibly even some of the same enzymes themselves, are involved in the hydrolysis of xenobiotic substrates.
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We begin by considering the enzymes using the hydroxyl group of serine (Bruice et al., 1962; Fersht, 1985) or the thiol group of cysteine to initiate the hydrolytic attack: hydroxyl group



serine in a peptide chain



thiol group



cysteine in a peptide chain



These amino acid functional groups play the role of nucleophiles and attack electron-deficient central carbons or other central atoms (e.g., P, S) in esters or other acid derivatives. Hence, the enzymatic mechanism in this case operates similarly to the base-catalyzed process discussed in Chapter 13.3. The general process proceeds by the following steps (Fig. 17.5). First, the substrate associates with the free enzyme (I) in a position suited for nucleophilic attack. To improve the ability of the nucleophile to form a bond with the electron-deficient atom, other amino acids (e.g., histidine and aspartic acid) may assist in this and subsequent steps by proton transfers (this group of amino acids is often referred to as the “charge relay system”). This amounts to converting the serine or the cysteine to the more nucleophilic conjugate bases, RO- or RS-, respectively (see I1 in Fig. 17.5). Subsequently, the nucleophile attacks, forming a tetrahedral intermediate (111) much as we saw previously in the chemical hydrolysis process (Section 13.3). Decomposition of this intermediate leads to the release of an alcohol, an amine, or another leaving group from the original compound. Continued processing involves enzyme-assisted attack of water on the enzyme adduct (IV, again with the help of the charge relay system) and release of the acid compound. Experience with various carboxylic acid esters and amides shows that either initial attack (the “acylation” step shown from I1 --+ IV) or release of the acid compound (the “deacylation” step shown from IV+ I) can be rate limiting, depending on the kind of compound hydrolyzed. For amides, the initial attack and release of an amine is often the slow step (Fersht, 1985), since these nitrogen compounds are very strong bases and thus poor leaving groups. In contrast, esters often have the deacylation steps as the bottleneck to reaction completion (Fersht, 1985). Since ionizable groups of various amino acids play critical roles in these hydrolysis reactions, such hydrolases exhibit some sensitivity to the medium pH. Generally, these enzymes operate best at near-neutral pHs, since more acidic conditions protonate the histidine and thereby negate its involvement. Another approach for hydrolysis of acid derivatives utilizes metal-containing hydrolases (see I in Fig. 17.6). In these enzymes, a metal, for example a zinc atom, is included in the active site of the enzyme (Fersht, 1985). The process begins with the association of the carbonyl oxygen (or its equivalent in other compounds) with a ligand position on this metal (11). As we found for the acid-catalyzed hydrolysis mechanism discussed in Chapter 13.3, this association with an electropositive metal
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Figure 11.5 Schematized reaction sequence showing the hydrolysis of an ester by a serine hydrolase (Fersht, 1985).



atom causes the central atom (e.g., a carbonyl carbon in an ester) to be even more electron deficient. The result is a very susceptible position for attack by nucleophilic moieties, such as the carboxylate of a nearby glutamate. An anhydride-type tetrahedral intermediate is formed (111), resulting in the release of the alcohol portion of the original ester (IV). The new enzyme-acid complex is more suited to attack by water than the original compound. Thus attack by water on (V) ultimately leads to the severance of the acid’s covalent linkage to the glutamate (VI). Ligand exchange at the zinc permits the release of the acid product. Thus, this overall biological hydrolysis operates analogously to an acid-catalyzed abiotic reaction.
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I



I



acylation step



deacylation step



FH+



111



IV



Figure 17.6 Reaction sequence for hydrolysis of an ester by a zinccontaininghydrolase (Fersht, 1985).



Now recognizing that hydrolases use mechanisms parallel to abiotic “base” and “acid” catalysis mechanisms, we can anticipate how the rates of transformations of related xenobiotic compounds will vary. This may help us understand and/or develop predictive relationships between the rates of biological and comparable chemical hydrolyses as long as these processes are rate limited by similar mechanisms. Empirically, it is found that enzymes that catalyze hydrolysis are not always very selective within a structurally related group of xenobiotic compounds. This was noted for enzymes induced by various kinds of substrates including halides (Keuning et al., 1985; Scholtz et al., 1987a b; Li et al., 1998), phenyl amides and ureas (Englehardt et al., 1973), and phosphoric and thiophosphoric esters (Munnecke, 1976; Rosenberg and Alexander, 1979). Also, hydrolysis enzymes suited for attack of xenobiotic compounds are commonly constitutive. Thus Wanner
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et al. (1 989) were not surprised to see biodegradation of some hydrolyzable insecticides with no’lagperiod, after these compounds were spilled into the Rhine River. To sum, if a (xenobiotic) organic compound contains a hydrolyzable functionality, one should anticipate that microorganisms will attack at that point of the structure.



Illustrative Example 17.3



What Products Do You Expect from Microbial Degradation of Linuron? Problem Linuron (see structure below) is a herbicide used by potato, rice, and wheat farmers. What initial biodegradation product would you expect from this compound?



Answer From the structure of this compound, you see two good leaving groups in the chlorides, C1-, but you note that they are attached to electron-rich carbons (note n electrons) that cannot be approached from the back side. Hence, we do not expect microorganisms to use a nucleophilic attack displacing those chlorides. You also note the presence of an “amide” group (more accurately, an urea); in this case, R-Z(=X)-L is R-C(=O)-NHR. Thus, microbial attack likely starts with hydrolysis of this part of the structure: Enz-Nu-



+ R-C(=O)-NHR



+ Enz-Nu-C(=O)-R + NH,R -+Enz-Nu-+ R-C(=O)-OH



Thus, we anticipate the initial products are 3,4-dichloroaniline and N-methyl, N-methoxy-carbamic acid. This is what was found by Englehardt et al. (1973) for this compound using a hydrolyzing enzyme purified from a Bacillus sp.:



linuron



(CO,



I



fast



+ CH,NHOCH,)



In their studies the enzyme activity decreased when reagents were added that complex with thiols; hence it was concluded that cysteine was probably the key enzymatic nucleophile. The production of this enzyme could be induced by exposure of the bacteria to various phenylamide- or phenylurea-containing herbicides and fungicides. The enzyme was also capable of hydrolyzing a variety of other phenylamides and phenylureas, albeit at somewhat different rates.
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Oxidations Involving Electrophilic Oxygen-Containing Bioreactants



The second approach used by microorganisms to initiate the degradation of xenobiotic organic compounds involves the use of electrophilic forms of oxygen to oxidize organic substrates. Since 0, in the environment is not very reactive with most organic compounds (see Eq. 14-40 and associated text), organisms must invest metabolic energy to convert this oxygen into a more effective oxidant. Generally, this involves enzymes with metals (e.g., oxygenases) and coenzymes like NAD(P)H (see below). If both atoms of oxygen from 0, are transferred, the enzymes are called dioxygenases. In contrast, monooxygenases deliver only a single oxygen atom. Since 0, is a co-substrate, this approach is generally only possible in oxic environments (Table 17.1 for reactions 17-15, 17-16, and 17-17). The bio-oxidants that are formed are highly suited to attacking organic molecules by attracting the most readily available electrons in the substrates’ structures (Table 17.4). Often these are n-electrons of aromatic rings and carbon-carbon double bonds: dioxygenase (0,)



rnonooxygenase (0,)



+



‘ 6 II /c\



+



‘f’



/\



-



-



0-C-A



+ I



dioxygenase



rnonooxygenase



+



(17-30)



I



0-G>



/”\



+



*.;ic-\‘\.



(17-3 1)



HO ,



an epoxide



In other structures, these are the nonbonded electrons of sulfur or nitrogen: rnonooxygenase (0,)



+



R,$ ,.,



..



R,



In the absence of such n- and n-electrons, oxidation can involve the o-electrons of carbon-hydrogen bonds (Ullrich, 1972; White and Coon, 1980, Guengerich and MacDonald, 1984): monooxygenase (0,)



+



‘1



7’3 H



RirR3 (17-33) R,



rnonooxygenase



+



+



HO ,



H/O



Whether one oxygen atom or two oxygen atoms are transferred to the organic chemical, the key that permits these reactions to occur is the attraction of the biologically produced oxidant to the electrons of the organic chemical. Thus it is clear that organisms can accomplish this by using an enzymaticallyprepared form of electrophilic oxygen. Recognition of these “electrophilic attack” approaches of microorganisms for executing oxygenation reactions enables us to make important predictions regarding such biotransformations. For example, if we consider attack of phenol by the electrophilic oxygen of a monooxygenase, we might expect that the compound reacts like an enol:
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(17-34) phenol



0



11



CC' H



and the n-electrons adjacent to the hydroxyl moiety are most nucleophilic. Hence, we are not surprised to see the addition ortho (but not meta) to the hydroxyl moiety as seen for phenol monooxygenases (Suske et al., 1999):



Tautomerization_



-



"keto-form''



"enol-form"



monooxygenase(FAD)- 0- OH



+H+



+



(catechol)



+



monoaygenase(FAD)- OH



For alkenes, the presence of n-electrons encourages the reaction to occur at the double bond rather than at saturated positions of the molecule: monmxygenase(Fe)- 0



-



A -



-



moncoxygenase(Fe)-



monooxygenase(Fe)



I



(17-36) 0



-*AH H



+



CH3



Furthermore, one might expect that electron-withdrawing substituents on aromatic systems (e.g., positive CT values) make the n-electrons of the ring system less nucleophilic and thus the rate of attack of the electrophilic oxygen on that ring slower. This is consistent with observations on a series of substituted benzoates where steric factors do not dominate (Knackmuss, 1981):



CH3



CHI



coj=



-0.06



0



-0.16



0.22



0.23



CI



Br



0.37



0.40



CI



0.59



0.74



(see Table 8.5) faster biodegradation



intermediate



slower biodegradation



This trend in relative biodegradability is consistent with a situation in which the ratelimiting step involves an electrophilic attack on the n-electrons of the ring. Such data also illustrate how variations in chemical structure may affect the rates of biotransformations.
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Table 17.4 Some Microbially Mediated Oxidations Substrate



Product



Reference



%electron attack



a H



toluene



OH



cis-I ,2-dihydroxy-3-methyC cyclohexa-3,5-diene



b CI



H



trichloro-oxirane (trichloro ethylene oxide)



trichloroethene



n-electron attack



C



aldicarb



a-electron attack



3



so,



A



e



0



0



camphor



alkane



d



s0,-



4-(3-dodecyl)-benzenesulfonate



R-CH,



OH



-



R-CH,OH



alcohol



A



R--CHO



aldehyde



-



f



R- COOH carboxylic acid



~~



Gibson et al., 1970; Yeh et al., 1977; Little et al., 1988; Jones, 1976; Swisher, 1987; Hedegaard and Gunsalus, 1965; Conrad et al., 1965;fRatledge, 1984.
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An Example of a Biological Oxygenation: Cytochrome P450 Monooxygenases. Organisms have developed a very interesting approach for preparing and using electrophilic oxygen. We illustrate this methodology with the case of cytochrome P450 monooxygenases, a widespread and well-studied bio-oxidation system (Ullrich, 1972; White and Coon, 1980; Guengerich and MacDonald, 1984; Groves and Han, 1995; Peterson and Graham-Lorence, 1995; Schlichting et al., 2000). The active site of these enzymes is an iron held within an organic ring system called aporphyrin. The metal-ring system combination is called a heme and is carried within a protein environment:



iron porphyrin



protein



The entire iron-porphyrin-protein complex is called a cytochrome and such proteins are important electron-transfer components of cells. Generally, access to the macromolecular region in which the oxidation reactions occur is via a hydrophobic “channel” through the protein (Mueller et al., 1995). As a result, organic substrates are transferred from aqueous solution into the enzyme’s active site primarily due to their hydrophobicity and are limited by their size. This important feature seems very appropriate: hydrophobic molecules are “selected” to associate with this enzyme, and these are precisely the ones that are most difficult for organisms to avoid accumulating from a surrounding aquatic environment. After substrate:enzyme complex formation, (I -+ I1 in Fig. 17.7), the enzyme begins to be prepared for reaction. The iron atom is converted from Fe”’ to Fe” by an enzyme called a reductase and a reduced nicotinamide adenine dinucleotide, NAD(P)H, generated by a separate energy-yielding metabolism (111). Then molecular oxygen is bound by the iron (IV). Next a second electron is transferred to the iron-oxygen complex, again ultimately from NAD(P)H. The resulting anionic oxygen quickly protonates, and we now have a biologically produced analog to hydrogen peroxide (V like HO-OH). Subsequent steps form an electrophilic oxygen (illustrated by [Fe’”-O]+’ in Fig. 17.7 intermediate VI). This highly reactive species can now attract electrons from a neighboring source. Not coincidentally, since the
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RH



H+



fr"..



I



/fe-



y



E(P)H-



cytochrome P450 reductase



111



V IV



Figure 17.7 Reaction sequence for oxidation of an organic substrate, RH, by a cytochrome-P450 monooxygenase (after Ullrich, 1972, Schlichting et al., 2000).



e- + H+ from NAD(P)Hcytochrome P450 reductase



enzyme has bound an organic chemical earlier in the sequence, the electrophilic oxygen sees this chemical as its first opportunity to acquire electrons. The ultimate result is the addition of an oxygen atom to the substrate. Often the product itself is reactive (e.g., an epoxide), and it may subsequently add H,O. The product is now more polar than the original substrate, and it will tend to escape the nonpolar protein to the surrounding aqueous cytoplasm if it is not further degraded. Certain very specialized organisms can survive on their unique abilities to execute difficult oxidations. For example, bacteria called methanotrophs use a
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monooxygenase to degrade methane, and white rotfungi use a peroxidase to oxidize lignin, the refractory polymer in woody tissues. These organisms must exhibit quite high activities of such enzymes to allow them to survive. Interestingly, methane monooxygenase and lignin peroxidase have been found to be quite capable of oxidizing many organic pollutants too (e.g., Wilson and Wilson, 1985; Fogel et al., 1986; Bumpus et al., 1985; Hammel et al., 1986; Chang and Cohen, 1995, 1996; Chang and Criddle, 1997; Alvarez-Cohen and Speitel, 2001). Most other organisms do not maintain high levels of nonspecific monooxygenases, but such metabolic tools are ubiquitous in aerobic organisms. Thus, we can anticipate that in the presence of molecular oxygen, biooxidation of xenobiotic organic compounds will occur, albeit sometimes slowly relative to biological processing of more typical metabolites. The products of such oxidation reactions may be more effectively returned to the aquatic medium or catabolized in subsequent enzymatic steps.



Illustrative Example 17.4



What Products Do You Expect from Microbial Degradation of Vinyl Chloride in an Oxic Environment? Problem Vinyl chloride (VC) is the monomer from which the common polymer, polyvinyl chloride, is produced. Hence, VC is produced on a very large scale. Not surprisingly, occasional releases of the rather toxic VC to the environment occur. What initial biodegradation product would you expect from VC if it were released into an oxic environment?



J



CI



chloroethene (vinyl chloride, VC)



Answer From the structure of this compound, you see a good leaving group in the chloride, C1-. But since the chloride is attached to a carbon that is enveloped by a n-cloud of electrons (see Fig. 2.6a), it cannot be approached by an electron-rich nucleophile as used in microbial hydrolases. Hence, we do not expect microorganisms to use a nucleophilic attack and a hydrolysis approach. But noting the presence of the n-cloud of electrons, an initial metabolic attack using an electrophilic “bioreagent” might be expected. Thus, microbial attack in oxic environments likely starts with use of an oxidase on this part of the structure: Enz-Fe(lV)-O H



CI



-



Enz-FdV)-O-



Enr-Fe(Il1)



CH,-CHCI



1



+



&c,



Thus, we anticipate the initial product is the corresponding epoxide. This is indeed what was found by Hartmans and de Bont (1992) for VC degraded using a monooxygenase from a Mycobacterium aurum, a bacterium found to be capable of growth on VC as its carbon and energy sources.
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Reductions Involving Nucleophilic Electron-Rich Bioreactants



A third prominent set of biologically mediated reactions used for the initial transformations of xenobiotic compounds are reductions. As discussed in Chapter 14, reduction reactions entail transferring electrons to the organic compound of interest. Microbially mediated reductive transformations involve the same structural moieties that are susceptible to abiotic reductions (Table 17.5). The common characteristic for the structures at the point of reduction is that electron-withdrawing



Table 17.5 Some Microbially Mediated Reductions



Substrate



Product(s)



Reference



carbonyl group



-



0



II



C H ‘



HC ,’



CH, -OH



H,C-



a



ethanol



acetaldehyde nitro group



NO, 2,4,6-trinitro-toluene (TNT)



NO 2,6-dinitro-4-nitrosotoluene



NHOH



NH,



K(4-methyl-3,5-di-nitropheny1)-hydroxylamine



4-amino-2,6-dinitrotoluene



sulfoxide and sulfone groups



-



0



I1



/.%



CCI, carbon tetrachloride CICH,CH,CI 1,2-dichloroethane (ethylene chloride) CI\



,= CI



,CI CI



tetrachloroethene



C



dimethyl sulfide



dimethyl sulfoxide (DMSO)



halides (reductive dehalogenafion)



..



A\



_f



CHCI, chloroform H2C= CH, ethene (ethylene) H\



F1



,c= c\



CI



f



CI



trichloroethene



Gottschalk, 1986 Sornrnerville et al., 1995; Vorbeck et al., 1998; Pak et al., 2000; Weiner et al., 1988; Zinder and Brock, 1978; Griebler and Slezak, 2001; Castro et al., 1985; Holliger et al., 1992; fGantzer and Wackett, 1991; Glod et al., 1997a; Wohlfarth and Diekert, 1999. a
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heteroatoms are causing the formation of oxidized central atoms (recall Tables 2.5 and 2.6): 0 I1



RIyC\R2 C(+")



CI I



R-r-C'



0



+ //



R-N



CI



\ -



0



N(+IN



C(+lll)



0



II



R, - S-R,



II



0 S(+")



Due to the electron-withdrawing nature of the attached heteroatoms, the oxidized C, N, and S atoms prove to be quite amenable to nucleophilic attacks in which electrons are added to the central atom. This is an important strategy employed by microorganisms for beginning the degradation of such compounds.



Biological Reduction by Alcohol Dehydrogenases. Bioreductions of atoms doubly bound to oxygen are consistent with a mechanism for attack that would involve a nucleophilic form of hydrogen. Indeed such bioreductants occur in organisms. The reactive portion of one such reductant, the nicotinamide ring of NADH or NADPH (referred to as NAD(P)H), is:



(17-37) k NAD(P)H



R NAD(P)+



hydride



This molecule has the marvelous property of holding a nucleophilic form of hydrogen on the ring at the position opposite to the nitrogen atom. This hydrogen is encouraged to be "thrown off' as hydride (H:-) since a stabilized aromatic n-electron system can be established using the nonbonded electrons of the N atom. The hydride is added to the electron-deficient part of an organic substrate being reduced. NAD(P)+ can later be reduced back to NAD(P)H as a result of other metabolic processes (e.g., tricarboxylic acid cycle). To illustrate the role of NAD(P)H in reductive reactions, we consider a class of enzymes called alcohol dehydrogenases (Fersht, 1985). This group of enzymes is ubiquitous, and they have been studied extensively in a variety of organisms (e.g., bacteria, yeast, mammals). These enzymes catalyze the conversion of alcohols (R,R,CH-OH) to carbonyl compounds (R,R,C=O) and vice versa (e.g., first reaction in Table 17.5) by facilitating the interactions of the substrate of interest with NAD(P)+/NAD(P)H. Note that although such enzymes are called dehydrogenases indicating they facilitate the oxidation of the substrate by H, removal (alcohol -+ carbonyl + H,); they can also catalyze reductions in the opposite direction. Hence these enzymes are members of the oxidoreductases (enzymes that catalyze oxidations and reductions). In the following, we examine this interaction in some detail to gain insights into the factors governing the overall rates. Alcohol dehydrogenases enable NAD(P)H to reduce carbonyls as shown in Figure 17.8. First, the enzyme (I) binds the reductant (i,e., NAD(P)H) at a position
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\c



NAD(P)H



Figure 17.8 Reaction sequence for reduction of a carbonyl compound by a dehydrogenase (Fersht, 1985).



advantageous for interaction with the compound to be reduced (11). Next, the carbonyl oxygen of the organic substrate associates with an electron-accepting moiety (111); in the figure this involves the carbonyl associating as a ligand with a zinc atom in the enzyme (displacing a water molecule that previously occupied the position in 11). The complexation of the oxygen of the organic substrate with the zinc serves to draw more electron density away from the carbonyl carbon, as well as to orient the organic substrate suitably for interaction with the previously bound NAD(P)H. Now the hydride carried by NAD(P)H can attack the carbonyl carbon, reducing this hnctional group to an alcoholic moiety in a two-electron transfer step (I11 -+IV). Acquisition of a proton (ultimately from the aqueous medium, but initially from acidic groups near the reaction site) completes the structural changes and results in the release of the alcohol product from the enzyme (IV -+ V). Finally, the oxidized NAD(P)+ must be discharged from the enzyme; a new reductant must be bound, and only then can the reaction proceed again.
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Several of the above-mentioned steps could limit the overall rate of this transformation (Fersht, I 985): binding of NAD(P)H, binding of the carbonyl compound, bond making and breaking in the reduction reaction, release of the alcohol, and release of the NAD(P)+. For the reduction of aromatic aldehydes (Ar-CHO) with dehydrogenase, release of the product alcohol controls the overall rate of the process (IV -+ V); but for acetaldehyde (CH,CHO) reduction by this same enzyme, it is hydride attack that is rate limiting (I11 -+ IV). These differences should remind us that particular enzymes exhibit some specificity with respect to the chemicals they process. Overall, the transformation proceeds because organisms utilize reactive reductants (NAD(P)H) and because the enzyme lowers the free energy of activation for the reaction to proceed (recall Fig. 17.3). NAD(P)H is required in the bioreductions of many xenobiotic compounds. However, NADH or NADPH are not necessarily the entities that directly react with the organic substrate. Rather, the prosthetic groups of other enzymes are themselves reduced by NAD(P)H, and the resulting reduced enzyme components are the actual reactants involved in bond making and breaking of the xenobiotic substance. A prominent set of examples involves the flavin-dependent oxidoreductases. The key reactive portion in these flavoproteins is the three-ring flavin (FAD) which is reduced by NAD(P)H to FADH,:



B fH+



&pNH2 N



NAD(P)+



( 17-38)



FADH,



I R NAD(P)H reducing FAD



The resulting flavin can now participate in either hydride transfer or a pair of 1-electron transfers since it can exist in three stable oxidation states:



FADH ’



FAD



FADH, y



0



- 1 1



R=



0



I1



H?



Hi; H I



HO



-



OH



2
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Due to the variety of enzymatic environments in which FAD/ FADH’/FADH, can be held, enzymes that contain them exhibit redox potentials ranging from -0.45 to +0.15 V at pH 7 (Bugg, 1997). Xenobiotic compounds whose structures suggest they can be reduced via free radical mechanisms or via hydride transfers may be reduced by such flavoproteins.



NO*



An example of a xenobiotic compound reduced through the actions of such flavoproteins is TNT (trinitrotoluene). This compound is transformed by oxygeninsensitive nitroreductases (referred to as type I) that convert aromatic nitro groups sequentially to nitroso- and then hydroxylamino- moieties (Somerville et al., 1995; Vorbeck et al., 1998; Pak et al., 2000):



TNT



ArN02 nitro-



+2e-



-



+ 2H+



H20



+2e-



ArNO



- ArNHOH



+ 2H+



nitroso-



(17-39)



hydroxylamino-



Most nitroreductases found in bacteria to date fall into this type I category. Type I nitroreductive transformations may be limited by the first of two electron transfers in a tight sequence of one-electron transfers since the enzymatic rates correlate with the corresponding E&(ArNO,) (see Eq. 14-32) values (Riefler and Smets, 2000). However, it has also been noted that the free energies of the one-electron and twoelectron reductions correlate with one another, and therefore this thermodynamic data may not distinguish between the one- vs. two-electron possibilties (Nivinskas et al., 2001). A second type of nitroreductase, referred to as Type 11, is also known for anaerobic organisms (Somerville et al. 1995; Kobori et al., 2001). These enzymes are susceptible to disruption by 0, and are believed to proceed stepwise through oneelectron transfers. Such enzymes are capable of catalyzing the degradation of nitroesters like nitroglycerin (Blehert et al., 1999): 0



-



-R ~ o A.o-



0 ll l 1 eRnO.+O-



1 e-



R-0



0-



-



nI 9 : ~ H+ 0



R-OH



+



NO,



(17-40)



A distinguishing feature is that nitrite (NO,) is released from the organic compound. These reductases are also flavoproteins and serve to demonstrate the reactive versatility of the flavin moiety.



Biological Reduction With Reduced Metals in Enzymes. Some reductions occur on organic substrates whose structures are not suited to “hydride” attack at the carbon. For example, in the case of bromotrichloromethane, the bulky chloride moieties sterically block a nucleophile’s approach to the highly substituted carbon:



(17-41) R



NAD(P)H
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CI CI tetrachloroethene a vinyl halide (chlorines on unsaturated carbon)



2,3,4,5,6-pentachlorobiphenyl an aryl halide (chlorines on unsaturated carbon)



In the case of vinyl and aryl halides, the n-electron clouds deter approach of a hydride to the carbons. Yet, microbially mediated reductions of polyhalogenated compounds have long been shown to occur (Hill and McCarty, 1967; Parr and Smith, 1976; Bouwer and McCarty, 1983a,b; Vogel et al., 1987; Egli et al., 1987; Ganzer and Wackett, 1991; Mohn and Tiedje, 1992). Recent studies have even reported reductions of aryl (Woods et al., 1999) and vinyl halides (Magnuson et al., 1998; Wohlfarth and Diekert, 1999; Magnuson et al., 2000). In these cases, transition-metal coenzymes (e.g., with reduced Fe, Co, or Ni) have been found to be capable of reductively dehalogenating these chemicals (e.g., Wood et al., 1968; Zoro et al., 1974; Krone et al., 1989a, b; Gantzer and Wackett, 1991; Holliger et al., 1992). As a first example, Castro and co-workers (Wade and Castro, 1973ab; Castro and Bartnicki, 1975; Bartnicki et al., 1978; and Castro et al., 1985) extensively documented the reactivities of one such set of bioreductants, the heme proteins (see cytochrome P450 discussed above), with various alkyl halides. During respiration, electrons are transferred to the iron atoms in cytochromes, causing those irons to be in their Fe(I1) state. In this state, the cytochromes have low reduction potentials (i.e., Ei(W) values between 0 and 0.4 V), thermodynamically sufficient to reduce many halogenated compounds (see Table 14.3 and Fig. 14.4).These hemes have also been shown capable of reducing other hnctional groups such as nitro substituents (-NO,, Ong and Castro, 1977). Based on studies of hemes outside their protein carriers, the reaction sequence is thought to begin when the halogenated compound is complexed with the reduced iron atom in an axial position (Fig. 17.9). Lysis of the carbonhalogen bond occurs after an inner sphere (i.e., direct) single-electron transfer from



P + L halogenated substrate reduced heme in protein, complexed with ligand, L



t RX



/



+ (e.g., H source lipids)



Figure 17.9 Reduction of an akyl halide by a heme-protein such as cytochrome P450 (after Hanzlik, 1981; Castro et al., 1985).



1 oxidized heme + X- + RH



dt:{\



2 oxidized hernes + X- + RH
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the iron to the accessible halogen (not the central carbon). For isolated hemes in solution, this is the rate-limiting step. The result is a very stable halide product (X-) and a highly reactive carbon radical (R’).Since free radicals are formed, dimers can occur as products: CCI,



+



e-



2 ‘CCI,



-



(17-42)



+ cl



CCI,



(17-43)



cI,c-ccI,



When R’ escapes and collides with a good H donor (e.g., unsaturated lipids), a hydrogen is abstracted, yielding RH and “damaging” the structure of the H-donor (Hanzlik, 1981): (17-44)



R ~ +R ~



“damaged”



H ‘-donor



Finally, should a second reduced heme provide a second electron to R’, a carbanion would be formed which would immediately be protonated on entering any surrounding aqueous cytoplasm or solution:



a Fe(ll)heme



R’



Fe(lll)heme



HZO



Ri



HO-



-



(17-45) RH



Alternatively, if a suitable leaving group is present at a vicinal position (e.g., in hexachloroethane, HCA), elimination may result forming the corresponding unsaturated compound (e.g., tetrachloroethene, PER): Fe(ll)heme



Fe(lll)heme



cI,c-tcI,



CI3C- CCI,



(17-46)



+ CI-



HCA



CI,C-



-



CCI,



Fe(ll)heme



Fe(l1l)heme



..



[cI,c-ccI*]-



- cIzc=ccIz +



CI-



( 17-47)



PER



In the case of polychlorinated ethenes, cobalt-containing enzymes have been found to be capable of using reduction reactions to dechlorinate these compounds (Neumann et al., 1996; Schumacher et al., 1997; Magnuson et al., 1998,2000): CI,C=CXCl+ Enz-Co(1) + H+ + + HClC=CXCl + Cl- + Enz-Co(II1)



(17-48)



where X = H, F, or C1. With only one exception, all the enzymes studied to date that catalyze this type of bioreduction on a vinyl carbon have been found to contain a corrinoid cofactor, that is, a ring system containing a cobalt much like an iron porphyrin (I in Fig. 17.10, Wohlfarth and Diekert, 1999). Studies using a particular corrinoid, cobalamin or vitamin B 12, indicate that this reduction process is feasible when the cobalt is reduced to its +I state and exhibits a redox potential of about
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\ BH



I



\ \ BH



Figure 17-10 Reduction of tetrachloroethene by a cobaltcontaining reductase (after Glod et al. 1997a; Wohlfarth and Diekert, 1999).



-ci-



-350 mV (Gantzer and Wackett, 1991; Glod et al., 1997a; Shey and van der Donk, 2000). The resulting "super-reduced corrinoid" is both a very strong nucleophile, and it is also capable of transferring a single electron to the halogens of substrates like tetra- and trichloroethene (see I1 + 111in Fig. 17.10). The radical anion product releases chloride (Cl-) (111+ IV in Fig. 17.lo), apparently leaving a very short-lived vinyl radical! This radical is very quickly reduced, possibly by the nearby Co(I1) atom (IV -+ V in Fig. 17.10). Upon protonation, the substrate has had one of its previously bound halogens replaced by a hydrogen. The enzyme has returned to its Co(II1) base state (I in Fig. 17.10), awaiting reduction to the Co(1) condition before the cycle can be repeated. The key products of this sequence acting on trichlorethene prove to be cis- and trans-dichloroethene (as opposed to 1,l-dichloroethene), since the initial electron reductions are favored at the carbon with the most chlorines attached.
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This mechanism apparently shifts to an addition reaction across the double bond for less chlorinated compounds like the dichloroethenes and vinyl chloride (Glod et al., 1997b):



..n



u



Enz- Co(l) + HXC= CHCl + H+



-



Enz- Co(Ill)- CXH- CH,CI



(1 7-49)



The addition product is then reduced and breaks down, yielding chloride and the Co(I1) form of the enzyme: e-



n +



n



E n r Co(”1)- CXH- CH,



r



- CI



-



(17-50)



The cis- and trans-lchloroethenes reacting by this addition mechanism are transformed more slowly than the tetra- and trichloroethenes that could form them and more slowly than the vinyl chloride that their reactions would form. Thus, these particular dicblorocompounds accumulate when microorganisms reduce tetra- and trichloroethene in anoxic environments contaminated by these solvents (see Glod et al., 1997b and references therein). Reduction reactions of 1,1-dichloroethenewith the super-reducedcorrinoids are more likely to form the very toxic product, vinyl chloride. Amazingly, some microorganisms are capable of using halogenated compounds as terminal electron acceptors (McCarty, 1997; Schumacher et al., 1997; Fetzner, 1998; Wohlfarth and Diekert, 1999). This amounts to these bacteria using compounds like tetrachloroethene instead of 0 2 , NOT, or SO:- to “breathe”! Several factors may limit the overall rate of enzymatic reductive reactions. First, the electron transfer to the reactive metal (e.g., Co, Fe, or Ni) may be limiting. It is also possible that access of the organic substrates to the reduced metals contained within enzyme microenvironments may be limited. Mass transfer limitation is even more important in intact bacterial cells. For example, Castro et al. (1985) found that rates of heme-catalyzed reductive dehalogenations were independent of the heme content of the cells. In summary, organisms can use biological reductants such as NAD(P)H, capable of hydride transfer (two electron transfer), and reduced flavoproteins and metalloproteins, capable of single electron donation. Although not necessarily intended to interact with xenobiotic organic compounds, when such organic chemicals come in contact with suitably reactive bioreductants in vivo, reductions can occur.



Illustrative Example 17.5



What Products Do You Expect from Microbial Degradation of DDT in a Reducing Environment? Problem



1,1,1-Trichloro-2,2-di(4-chlorophenyl)ethane (DDT) is an insecticide used widely in the past against mosquitos. What initial biodegradation product would you expect from DDT if it accumulated in a reducing environment?
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Answer From the structure of this compound, you see a good leaving group in the chloride, C1-, on several parts of this compound’s structure. But since the chlorines are attached to a carbon that is also substituted with three other large groups, or they are on aryl carbons, they cannot be approached readily from the back side by an enzymatic nucleophile as used in microbial hydrolases. Hence, we do not expect microorganisms to use a nucleophilic attack and a hydrolysis approach.



DDT



Since the environment is reducing, you infer that 0, is absent. Thus, an initial metabolic attack using an electrophilic form of oxygen would not be expected. Rather a nucleophilic reduction of the trichloromethyl group appears most likely since the three chlorines in close proximity may attract electrons from a reduced enzymatic prosthetic group ( e g , a reduced metal, Mered): Enz-Mered -t Cl-CCl,-R



+ H’ + Enz-Me”” + C1- + H-CC1,



-R



(1)



analogous to the reduction of carbon tetrachloride (CC1,) to trichloromethane (CHC1,) shown in Table 17.5. CHCI,



c



~



L



H



DDD



The predicted product, 1,l-dichloro-2,2-di(4-chlorophenyl)ethane(DDD), is indeed ~foundcto be iformed from DDT in a variety of anoxic systems like sewage sludges and sediments (Montgomery, 1997).



Additions of Carbon-Containing Moieties or Water



Lqo-



-0



fumarate



0



8,-



HO



bicarbonate



A final strategy used by microorganisms to initiate the degradation of xenobiotic organic compounds involves adding carbon-containing groups or water to the substrate. Two such carbon-containing groups are fumarate and bicarbonate (see margin). These transformations chiefly occur when the xenobiotic compound structure does not contain any functional group susceptible to attack under the conditions that apply. For example, such additions are seen in anoxic environments where use of electrophilic forms of oxygen held by oxygenases is precluded. By attaching carbon-containing moieties, the resulting addition compounds prove to be much more susceptible to further degradation, and so “investment” of reactants like fumarate proves to be worthwhile to the microorganism. The chemistries of these additions are described below so that we can anticipate where they are likely to apply. Fumavate Additions. One strategy used by some microorganisms to initiate the transformations of some organic compounds involves the addition of fumarate to the substrate:
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To accomplish this, the enzymatic catalyst uses a site containing a free radical (Eklund and Fontecave, 1999).For example, in the enzyme, benzylsuccinate synthase, a free radical is formed from a glycine in the protein chain (see margin; Krieger et al., 2001). This glycyl radical can abstract a hydrogen atom from a nearby cysteine residue and begin a catalytic cycle (I + I1 in Fig. 17.11; Spormann and Widdel, 2000). The cysteine-S-yl radical can subsequently abstract a hydrogen atom from suitable sites on the target organic substrate (I1 + IV). Benzyl and ally1 hydrogens are especially reactive since the free radicals formed are resonance stabilized; hence compounds like toluene, xylene, cresols, and methylnaphthalene have been found to be transformed in this way (Beller and Spormann, 1997; Miiller et al., 1999; Arnweiler et al., 2000; Miiller et al., 2001). The substrate radical can now add to the double bond of fumarate, held in the active site of the enzyme (V). Returning the previously abstracted hydrogen from the sulfanyl moiety to the addition product yields the original organic substrate with a succinate (-OOC-CH2-CH2-COO-) added to the position of easiest hydrogen abstraction (VI). This addition product can be converted to the corresponding coenzyme A derivative which is now more readily degradable. For example, toluene is converted to benzoyl-CoA, a central intermediate in the anaerobic degradation pathway of many anaerobic substrates (Harwood and Gibson, 1997; Heider and Fuchs, 1997):



Due to the involvement of free radicals, this biological strategy is “poisoned” by the presence of the diradical, 02. Recently, evidence for this microbial transformation initiation strategy has also been seen for alkanes incubated in anaerobic cultures (JSropp et al., 2000; Rabus et al., 2001). In one case, a denitrifying bacterium was involved, while in the other case, the alkane was metabolized by a sulfate-reducing organism. Consistent with the hydrogen abstraction-fumarate addition mechanism (Fig. 17.11), succinate was found attached to the subterminal carbons of alkanes like hexane and dodecane: H3C-CH,-(CY),CH,



-



H3C-CH-(CY),CH,



-



HOOC- CH- CHZ- COOH



I



H3C- CH- (CH,),



C H3



(17-53)



This secondary carbon position offers the best combination of “free radical stability” and ability to approach the enzyme’s reactive site. This addition product could be further transformed to yield 2-carboxy-substituted compounds (So and Young, 1999), derivatives that are subsequently used in pathways involving fatty acids. Carboxylations. Another approach used by microorganisms to initiate the degradation of some xenobiotic organic compounds in anoxic settings involves converting the substrate to a carboxylated derivative:
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J



Figure 17.11 Sequence of reactions showing the action of benzylsuccinate synthase on m-xylene (after Spormann and Widdel, 2000).



HOOC &'*OH



RH+HCO;



-+



R-COO-



+



HZO



(17-54)



Such transformations have long been recognized for organic compounds capable of enolketo interconversions:



enol form



keto form



Examples include phenols, cresols, and chlorophenols, and these compounds have been found to be degraded after an initial carboxylation (Tschech and Fuchs, 1989;
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Figure 17.12 Enzymatic carboxylation reaction in which CO, from bicarbonate is held by a base (e.g., biotin) and magnesium, so as to present an electrophilic carbon to an enol-containing substrate (after Dugas, 1996).



Bisaillon et al., 1991; Rudolphi et al., 1991; Heider and Fuchs, 1997; Huang et al., 1999). Such aromatic compounds exhibit some nucleophilicity in the n-electrons at their ortho and para positions, and they may attack electrophiles held enzymatically. Under anaerobic conditions, bicarbonate can be bound by enzymes containing metals like magnesium and cofactors like biotin to form an electrophile (see I -+ I1 in Fig. 17.12). When an enol attacks the carbon derived from the bicarbonate (111), a carboxylated derivative of the original substrate is formed (IV). Tschech and Fuchs (1989) have observed carbon isotope exchange in the carboxyl position of 4-hydroxy-benzoate, implying the reversibility of this addition reaction. After an initial aromatic ring carboxylation, further degradation can proceed via the benzoylCoA pathway (Heider and Fuchs, 1997). An important extension of this carboxylation strategy has recently been suggested by Zhang and Young (1997) who studied the degradation of two polycyclic aromatic hydrocarbons (PAHs), naphthalene and phenanthrene, in a sulfate-reducing sediment. The naphthalene was found to be converted to 2-naphthoic acid and the phenanthrene to phenanthrene carboxylic acid (see below). Further degradation to C 0 2 was rapid after the presumptive initial carboxylation. Possibly carbon dioxide derivatives can be made so electrophilic by enzymatic interactions (shown



734



Biological Transformations



as interactions with a metal, Me+, and a base, B:, see Fig. 17.12) that even the n-electrons of PAHs are able to attack and add a carboxyl group.



mcoo/



naphthalene



m/



&coo/



/



/



phenanthrene



Hydrations of Double Bonds. Finally, a few scattered observations indicate that anaerobic microorganisms can use water to begin the degradation of isolated double bonds. Schink (1985a) reported that 1-hexadecene was degraded in the absence of 0, to CH, and CO,. He found that 1-hexadecanol(i.e., the product of 1-hexadecene hydration) was also degraded by the same microorganisms without lag phase, consistent with his hypothesis that this alcohol was an initial metabolite of the alkene. Likewise, he also found that acetylene (H-C EC-H) was hydrated to form acetaldehyde (H,CCHO) in the initial anaerobic transformation of that alkyne (Schink, 1985b). Similar reactions are known for natural compounds like the hydration of oleic acid to 10-hydroxystearicacid (Yang et al., 1993).



However, the enzymology of alkene and alkyne hydration is not well known. Recently, Meckenstock et al. (1999) discovered that the enzyme responsible for anaerobic hydration of acetylene contains a tungsten atom and an [Fe-S] cluster. This may hint that the enzyme uses the tungsten as a Lewis acid to activate the double bond. Possibly, the [Fe-S] cluster then serves to deliver a hydroxide as known in many common metabolite hydrations (Flint and Allen, 1996). Having introduced an oxygen moiety in an initial hydration, anaerobic bacteria may now be able to continue the biodegradation of such compounds.



Rates of Biotransformations: Uptake Having seen the major types of biologically mediated initial transformations of xenobiotic compounds, we now consider the processes that determine the biotransformation rates. These processes include (Fig. 17.1): transfers from unavailable to bioavailable chemical species, substrate uptake, enzymatic catalysis of substrate transformation, and microbial population growth. Recognizing the ratelimiting process for situations of interest is a critical step toward including biotransformations in mass balance models aimed at characterizing the fates of specific compounds in environmental and engineered systems of interest. Substrate Bioavailability and Uptake Kinetics



The first process that can limit initial biotransformation rates involves delivery of the organic substrates from the environment to the microorganism’s exterior. This
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corresponds to a case in which step 5 in Fig. 17.1 is rate-limiting. This situation is commonly referred to as a matter of bioavailability. Often, organic compounds are distributed among more than one interchanging gaseous, liquid, or solid phase in environmental systems.A classic example involves the occurrence of an organic pollutant in sediment beds as both a “dissolved-in-thepore-water’’ species and as a “sorbed-to-the-particles” species (see Chapter 9). If substrate molecules are “buried” in media that do not permit direct transfer into the microorganisms, then the overall degradation sequence may be limited by the chemical’s rate of transfer from such unavailable forms to a bioavailable one. For the case of unavailable sorbed molecules needing to move into an aqueous solution in which microorganisms occur, this would involve the rate of desorption:



(17-56) where



kdesorb is the rate constant reflecting mass transfer of an unavailable i species to become biologically available i [TI]



(MsIV,)is the mass of solids per total volume (M solid . L-3) [i]sOrb,dis the concentration of the chemical species (e.g., sorbed) that is not directly available for biological interactions [M M-’ solid] Kid is the equilibrium solid-water distribution constant [L3M-’ solid] (see Chapter 9) [iIw is the concentration [M L-3] of the bioavailable chemical species (e.g., dissolved if these solute molecules are taken up by the microorganisms)



Xw



is the fraction of the compound present in the bioavailable form (e.g., fraction dissolved as discussed in Chapter 9)



When kdesorb is very slow (or even zero as when the compound is encapsulated in an so we can neglect the second term in the authigenic mineral), [ilsorbed>> gradient driving transfer. In this case, we refer to the compound as experiencing sequestration. The parameter, ( l-Aw), quantifies the extent of a compound’s sequestration in a particular case of interest when we are justified to assume that the dissolved fraction is equal to the bioavailable fraction. Quantitative evaluation of kd&, is taken up in Section 19.5. When transfers of molecules from media where the microorganisms do not occur (e.g., solids, NAPLs, gases) to phases where they are present (e.g., in water) are not rate-limiting, then it is possible that uptake by the microorganisms can be the slowest step in the sequence. Such a situation implies that the chemical fugacity of the chemical of interest in that system is not equal to the chemical fugacity inside the cells where the relevant enzymatic apparatus occurs. Now we have a case in which the rate of biodegradation is expressed:
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where kuptakeis the rate constant reflecting mass transfer of a bioavailable i species outside the organisms to i inside the organisms [ P I



(F‘,/K)



is the volumetric fraction occupied by water (-)



[i], reflects the concentration of chemical species that is directly available for biological uptake [M L-3] [i]bio is the substrate concentration within the organisms [M Mi:]



Kibiois the equilibrium biota-water distribution constant [L3 M& (See Chapter 10) This does not mean that only dissolved molecules can be directly taken up by the organisms! Rather, it means that uptake is proportional to the difference in chemical activities/fugacities between the outside and the inside of the organism. When , so this latter quotient can be neglected. uptake is limiting, then [i], >> [i]bio/Kl%io One consequence of the presence of multiple chemical species is that the bioavailability of the compound of interest is reduced by a factor that relates the concentration “driving” chemical uptake (e.g., dissolved) to the total concentration (e.g., dissolved plus sorbed). Hence, we see that a compound’s bioavailability in this case is quantified by the fraction which is pushing chemical uptake (i.e.,X,,>in Eq. 17-57 when we assume the dissolved species plays this role). The parameter, kuptake,can have different physical meanings depending on the situation. For example, if the relevant microorganisms occur embedded in afloc (a suspended aggregate of microorganims) or a biofilm (a natural polymeric coating containing cells on a solid surface), then this mass transfer coefficient must reflect the substrate’s diffusivity in the floc or biofilm and the average distance into the film . (film thickthat the compound must diffuse [i.e., kuptakeis proportional to Dibiofilm ne~s/2)-~].Rittmann and McCarty (2001) have developed a comprehensive treatment of such biofilm kinetics. Stewart (1998) has reviewed information on substrate diffusivities in microbially generated polymeric media. Alternatively, kuptake, may represent the rate constant associated with transfers from immediately outside the cell to the interior spaces where the relevant enzymes occur. In this case, we need to focus on how long it takes for microorganisms to be equilibrated with medium in which they occur (step 1 in Fig. 17.1). This requires an evaluation of the time for chemicals to be transported from the outside of the microorganisms across their cell envelope to the relevant enzymes. The cell envelope of bacteria differs from species to species (Sikkema et al., 1995) and can even be changed by a single microbial strain in ways that affect cross-membrane transport in response to environmental conditions (e.g., Pinkart et al., 1996; Ramos et al., 1997). However, a general description is useful in the context of molecular
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Figure 17.13 Barriers separating periplasmic enzymes (gram-negative bacteria) and cytoplasmic enzymes (gram-negative and grampositive bacteria) from substrates in the surrounding environment (Madigan eta]., 2000).



uptake. First, bacterial envelopes exhibit one of the following series of chemical barriers (Fig. 17.13, Madigan et al., 2000). In so-called "gram-positive bacteria" (named because they stain with a particular dye), the outside of the cell is separated from the inside by two barriers: a porous cell wall made from a mix of peptides and sugars and a lipid bilayer. This contrasts with the "gram-negative bacteria" (which do not stain with the same dye) that use three barriers: an outer lipopolysaccharide membrane, a thin peptide-sugar cell wall, and an inner cytoplasmic lipid membrane. These barriers separate the cytoplasmic and periplasmic enzymes from organic substrates that occur in the exterior environment. The lipid membranes are a few nanometers thick. They contain proteins whose role is to actively transport particular target chemicals across these nonpolar barriers. The outer membranes of gram negative bacteria also have protein channels called porins that allow passage of small polar and charged substrates. For the most part, nonpolar chemicals move across the layers of the cell envelope by passive diffusion (Nikaido, 1979; Konings et al., 1981; Sikkema et al., 1995; Bugg et al., 2000). Experimental observations using nonmetabolizable compounds like trichlorobenzene (Ramos et al., 1997; Ramos et al., 1998) and metabolically incompetent mutants with phenanthrene (Bugg et al., 2000) show that passive transfer nonpolar compounds occurs quickly, taking only seconds to minutes. Since passive permeation into cells occurs on time scales of hours or less, nonpolar compounds that are somewhat recalcitrant (i.e., lasting for days or more in the environment) are probably not limited by their ability to enter microorganisms from surrounding aqueous media. This expectation is supported by the observations that the relative rates of dehalogenation of a series of a,c+dichlorinated alkanes by resting cells of Rhodococcus ewthror?olis Y2 uaralleled the results using: a uurified
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dehalogenase enzyme (Damborsky et al., 1996). Clearly the transport of these hydrophobic substrates to the dehalogenase enzyme in the cells did not control the overall degradation. Recently, it has been shown that a mechanism, referred to as an eMux pump, exists to actively transport nonpolar substance out of some bacteria (Ramos et al., 1998; Bugg et al., 2000). This partially explains why some microorganisms are capable of maintaining the integrity of their membranes and surviving in situations where high concentrations of hydrophobic substances occur. We should also note that microorganisms have “water-filled pores” (porins) through their exterior membranes (Fig. 17.13) which permit the passive entrance of small hydrophilic substances (Madigan et al., 2000). In studies of enteric bacteria, passive glucose uptake exhibited transmembrane uptake time scales of less than a millisecond (Nikaido, 1979). Thus, the rate of passive uptake of small, hydrophilic molecules (< 500 molecular mass units) via membrane pores of bacteria is not likely to cause them to avoid biodegradation for prolonged times. Porins are somewhat selective. Larger hydrated chemical species diffuse in more slowly. Negatively charged chemicals experience electrostatic repulsions that limit their ability to enter. This may explain the situation for highly charged organic compounds like ethylene diamine tetraacetate (EDTA) which are thought to be recalcitrant because of slow or nonexistent passive uptake by most microorganisms. Only cation-complexed (e.g., with Ca”) forms whose charge is neutralized appear suited for uptake (see Egli, 2000).
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However, active uptake mechanisms have now been found in some bacteria for various xenobiotic organic anions. These include 4-chlorobenzoate (Groenewegen et al., 1990), 4-toluene sulfonate (Locher et al., 1993), 2,4-D (Leveau et al., 1998), mecoprop and dichlorprop (Zipper et al., 1998), and even aminopolycarboxylates (Egli, 2001). Such active uptake appears to be driven by the proton motive force (i.e., accumulation of protons in bacterial cytoplasm). These transport mechanisms exhibit saturation kinetics (e.g., Zipper et al., 1998), and so their quantitative treatment is the same as other enzyme-limited metabolic processes (discussed below as Michaelis-Menten cases). Finally, assuming bioavailability and biouptake do not limit the rate of biodegradation, then we expect the biodegradation kinetics to reflect the rate of growth due to utilization of a substrate or the rate of enzyme processing of that compound (both discussed in more details below). In these cases, the rate of biotransformation, kbl0, has been studied as a function of the substrate’s concentration in the aqueous media in which the microorganisms or enzymes occur. Hence, for an environmental system, we can write:
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( 17-58)



where kbio is a pseudo first order biodegradation rate coefficient ('I?). The parameter,f;, , again serves to quantify the bioavailability of the chemical relative to its total concentration in the system and the coefficient, kbio, represents the rate of processing a fully available chemical species. Now we need to examine the processes that likely dictate the magnitude of kbio,and we consider two situations in the following. In the first case, the rate of growth of a population of microorganisms may be controlled by the utilization of the organic chemical of interest, and when this is so, the rate of cell number multiplication controls the overall rate of chemical loss (step 7 in Fig. 17.1). Since long ago microbial population growth was mathematically modeled as a function of a limiting substrate by Monod (1949), this type of situation will be referred to here as a Monod-type case. In contrast, when a specific enzyme-mediated reaction limits the overall rate of removal of a chemical of interest (steps 2,3 and 4 in Fig. 17.l), we shall refer to this as a Michaelis-Mententype case. Almost 100 years ago these investigators developed a mathematical model reflecting the dependency of the rates of enzymatic processes on substrate parameters (Nelson and Cox, 2000).



Rates of Biotransformations: Microbial Growth Monod Population Growth Kinetics In the following, we consider situations in which the concentration of the chemical of interest to us limits the growth of the degrading microorganisms (step 7 in Fig. 17.1). Such situations may occur when there is a large new input of a labile substrate into the environment. To illustrate, let's examine the removal of p-cresol by a laboratory culture (Fig. 17.14; Smith et al., 1978). In this case, microorganisms that could grow onp-cresol were enriched from pond water. When a suspension of these microorganisms at lo7 cells. L-' (corresponding to about 1 to 10 pg biomass per liter) was exposed to a 40 to 50 p M solution ofp-cresol (ca. 5000 pg substrate .L-'), it initially appeared that the chemical was not metabolized because no change in pcresol concentration could be detected. In this case, since the microorganisms were selected to be metabolically competent to degrade p-cresol, it can be assumed that the apparent absence of degradation was not due to their enzymatic deficiencies. Rather, initially the microbial population was too small to have any discernible impact on the p-cresol mass. Obviously, the cells multiplied very quickly in the period from 2 to 16 hours (Fig. 17.14), and when they finally reached abundances greater than about lo9 cel1s.L-', enough bacteria were present to cause significant substrate depletion. Thus, to describe the time course of this chemical removal in such cases, the microbial population dynamics in the system has to be quantified.This can be done using the microbial population modeling approach developed by Monod (1949). We begin by considering the relationship of cell numbers to time for a growing population limited by a substrate like p-cresol. In response to a new growth opportunity, the cell numbers increase exponentially, and this period of so-called exponential growth can be described using:



740



Biological Transformations



-



a



k



C



Figure 17.14 Time courses for cell numbers and p-cresol concentrations in a laboratory experiment (Smith et al., 1978) immediately after this substrate and bacteria capable of degradingp-cresol were mixed together.
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where [B] is the cell abundance (cells .L-’), and p is the specific growth rate (h-I). Hence, In [B] will change in direct proportion to t: ln[BIt, = 1n[Blt,+ p . (t2- t , )



(17-60)



Put another way, during exponential growth the microbial population will double in number for every time interval, t = (In 2)/p. Monod (I 949) recognized that the growth rate of a microbial species was related to the concentration of a critical substance (or substances) sustaining its growth. More “food” means faster growth, at least up to a certain point when the maximum growth rate, pmax, is achieved. At this point some other factor becomes limiting. Monod mathematically related this population growth response to the concentration of the substance limiting growth with the expression:



(17-61)
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Figure 17.15 Relationships of: (a) microbial population specific growth rate, p, versus substrate concentration after Monod ( I 949), and (6) consequent substrate disappearance rate, d[i]/dt,versus substrate concentration.
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where k,,is the fastest possible growth rate (e.g., h-I) corresponding to the situation when the limiting chemical is present in excess [i]



is the concentration (mol .L-I) of the growth-limiting chemical



KiM is the Monod constant (mol .L-’) equivalent to the chemical concentration of i at which population growth is half maximal KiMis often denoted with K, in the microbiology literature, but here we use the subscript iM to emphasize Monod growth on i is rate-limiting. This formulation yields a hyperbolic dependency of p on [i] (Fig. 17.15 and case 1 in Box 17.1). That is, when i is present at low levels ([i ] ,1" 9 (bonds)
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From Abraham and McGowan (1987), see Box 5.1. From Fuller et al. (1966), see Table 18.2 Method used in Figs. 18.8 and 18.10. M , =molar mass (gmol-'), pIL= liquid density ( g ~ m - ~ ) .
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where Aistands for the typical cross-sectional area of the molecules involved. This respectively (note from not only explains the correlation between D, and Mior -213 Eq. 18-40 that Aiis proportional to ), but it also predicts the pressure and temperature dependence of D,.



y,



Experimental information on the temperature and pressure dependence of gaseous molecular diffusion coefficients is scarce. Most data refer to diffusivity of volatile



Illustrative Example 18.1



Estimating Molar Volumes Problem Estimate the molar volume of dichlorodifluoromethane CC12F2(also called freon-12 or CFC-12) (a) from its liquid density and (b) with the element contribution method by Fuller (Table 18.2).



Answer (a) By definition, molar volume



- M.



v=-=



PiL



CI-



E, liquid density pL, and molar mass Miare related by 120.9gmol-' = 91.0cm~mol-' 1.328g cmT3



CI



Answer (b)



I



Inspection of Table 18.2 shows that no contribution for F is available. However, by comparing the molar volumes of related compounds which contain different numbers of fluorine atoms we get the following differences in molar volume, A V , if one C1 is substituted by one F:



I C-F



F dichlorodifluorornethane CCI,F,



M, = 120.9 g mol-' p,L= 1.328 g cm-3



Compound



Mi



PIL



(g cm-3)



cc14 CC13F



153.8 137.4



1.594 1.490



96.5 92.2



- 4.3



CHC12F CHClF,



102.9 86.5



1.366 1.213



75.3 71.3
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AVa (cm3mol-')



(g mol-')



4.0



Change of molar volume if one C1 is substituted by one F



These data indicate that the contribution of a fluorine atom to is roughly 4 cm3mol-' less than the contribution of a chlorine atom. Since the latter is 19.5 is estimated to be about 15.5 cm3mol-' (Table 18.2), the contribution of F to cm3mol-'.Thus: V(CCl,F,) = V(C)+2V(C1)+2V(F) = (16.5 + 39.0 + 3 1.O) cm3mol-' = 86.5 cm3mol-'
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chemicals in air (see, e.g., Reid et al., 1977) or to binary systems, for instance N,and O2 (Tokunaga et al., 1988). The inverse dependence of D, on pressurep seems to be fairly well confirmed. From a large set of binary diffusivities (that is the diffusion of one gas versus another), Marrero and Mason (1972) conclude that D, is proportional to T 1.124, yet the scattered data would also be compatible with the exponent in Eq. 18-46 of (30). Problem 18.5 deals with the Tandp dependence of molecular diffusivity of dichlorodifluoromethane (CFC- 12) in air. Different methods to calculate D, are compared in Illustrative Example 18.2.



Illustrative Example 18.2



Estimating Molecular Diffusivity in Air



Problem Estimate the molecular diffusion coefficient in air, D,,, of CFC-12 (see Illustrative Example 18.1) at 25°C: (a) from the mean molecular velocity and the mean free path, (b) from the molar mass, (c) from the molar volume, (d) from the combined molar mass and molar volume relationship by Fuller (Eq. 18-44), (e) from the molecular diffusivity of methane.



CI-
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C-F



I
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=CFC-12 = 298.2 K (25°C) p = 1 bar: gas phase pressure Mair = 29 g mol-': molar mass of air y,, = 20.1 cm3mol-': molar volume of air Collision cross-sections A for N, and O2 (Tables of Physical and Chemical Constants, Longman, London, 1973): A (N2) = 0.43 x lO-I4 cm2 A (0,)= 0.40 x lO-I4 cm2 M, = 120.9 g mol-l: molar mass of CFC-12 = 91 .O cm3mol-': molar V volume of CFC- 12 Drela= 0.23 cm2s-': molecular diffusivity of CH4 in air at 25°C:



Answer (a)



To apply Eq. 18-43, we have to calculate the critical radius, rcrit,for the collision of a CFC-12 molecule with an air molecule (typically N2 or 0,). From the molar volume of CFC-12 (Illustrative Example 18.la) we get: Vimo] - I



v -



NA



91cm'mol-' -= 1.5x 1 0 - ~ ~ c m ~ 6 . 0 ~ 1 0 mol-' ,~



If the CFC-12 is considered spherical, we get from Eq. 18-40:



q



=( %)



113



= 3.3x10-8cm



The most probable collision partners for a trace molecule in air are N, and 02.Their collision cross sections are similar. Thus, we take one of the more abundant N2 molecule. From Eq. 18-39 we get: 0.43 x IO-l4 cm2 3.14 Thus:



= 3.7 x 10-* cm



rcrit= 5 + r(N2) = 7.0 x 10-' cm



Inserting into Eq. 18-42 yields the mean free path of CFC-12 in air:



h, =



8.31x 107x 298.2 g crn2s-' mol-' =1.9x104 cm & x3.142 x6.02 ~ l o ~ ~ r n ox l106g - ' cm-1s-2 x(7.0 x10-8)2cm2
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Note that in order to get a consistent set of units, the gas constant R is expressed as R = 8.3 1 x 107g cm2s-2m01-1K-i,and pressurep is 1 bar = 106g cm-'c2. According to Eq. 18-38, the mean three-dimensional molecular velocity is:



u i=(



8 x 8.31x 107x 298.2 g crn's-' mol-' 3.14 x 120.9 g rno1-l



= 2.3 x 104cms-l



Thus, from Eq. 18-7a we finally get: 1 D,, = -x2.3 x104cms-' x 1 . 9 10-6cm ~ = 1 . 5 10-2cm2s-i ~ 3 A glance at Fig. 18.8 shows that typical D, values found for other molecules are of order 10-'cm2s-'. The way hiwas calculated explains at least partially why D, is rather small. It was implicitly assumed that whenever the centers of the CFC-12 and air molecules get closer than rcrit,the CFC-12 molecule collides in such a way as to completely "forget" its former direction and speed. In reality, slighter collisions only partially change the course of the molecules. The actual mean free path is the weighed average of distances between collisions of different strength. Answer (b)



Calculate D, from the empirical relation to molar mass. From Fig. 18.9b follows:



Answer (c)



Calculate D, from the empirical relation to (liquid) molar volume 18.9a follows: 7 -1



Dia[cm-s ] =



2.35



( T/T)0.73



=



y . From Fig.



2.35 = 8.7 x I O-2cm2s-1 (9 1.0)0.73



Answer (d)



The semiempirical relationship by Fuller et al. ( I 966) yields (Eq. 18-44):



Di, [crn2s-'] = 10- (298.2)'.75[1/2 9 + l / 120.9]1/2 1 ~ [ ( 2 0 . 1 ) '+(91.0)1'3] /~



= 8.5 x 10-2 crn2sT1



Answer (e)



Take Eq. 18-45 to calculate the diffusion coefficient of CFC- 12 from the reference substance methane: - 1/2



= 0 . 2 3 ~ m ~ sX( -l



120.9 16)



The following table summarizes these results:



-If2



= 8 . 4 10-2cm2s-1 ~
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Diffusion Coefficient of CFC-12 in Air at 25”C, D;, Method



D;,(cm2s-’)



(a) Molecular theory (b) From molar mass (c) From molar volume (d) From Fuller’s combined expression (e) From diffusivity of CH, Measured diflusivity in N , at 10°C



(1.5 x 10-2) 6.9 x 10-2 8.7 x 10-2 8.5 x 10-2 8.4 x 10-2 9.1 x 10-2



From Monfort and Pellegatta (1991).



It is remarkable that the results from method c to e agree very well. Reasons were given above why the molecular theory (method a) underestimates the true value.



Diffusivities in Water



The diffusivities of organic solutes in water, D,,, are also dependent on the diffusate’s size. As illustrated in Fig. 18.10, size can still be characterized using molar volume or mass. Here we see diffusivities ranging from about 3x10-’ crn2s-l for small molecules to about OSxlO-’ cm2s-’ for those of molar mass near 300 g mol-’. Diffusivities in water are about 104times smaller than those in air. Based on what we and have learned from the random walk model, most of the difference between D,, D,, can be attributed to the density ratio between water and air (about 103),which leads to a much smaller mean free path in water. This is underlined by the inverse relationship between the molar volumes of the molecules and their diffusivities in both air and water (Figs. 1 8 . 9 ~and 18.10~).A similar relationship holds between molar mass and D, (Fig. 18.10b). Note, however, that a substance like radon-222 (Rn) deviates from this correlation. This is because the liquid density of radon is ~) to other substances (typically = 1 g ~ m - ~Thus, ). quite large ( ~ 4 . g4 ~ m - compared the molar mass of radon overestimates the relative size of this important geochemical radioactive noble gas. If diffusivity is related to molar volume instead, radon behaves as most other substances (Fig. 18.10~). The random walk model is certainly less suitable for a liquid than for a gas. The rather large densities of fluids inhibit the Elrownian motion of the molecules. In water, molecules move less in a “go-hit-go” mode but more by experiencing continuously varying forces acting upon them. From a macroscopic viewpoint, these forces are reflected in the viscosity of the liquid. Thus we expect to find a relationship between viscosity and diffusivity. Let as look at a molecule moving relative to its neighbors with speed, U ; ,where we have added the star to distinguish the relative molecular velocity from the absolute value as defined in Eq. 18-38. Viscous forces are usually assumed to be proportional to velocity differences, thus v = f*U ; , where v is the force acting on the molecule andf’ is the friction factor. For the case of spherical particles that are much larger than the molecules of the liquid through which they are moving, f * is given by Stokes’ relation for the drag on a sphere (e.g., Lerman, 1979):
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Figure 18.10 Molecular diffusion coefficients, D,,, at 25°C of molecules in water plotted as a function of (a) their liquid molar volumes, V (calculated as ratio of molar mass to liquid density pIL),and (b) their molar mass, M,. Data from Hayduk and Laudie (1974) plotted on double-logarithmic scale.
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.f*= 6nq ri



where q is dynamic viscosity and ri is the “effective” hydrodynamic radius of the molecule i. Thus: (18-47) = f*U ; = 6nq



w



The flux of molecules i per unit area and time, Fi, moving along a given direction at speed U;, is the product of U ; and concentration Ci:



(1 8-48) In order to evaluate this expression, we need to know the force that is responsible for producing the molecular flux. It could be an external force such as an electric field acting on ions. Then evaluation of Eq. 18-48 would lead to the relationship between electric conductivity,viscosity, and diffusivity known as the Nernst-Einstein relation.
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However, in the absence of an electric field and for uncharged particles diffusive motion is driven by an internal “force,” the spatial gradient of the chemical potential, p, (see Chapters 3 and 8). Work is needed to move molecules from a location where their chemical potential is small to a location where piis large. In turn, if the molecules move down the slope of pi, a “force”per molecule of size is driving them:



w=---- 1



”,



dPI



dx



(18-49)



Since the chemical potential is usually formulated on a molar basis, division by the Avogadro’s number NA appears in the above expression. As the reader will realize, we were careful about using the word “force.” In fact, w is an apparent, not a real force that pushes the molecules. It is the rnolecules’ natural drift toward maximum entropy which drives them (Atkins, 1998). From Chapter 8 one gets:



(18-50) where k is the Boltzmann constant, p:’ is the chemical potential as pure liquid, and a,the activity of the chemical in the aqueous solution. For small concentrations a, and C j are equal, thus: (18-5Oa) Inserting Eq. 18-50a into 18-48 yields: (1 8-5 1)



By comparing this result with Fick’s first law (Eq. 18-6), we get the Stokes-Einstein relation between the diffusivity in aqueous solutions and the solution viscosity q :



D. =- k T 6nq r; IW



where



(18-52)



k = 1.381 x 10-23kg m2s-2K-’ is the Boltzmann constant q (kg m-’s-’) is dynamic viscosity ri (m) is the molecular radius As a byproduct, we can learn from Eq. 18-50 that, in fact, it is not the gradient of concentration, C,, but the chemical activity, a, that drives diffusion. Since at constant C , activity changes with temperature, ionic strength, and other parameters, a diffusive flux may actually occur even if the concentration gradient is zero. As was the case for D, , the equations derived from the pure physical concepts are usually not the best numerical approximations of a given quantity, although they show which properties should enter into an empirical relationship. Othmer and Thakar (1953) derived the following expression with coefficients modified slightly by Hayduk and Laudie (1974):



Molecular Difision Coefficients



DiW(cm2s-')=



13.26x 10"



F ~ . ~ ~ ~
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(18-53)



r11.~4



where



q is the solution viscosity in centipoise ( 10-2g cm-'s-') at the temperature of interest is the molar volume of the chemical (cm3mol-') Again one should be careful when applying this equation, since it is not correct dimensionally and thus can be used only when all the quantities are given in the prescribed units. In this expression, the primary environmental determinant is the viscosity in the denominator. Note that the exponential is slightly larger than in the Stokes-Einstein relation (Eq. 18-52). Since viscosity decreases by about a factor of 2 between 0°C and 30"C, D , should increase by about the same factor over this temperature range. Furthermore, the influence of the molecule's size is also stronger in Eq. 18-53 than In Box 18.4 experimental information on the in 18-52 (note ri = constant temperature dependence of Di, is compared with the theoretical prediction from Eqs. 18-52 and 18-53.



Box 18.4 Temperature Dependence of Molecular Diffusivity in Fluids (T is in Kelvin if not stated otherwise)



Due to the increasing kinetic energy of molecules with temperature we expect molecular diffusivities in gases and fluids to increase with T For ideal gases we found that D , should be proportional to T 3'2 (Eq. 18-46). For fluids we can either use the Stokes-Einstein relation (Eq. 18-52),the empirical expression by Hayduk and Laudie (Eq. 18-53), or the so-called activation theory by Eyring (1936), which envisions molecular diffusion as an activation process that extracts the necessary energy out of the thermal energy pool. Here we will compare the three models with experimental data obtained for trichlorofluoromethane (CCl,F, CFC-11) by Zheng et al. (1998). A. Activation Theory (Eyring, 1936)



A iand E, are compound specific parameters. Thus: 1 dD,, - E;, 1 Diw dT R T2



-----



Fitting of experimental data for CFC-11 by Zheng et al. (1998) for the temperature range between 0°C and 30°C yields A i= 0.015 cm2s-'and E,/R = 2.18 x 103K. The deviation between the fitted curve and the data is less than 3%. For comparison: Other values for Eiu/Rare 2.42. x 103K for CFC-12 (Zheng et al., 1998) and 2.29 x 103K for CO2 (Jahne et al., 1987b).
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B. Stokes-Einstein Relation (Eq. 18-52) If the temperature dependence of the molecular radius riis neglected we get: 1 a i w Di, dT



-



1 T



1 d77, q w dT



(3)



where q w is dynamic viscosity of water (see table below). Note that aclcording to Eq. 3 all aqueous difhsivities would have the same relative temperature dependence. Because of Eq. 2: this would also imply that the activation energy E, of all substances would be equal. As shown above for CFC-11, CFC-12, and CO2,the latter is almost, but not strictly true. Hence, the temperature dependence of the molecular radius r,, which in Eq. 3 is neglected, must be responsible for the additional variation among different compounds.



C. From Relation by Hayduk and Laudie (Eq. 18-53) If the temperature dependence of the molar volume is neglected we get:



Again, the relative variation of D, with temperature is independent of the substance i. In the following table the different models are applied to CFC- 11. Note the excellent correspondence between the temperature variation calculated by the Stokes-Einstein relation (Eq. 3) and the expression by Hayduk and Laudie (Eq. 4), although both models overestimate the temperature effect compared to the activation model derived from the experimental data (Eq. 2).



Temperature Dependence of Molecular Diffusivity in Water of Trichlorofluoromethane(CFC-11) T



77W



("C)



(10-3kg m-'s-' ) "



(10-2K-')



0 5 10 15 20 25 30



1.787 1.518 1.307 1.139 1.002 0.890 0.797



-3.44 -3.16 -2.90 -2.68 -2.49 -2.30 -2.17



" Corresponds to centipoise (IO-*g cm-k').



Measured Hayduk and Eq. 2 (Zheng et al., 1998) Laudie (1974) (measured) 5.1 1 5.89 6.77 7.74 8.81 9.98 11.26



4 .'76 5 .'74 6.80 7.96 9.21 10.54 11.96



2.93 2.82 2.72 2.63 2.54 2.45 2.37



Eq. 3



Eq.4



3.81 3.52 3.25 3.03 2.83 2.64 2.50



3.92 3.60 3.31 3.06 2.84 2.62 2.47



Measured data are fitted to the expression by Eyring with A, = 0.015 em's-', E,,IR = 2.18 x = 92.2 cm3mol-' (see Illustrative Example 18.1). Note that Zheng et al. (1998) -as 103K (Zheng et al., 1998). With molar volume do many other authors - use the wrong exponent for q, (1.4 instead of 1.14). This error originates from a printing error in the abstract of Hayduk and Laudie's original publication. It explains why Zheng et al. get a larger discrepancy between this model and their data.
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Let us evaluate Eqs. 18-52 and 18-53 for the case of trichloroethene (TCE) at 25°C. First, we estimate the molecule's size (i.e., its molar volume) using information given in Table 18.2:



Fc, = 2(C) + I(H) + 3(C1)



= 2 (16.5) + 1 (2.0) + 3 (19.5) = 93.5 cm3m01-'



For comparison, in Table 18.3 we have also listed the molar volume of TCE calculated from its liquid density, Mi/piL= 90.2 cm3mol-', and from the method proposed by Abraham and McGowan (1987) given in Box 5.1 (71.6 cm3mol-'). The molecular radius is approximated assuming the molecules are spherical (see Eq. 18-40):



~ T C E=



[-]'I? [ 37 47m



=



3 x93.5 cm3rnol-' 4 x 3.142 x 6.02 x 1023mol-'



With q = 0.89 x lO-'g cm-'s-' (Eq. 18-52) yields: DTCEw



=



= 0.89 x



= 3.33 x I O - ~ cm = 3.33 x 10-l' m



10-3kg m-'s-' , the Stokes-Einstein relation



1 . 3 8 1 ~ 1 0 kg - ~ m-2s-2K-' ~ x298.2K 6 x 3.142 x 0.89 x 10-3kgm-' s-l x 3.33 x 10-l' m



= 7.37 x IO-'' m2s-' = 7.37 x 1 0 - ~ cm2s-'



Likewise, Eq. 18-53 yields: DTCEw



=



13.26 x 10-5 cm2s-' = 1.04x lOw5cm2s-' (0.89)'.'4 x (93.5)0.589



Generally, Eq. 18-53 yields results that are correct to within 10%. Due to the relationship by Othmer and Thaker (Eq. 18-53), one expects that liquidphase difhsivities also can be estimated from values of related compounds: -0.589



(18-54) Dref w



This compares reasonably with the correlation found in Fig. 18.1Oa. Again, molar mass is widely employed as relative index of molecular size, and a square-root functionality is often used for simplicity: (18-55)



Fig. 18.10b indicates that within a class of molecules like benzene derivatives, the inverse relationship of diffusivity to molar mass is evident.
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Illustrative Example 18.3



Estimating Molecular Diffusivity in Water Problem Estimate the molecular difhsion coefficient of dichlorodifluoromethan(CFC-12) in water, D,,,at 25"C, by the following methods: (a) From the Stokes-Einstein relation (b) From the molar mass (c) From the molar volume (d) From the diffusion coefficient of methane (CH,) in water (e) From Hayduk and Laudie's semiempirical expression See also Illustrative Examples 18.1 and 18.2.



CI I Ck- C-F



Answer (a)



I



The regression line shown in Fig. 18.10b yields for CFC-12:



F



i =CFC-12 M, = 120.9 g mol ' = 91.0 cm3moI r, = 3.30 x 10-*cm Reference substance: methane in water at 25°C: D, = 3.0 x 10-5cm2s



D,,(cm2s-1) = 2.7 x 104 - 2.7 x 104 - 9 . 0 ~ 1 0 - ~ c r n ~ s - l (M,)O7I 120.9' 7 1



'



'



(b) From the regression line in Fig. 18.10a and



DiW(cm2s-')=



2.3 x 104



-



= 91 .O cm3mol-' follows:



2 . 3 104 ~ = 9.3 x 10" cm2s-l 91 .0°.71



Answer (c) From Eq. 18-55 follows:



Answer (d) In order to apply the Stokes-Einstein relation (Eq. 18-52) all variables have to be transformed into the correct units: D;, =



1.381x 10-23kgm"s-2K-1x 298.2K 6 x 3.142 x 0.89 x 10-3kg m-ls-' x 3.30 x 10-"m



Note that this value is nearly equal to the one calculated earlier for trichloroethene, since the radii of the two molecules are approximately the same. Answer (e) The semiempirical relationship by Hayduk and Laudie (Eq. 18-53) yields:
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13.26 x lo9 em's-' = 10.6x 10"cm2s-' (0.89)'.14x (91.0)0.589



In summary:



As for Illustrative Example 18.2a (difhsivity of CFC-12 in air), these values agree fairly well with each other, except for the Stokes-Einstein relation, which was not meant to be a quantitative approximation but an expression to show qualitatively the relationship between diffusivity and other properties of both molecule and fluid. Diffusion Coefficient of CFC-12 in Water at 2 5 T , Di, Method



Di, (cm2s-')



(d) From Stokes-Einstein 7.4 x (a) From molar mass 9.0 x (b) From molar volume 9.3 x lo4 10.9 x lo4 (c) From D, of CH4 (e) From Hayduk and Laudie's relationship 10.6 x



18.4



Diffusion in Porous Media In this section, we consider a solute or vapor diffusing through fluid-filled pores of a porous medium (note that both liquids and gases are called fluids). There are several reasons why in this case the flux per unit bulk area (that is, per total area occupied by the medium) is different from the flux in a homogeneous fluid or gas system. 1. Usually diffusion through the solid matrix is negligible compared to diffusion through the fluids in the pores. Hence, only a reduced area is available for aqueous or gaseous diffusion. If the geometry of the pore space is random and isotropic, the corresponding flux reduction is given by the por-osi@,+,where $I is defined as the volume fraction of the pores. (As an example of a nonisotropic porous media, consider the case where the pores are straight tubes aligned in the same direction; then diffusion along an axis perpendicular to the orientation of the tubes is zero, although is not.)



+



2. Since the pores are usually not straight, diffusion takes place over a longer distance than in a homogeneous medium. This effect is often described by tortuosz~,z, which measures the ratio of the mean path length connecting two arbitrary points and the length of the straight line between these points. Typically zlies between 1.5 and 6. The porous diffusive flux is reduced by zrelative to the homogeneous flux. 3. Due to the small dimensions of the "channels" in porous media, viscous forces usually suppress turbulence. Hence, diffusion through the pore space occurs by molecular motions. If the size of the pores is small, molecular motions are reduced. In gas-filled pores, this is the case if the pore size is similar to or smaller than the
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mean free path of the diffusing molecules ((Knudseneffect). For the case of liquidfilled pores, it is the additional “drag-like”’ interactions with the pore wall which affects diffusion (Renkin effect). The following is a short overview of how these effects are quantitatively described. Then we assess their consequences for the ‘twoFickian laws.



Diffusivity in Pores and Fick’s Laws The diffusive flux equation per unit bulk area for chemical i can be written as: (1 8-56) where



$ Dip,,, Ci x



is porosity [L:L;] is diffusivity of species i in the porous medium [Lt T-’1 is concentration in the pore space [h4LT3] is bulk distance along which F j is measured [Lb]



Note that for clarity, here we distinguish between the total (or bulk) spatial dimension [Lb]and the dimension of the fluid-filled pore space [L,]. Thus porosity, which : . otherwise would be nondimensional, has dimension L’f L The in situ concentration gradient along the real diffusion path is reduced by tortuosity 2 . Thus the in situ flux is reduced by the same factor. This effect is incorporated in If the pores are not too narrow, we get: the porous medium diffusivity Dipm~ (18-57) where Di is the “open space” molecular diffusivity of species i in the medium which fills the pores (water, air, etc.). When we repeat the procedure outlined in Section 18.2 (Eqs. 18-9 to 18-14) to derive Fick’s second law, we must remember that the volume in which a concentration change is occurring due to the diffusive flux is reduced by porosity $I relative to the bulk volume. Thus, Eq. 18-12 cames an extra factor on the left-hand side:



ac, -



@----



at



ae



(1 8-58)



ax



Inserting Eq. 18-56 yields



ac. a



aci



@L=-(@D. at



ax



)-



Ipm



ax



(18-59)



If @ and Dipmare constant along x, then after division by 9,Eq. 18-59 becomes:



ac1 -



a2ci



-- Qpm, at



ax2



(1 8-60)
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This is the same result as in Eq. 18-14 with the only exception that diffusivity is The latter is usually smaller than the homogeneous diffusion coefreplaced by QPm. ficient, Di. One effect is tortuosity (see Eq. 18-57), but sometimes additional influences are important. They are discussed next. Diffusion in Gas-Filled Pores: Knudsen Effect



If the typical pore diameter, dp , is of the same order of magnitude as the mean free path hi (Eq. 18-42) of the molecules migrating through gas-filled pores, then the molecules will frequently collide with the pore wall and the effective mean free path will be reduced. This effect is accounted for by the nondimensional Knudsen number, Kn: K n =h2 (1 8-61) dP If Kn is of order 1 or larger, hi in Eq. 18-7a has to be replaced by the pore diameter, dp.Hence, Eq. 18-43 is replaced by 1 Dipore= -dpui = 3



(18-62)



where u iis the average three-dimensional molecular velocity (Eq. 18-38).According to Eq. 18-42 and Illustrative Example 18.2, hi is of order 10-6cm. If R is inserted in the adequate units (R = 8.315 x 107g cm2s-2mol-'K-'), we get Dipore(cm2s-1) = 4 . 8 0 103d ~



Mi



(18-63)



Since Eq. 18-63 is dimensionally not correct, it is valid only if dp is given in cm, T in Kelvin, and Mi in g mol-'. Note that in contrast to Eq. 18-46,Dip,,,is no longer proportional top-', and its temperature dependence has changed to T"* (instead of T3"). The above result is used in Illustrative Example 18.4 to calculate Dip,, of dichlorodifluoromethane (CFC- 12) in different media. Diffusion in Liquid-Filled Pores: Renkin Effect



In liquids, the mean free path is typically of the order of 10-l' m. Hence the Knudsen effect is not important (i.e., diffusing molecules collide with solvent molecules long before they typically arrive at a pore wall). However, diffusion is affected by a different mechanism, the viscous drag caused by the pore walls. This is known as the Renkin effect (Renkin, 1954). In essence, the ratio of pore diffusivity in the liquidis a function of the filled pore space and diffusivity in the free liquid, Dipore/Difree, nondimensional parameter



where



q.IR = -4 dP



d, is molecular diameter of the solute dp is pore diameter



(18-64)
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There are various empirical and theoretical equations of the form: (18-65) (see, e.g., Renkin, 1954; Quinn et al., 1972). However, they all have:



This means that the Renkin effect sets in when dpbecomes smaller than about 1000 di and suppresses diffusion completely when 4, approaches di. DiRusing molecules have a typical size of 10-* to 10-7cm. As an example, based on Renkin’s original equation, for qIR= 0.4 (that is, when the cross-section of the solute covers about (0.4)2= 0.16 or 16% of the pore opening cross-section), the diffusivity is reduced to 12% of diffusivity in the fi-ee liquid. Diffusion in the Unsaturated Zone of Soils



In the unsaturated zone of soils, only part of the pores is filled with water while the rest is filled with air. Currie (1970) proposed the following expression for the diffiisivity of a population of vapor molecules in unsaturated soil: (18-66)



where is diffusivity in the unsaturated zone is volumetric gas content of the soil; that is, that fraction of the total soil volume which is filled with air is total (air- and water-filled) porosity @ is molecular diffusivity in air Dia z,, = (P2/6; is tortuosity of the unsaturated zone Diuz 0,



Note that 0 I 0, I @ I 1. There are numerous other empirical expressions like Eq. 1866 (see, e.g., Hillel, 1998). They all have in common that Diuzbecomes virtually zero if 8, drops below 0.1. Remember that Diuzof Eq. 18-66 is the diffusivity whic,h which we introduced for appears in Fick’s second law (Eq. 18-60). In contrast, Dipore, the Knudsen and the Renkin effect, does not yet include the effect of tortuosity, but replaces Dj on the right-hand side of Eq. 18-57. Equation 18-66 will be applied in Chapter 19 (Illustrative Example 19.2). Diffusion of Sorbing Chemicals in Porous Media: Effective Diffusivity



Until now, we have tacitly assumed that tlne diffusing compound does not interact chemically with the solid matrix of the porous media, Yet, in a porous medium the solid-to-fluid ratio is several orders of magnitude larger than in the open water.
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Thus, the sorption of chemicals on the surface of the solid matrix may become important even for substances with medium or even small solid-fluid equilibrium distribution coefficients. For the case of strongly sorbing chemicals only a tiny fraction of the chemical actually remains in the fluid. As diffusion on solids is so small that it usually can be neglected, only the chemical in the fluid phase is available for diffusive transport. Thus, the diffusivity of the total (fluid and sorbed) chemical, the efmay be several orders of magnitude smaller than diffusivity fective diffusivity Dieff, of a nonsorbing chemical. We expect that the fraction which is not directly available for diffusion increases with the chemical’s affinity to the sorbed phase. Therefore, the effective diffusivity must be inversely related to the solid-fluid distribution coefficient of the chemical and to the concentration of surface sites per fluid volume. As shown in Box 18.5 (Eq. 1l), DieRis given by:



Dieff = Af



(18-67)



4 p m



The relative fi-action of the fluid phase of chemical i,Lf, is defined in analogy to Eq. 9-12: 1 (18-68) f;f = 1+ ySfKis/f



where



is the solid-to-fluid phase ratio Kisif is the solid-fluid equilibrium distribution of chemical i rsf



As shown in Box 18.5, Die, determines the speed at which a pollutant penetrates a porous media. The so-called breakthrough time indicates how long it takes until a pollutant has crossed a porous layer of a given thickness. In contrast, once both the fluid and sorbed concentrations have reached steady-state, the flux is solely controlled by Dip, and thus independent of sorption (independent ofif). Illustrative Example 18.4 demonstrates the latter while the role of Dieffis shown in Illustrative Example 18.5. (Text continues on page 825)



Box 18.5 Transport of Sorbing Chemicals in Porous Media and Breakthrough Time We consider a sorbing chemical i which diffuses in the pore space of a porous media. The pores are filled with a fluid (liquid or gas). For the following discussion, it is helpful to distinguish between the “bulk” spatial dimension ELb], the spatial dimension of the fluid-filled pore space [L,], and spatial dimension of the solid phase [L,]. Then, porosity Cp has dimension [ L’fLi3], the concentration of i in the fluid, C,, [ M,L;3], diffusivity [ Lt T-’1, and depth z [LJ. For the solid phase mass we use the dimension [M,] in order to distinguish it from the mass of the chemical i [M,].Note that for the special case of a water-filled porous sediment, the subscript f (fluid) is replaced by w (water). Then the chosen notation is the same as in Chapter 9. For the different concentrations the following notation is used:



Ci, =c jd + Cip cid



= Total (fluid and sorbed) concentration per bulk volume = Dissolved concentration per



bulk volume [MiL2]



[MiL2]
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Cip Cif= c i d /@



= Sorbed concentration per bulk volume [MiL21 = Dissolved concentration per water Volume [MiL;?]



c.I s =



= Sorbed



0



~



Cip



concentration per solid phase mass [M,M;']



(1- $>P,



Ps



= Porosity of porous media [ L3f L-,3] = Density of solid sediment matrix [MPL;']



The solid matrix is assumed to be uniform such that the solid-fluid equilibrium can be formulated with a single distribution ratio:



[L:M;']



Kislf= C;, /Cif



where



r,f



=



7



solid mass 1-0 = Ps fluid volume



(1)



[MsL;?]



(4)



is the solid-to-fluid phase ratio (see Eq. 19-15 where f is replaced by w). In the sediment column, c i d and C,, are described by the following expressions (see Eq. 18-60):



-=J aci p at



[M,L;,'T-']



.



Jsorption describes the amount of chemical being sorbed (or desorbed, if ..Jsorption < 0) per unit bulk volume and time. From Eq. 2 (ifLf = constant): 1-xf acip - (l-Jf)-acjt -- J soquon . =-(7) at at if at Inserting into Eq. 5 and rearranging yields:



Thus:



-acl d at



or because of Eq. 2:



-i



f



Oi pm



a22 a2cid
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Thus, the effective diffusivity of the total concentration, Ci,, of a sorbing chemical in a porous media, Dieff,is given by:



wherehis defined in Eq. 3 and Dip, is diffusivity of the chemical in the fluid-filled pore space as defined in Eq. 18-57. Breakthrough Time The total flux of the chemical per unit bulk area across the porous media is approximated by the flux in the fluid phase. The latter follows from the first Fickian law (see Eq. 18-56):



[ML:



T-'



]



Yet, thefront of a pollutant moves more slowly through the media since the fluid phase has to "drag along" the sorbed phase. In fact, the penetration time can be estimated with the familiar expression by Einstein and Smoluchowski (Eq. 18-8) by replacing D by the effective diffusivity, Die* The time needed to cross a porous layer of thickness d, the so-called breakthrough time, is: d2



d2



Note that once the front has crossed the layer and both the fluid and sorbed concentrations have reached steadystate, the flux becomes independent ofAP If the initial concentration in the porous media is different from zero, it takes less time to load the media to steady-state, and thus the breakthrough time is smaller.



Illustrative Example 18.4



z



=benzene



M,= 78.1 g mol" Soil Properties. Temperature: 1 5 T 40% porosity ofwhich 75% is filled with air and 25% is filled with water. Gasoline properties: 4000 spread Over an area of about 1000 mz and 0.01 m thick Density: 0.7 g cm-' Benzene content: 1% by mass Average molecular mass of gasoline constituents: 100 g mol-I.



Evaluating the Steady-State Flux of Benzene from Spilled Gasoline through Soil to the Atmosphere



Problem An underground fuel storage tank has recently leaked gasoline below ground such that the hydrocarbon mixture (see Chapter 2) has formed a horizontally extensive layer sitting on a clay lens located 3 meters below the ground surface. When the benzene in the gasoline has had time to develop a steady-state profile in the soil gases from the spill to the ground surface, what will be the outward flux of benzene (g m-2day-') from the soil surface located over the spill assuming only vertical diffusive transport through the soil air? Answer First note that benzene is primarily moving through the gas-filled pores. Diffusion through the water-filled pores is too slow to account for much of the total flux. To calculate the steady-state diffusive flux through the 3-meter-thick gas-filled pores, use Eq. 18-56 and replace Dlpm by diffusivity in the unsaturated zone, D,,,, and $ by 8,. The latter is the gas-filled void which amounts to 75% of the 40% total porosity. That is, 8, = 0.30.
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Next, you need the difisivity of benzene in the unsaturated zone, Di uz, which according to Eq. 18-66 is given by Di air / T , , ~ For the soil, estimate T", from ($)5'2/(0g)4 (Eq. 18-66), 0, = 0.3, and @ = 0.4 Hence, zUzis 12. To get the value of benzene's diffusivity in air at 15"C, we use this compound's experimentally reported value at 25°C of 0.096 cm2s-' and adjust this using the ratio: (288.2K/298.2K)1.75as indicated by the empirical relation of Fuller et al. (Eq. 1844). This gives Dia(150C)of 0.090 cm2s-'. Combining with our previous deduction about the effect of tortuosity, we finally have D,, = 0.0075 em's-'. This is equivalent to 7.5 x 10-~m's-l. For the concentration gradient at steady-state, the benzene concentration in the soil gas at 3 m depth has the vapor phase value that would be equilibrated with gasoline, and the concentration at the ground surface may be assumed to be zero (i.e., assuming the wind continuously carries away any benzene exiting the ground surface). The vapor-phase partial pressure of benzene at equilibrium with the gasoline is given by (Eq. 6-1): Pi = Yigasoline Xigasoline PIL * (15OC)



(2)



Given the chemical similarity of benzene and the other hydrocarbons of which gasto be near 1. Indeed empirical evidence (see Section oline is made, we expect yigasoline 7.5) suggests a value of 2 would be reasonable. The benzene mole fraction in the gasoline is given by:



-



Xigasoline -



/ 7 8 g mol-* = 0.013 100 ggasoline / 100 g moI" gbenzene



Finally you need the vapor pressure of benzene at 15°C. Insert p;TL(298 K) = 0.13 bar (Appendix C) and A,,,& = 34 kJ mole (Table 6.3) into Eq. 4-30 to get:



---[--')



34'000



p$(288 K) = 0.13. e



1



8.31 288 298



= 0.08 bar



Inserting this vapor pressure together with the results above for activity coefficient and mole fraction into Eq. 2 yields the partial pressure of benzene expected in the soil gas adjacent to the gasoline: p i = (2)(0.013)(0.08) bar = 0.002 bar



This corresponds to a vapor concentration of CO =pi/RT = 0.002/[(0.083)(288)] = 8.3 x 10-5mol L-' =



8.3 x 10-' niol m-3



Now we have the steady-state concentration gradient (z is pointing upward): dC. dz



--1



-



0 mol m-3- 8.3 x 10-2mol -- m-3 - - 2.8 x 10-2mol m-4 3m
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Finally, putting all the pieces together, we estimate the flux out of the ground by using Eq. 1: dCi = -OgDjUz - ( - 0 . 3 ~7.5 x 10-7m2s-') x (-2.8 x 10-2mol m")



dz



= 6.3 x 10-9m01rnW2s-'= 5.4 x 10-4mol m-2d-' = 0.042 g m-2d-1



Over a 1000 m2 area this amounts to about 0.05 kgbenzene per day. Since the initial spill involved about 28 kg of benzene (4000 L at 0.7 kg L" and containing 1% benzene by mass), such fluxes could be sustained for many weeks. Note that benzene sorption to the soil solids and dissolution in the soil water do not affect the steady-stateflux, but they influence the time needed until-steady state is reached (see Box 18.5).



Illustrative Example 18.5



Interpreting Stratigraphic Profiles of Polychlorinated Naphthalenes in Lake Sediments Problem Gevao et al. (2000) recently reported the presence of polychlorinated naphthalenes in a lake sediment core taken in northwest England (see Table below for profile of pentachloronaphthalenes or PCNs). Like PCBs, these compounds were used by the electric industry as dielectric fluids in transformers and capacitors. You are interested in the question of when pentachloronaphthalenes were first released in the area near the lake. Assume the lake sediments are always at 10°C, have 90% porosity, and their solids consist of 5% organic carbon. Assuming a large pulse input in 1960 (i.e., causing a maximum concentration to appear in the 24-25 cm layer), is it reasonable to explain the observed concentrations in the 34-35 and 39-40 cm sections as due to diffusion from above? Answer



i = pentachloronaphthalenes



(PCNs)



Mi



= 300.5 gmol-' log Kjow = 6.2 (average value)



The simplest interpretation of the sedimentary profile is that the deepest layer with the first detectable pentachloronaphthalene corresponds to the first release. That puts the date at about 1936. However, you wonder if the first release could have come later (e.g., in 1960) and downward diffusion actually accounts for the appearance of detectable concentrations in the deeper sediments. Using the formulation relating the diffusion distance and time (Eq. 18-8): Xdiffusion = (2Dt)"2



you see that you need a value of diffusivity for PCN in the sediment bed. It must reflect the effects of tortuosity and sorption. Combining Eqs. 18-57 and 18-67 yields: Dieff = A w



Dip =j w D i w



f 7



(1)
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a



Depth (cm)



Date (year of deposition)



PCN Concentrations (ng kg-' d.w.) a



0-1 4-5 9-10 14-15 19-20 24-25 29-30 34-35 39-40 44-45 49-50



2000 1992 1984 1976 1968 1960 1952 1944 1936 1928 1920



1800 4300 4900 6200 12000 18000 8000 120 120 0 .o 0 .o



d.w. = dry weight



where in the relative dissolved fraction,Jw, the subscript f has been replaced by w to point out that water is the fluid. Since the bed is so porous, take zto be 1. Next, to deduce the fraction of PCN that is dissolved (i.e.,& ), you need the K,d for these compounds. Assume that these apolar compounds sorb only to the particulate organic matter, and that sorption can be described by a linear isotherm (Section 9.3). Given the log K,, = 6.2, use Eq. 9-26a (Table 9.2) to estimate Kioc: log Kioc= 0.74 log Kiow+ 0.15 = 4.7 Hence, the solid-water partition coefficient can be approximated by (Eq. 9-22): Kid



=& Kio, = 0.05 x i



~= 2500 ~ mL . g-' ~ = 2500 cm3g-'



Since the porosity of the sediment is 90%, you may also calculate the solid-to-water ratio of the sediment bed from Eq. 9-15 :



I-$ cW= p, - 2.6 g ~



0



0.1 n n- ~ = 0.29 g cmT3 0.9



Combining these two results, we find the fraction dissolved:



iw =(l+rswKid)-'= (1+0.29g C



I ~ x2500cm3g-')-' - ~



=0.0014



The second parameter that you need is Di, (see Eq. 1). Start by estimating the size of PCNs using the approach of Fuller et al. (1966) (Table 18-2): K = 10 carbons + 4 hydrogens + 6 chlorines - 2 rings = [(10)(16.5) + (3)(2.0) + (5)(19.5) - (2)(20.2)] cm3mol-' = 228 cm3mol-' Now using Eq. 18-53 from Hayduk and Laudie (1974), you obtain:



Other Random Transport Processes in the Environment



Djw(cm2s-1)=



13.26 x 10-5 1,14-0.589



rv,



825



13.26x 10" = 4.0 x 10-6cm2s-' (1.307)'.14x 228°.589



Insertion of this value together with the result forf;, into Eq. 1 (with z = 1) then yields:



Djerr=(0.0014) (4.0 x 10" cm2s-') = 5.6 x 10-9 cm2s-' Now you are ready to estimate the relevant diffusion distances. For the deepest depths in which PCNs appear, they are present at 120/18~000= 0.0067 of the peak concentration at 24-25 cm. As discussed with respect to Eq. 18-23, this implies that you are = interested in the argument of the complementaryerror fimction where the erf~Cy,,~~~) 0.0067. In Appendix A, you find that yo0067 is about 1.9. Thus, you can solve:



= 1.9 x



2 x (5.6 x 10-9 cm2s-' x 40 yr x 3.15 x 107s yr-')0.5= 10 cm



Thus, it appears reasonable to expect a small portion of the PCNs (about 1% of the peak concentration) to have diffusively migrated from a layer at about 24-25 cm down to one at about 35 cm. This is similar to the deepest layers in which PCNs are found, and given the uncertainties of the various estimated parameters, it is not too farfetched to argue that release to the lake occurred around 1960 (+10 years).



Other Random Transport Processes in the Environment The concept of diffusion as a process of random transport is not restricted to the case of molecular diffusion in liquids and gases. In fact, diffusion is such a powerhl model for the description of transport that it can be applied to processes which extend over more than 20 orders of magnitude. On the very slow side, it can be applied to the migration of molecules in solids. This is especially important for the relative movement of atoms and molecules in minerals which, although being rather slow, becomes effective over geological time scales. At temperatures of several hundred degrees Celsius, as they prevail in the earth's mantle, difhsivities of atoms in minerals (e.g., in feldspar) are of the order 10" to 10-3 cm2s-'. If these values are extrapolated to normal conditions (25"C, 1 bar), diffusivities become as small as 10-30cm2s-' and less (Lerman, 1979). Diffusion in solids is usually highly anisotropic (i.e., its size depends on the direction relative to the orientation of the crystal lattice). On the large side, the concept of diffusion also can be applied to macroscopic transport. This process is called turbulent diffusion. Turbulent diffusion is not based on thermal molecular motions, but on the mostly irregular (random) pattern of currents in water and air. A First Glimpse at Turbulent Diffusion



Laminar flow is defined by a set of well-defined, distinct streamlines along which fluid elements flow without exchanging fluid with neighboring elements. Currents
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100 km



1 km



Figure 18.11 Diffusion distance, L , vs. diffusion time, t, for typical diffusivities calculated from the Einstein-Smoluchowski relation L = (2Dt)"2, Eq. 18-8. The following diffusivities, D, are used (values in ern's-'): He in solid KCl at 25°C: 10-10., molecular in water: molecular in air: 1OP; vertical (turbulent) in ocean: 10'; vertical (turbulent) in atmosphere: 105; horizontal (turbulent) in ocean: 106to 10'. Values adapted from Lerman (1979). 1 day



1 yr



103yr



106yr



time scale t (s)



of fluids (water, air, etc.) are rarely laminar. The Reynolds number, Re, a nondimensional quantity expressing the ratio between the forces of inertia and of viscosity, respectively, is defined by d V



Re = -r l f 'Pf where



(1 8-69)



d is the spatial dimension of the flow system or object around which the flow occurs (m) v is the typical flow velocity (m s-I) qf is the dynamic viscosity of the fluid (kg m-ls-') pf is the density of the fluid (kg r ~ ~ )



For laminar flow, Re has to be smaller than a critical value of about 0.1. As an example we take v = 104 m s-', (qdpf) = 10-6rn's-' (corresponding to a water temperature of 20°C) and ask how large d can be to keep Re below 0.1. We get d < Re (qt/pf)/v = 0.1.10-6m2 s-'/104 m s-' = lO-' m. Thus,, only in the submillimeter pore space of sediments or aquifers would the flow field be purely laminar. But it certainly would not be laminar in an open water body such as a lake or the ocean. Turbulent flow means that, superimposed on the large-scale flow field (e.g., the Gulf Stream), we find random velocity components along the flow (longitudinal turbulence) as well as perpendicular to the flow (transversal turbulence). The effect of the turbulent velocity component on the transport of a dissolved substance can be described by an expression which has the same form as Fick's first law (Eq. 18-6), where the molecular diffusion coefficient is replaced by the so-called turbulent or eddy diffusion coefficient, E. For instance, for transport along the x-axis: (1 8-70)
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and similarly for the other components. As in Eq. 18-7, we can visualize E, to result from the product of a typical velocity (the turbulent velocity v,,,,,) and a typical mean free path (Aturb). Turbulent diffusivity is much larger than molecular diffusivity since the distances over which a molecule is transported by turbulence are much larger than the distances between molecular interactions, although the turbulent velocities are much smaller than molecular velocities. In fact, typical horizontal turbulent diffusion coefficients in lakes and oceans are between 102and 10' cm2s-'. Compared to typical molecular diffusivities in water of 10-5cm2s-', turbulent diffusion in water can be up to IOl3 times larger. In the atmosphere molecular diffusion is of order 1O-I cm2s-', while horizontal turbulent diffusion is 10' cm2s-' or greater. In natural systems (lakes, oceans, atmosphere) turbulent diffusion is usually anisotropic (i.e., much larger in the horizontal than vertical direction). There are two main reasons for that observation: (1) the extension of natural systems in the horizontal is usually much larger than in the vertical. Thus, the turbulent structures (often called eddies) that correspond to the mean free paths of random motions often look like pancakes; that is, they are flat along the vertical axis and mainly extended along the horizontal axes. (2) Often the atmosphere or the water body in a lake or ocean is density stratified (i.e., the density increases with depth). This compresses the eddies even further in the vertical. Gravitational forces keep the water parcels from moving too far away from the depth where they are neutrally buoyant, that is, where they have the same density as their environment. Thus, the anisotropic shape of the eddies results in turbulent diffusivities which differ in size along different spatial directions.



Diffusion Length Scales The gradient-flux model to describe turbulent diffusion (Eq. 18-70) has the disadvantage that turbulent diffusivity,E, ,is scale dependent.As discussed in more detail in Chapter 22, in natural systems E, increases with increasing horizontal scale of diffusion. This means that the speed with which two fluid parcels are separated by turbulence increases the further they are from each other. This is because turbulent structures (eddies) of increasing size become effective when the size of a diffusing patch becomes larger. Typical ranges of turbulent diffusivities in the environment are summarized in Table 18.4. The relation between length and time scales of diffusion, calculated from the EinsteinSmoluchowski law (Eq. 18-8), are shown in Fig. 18.11 for diffusivities between 10-l' cm2s-' (helium in solid KCI) and 108cm2s-' (horizontalturbulent diffusion in the atmosphere). Note that the relevant time scales extend from less than a millisecond to more than a million years while the spatial scales vary between 1 micrometer and a hundred kilometers. The fact that all these situations can be described by the same gradient-flux law (Eq. 18-6) demonstrates the great power of this concept.



Dispersion



In a unidirectional flow field (e.g., in a river or aquifer), there is an additional process of random transport called dispersion. Dispersion results from the fact that the velocities in adjacent streamlines are different. For instance, in a river the current velocities in the middle of the river bed are usually larger than on the sides. Due to lateral turbulence,
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Table 18.4 Typical Molecular and Turbulent Diffusivities in the Environment System Molecular In water In air



Diffusivity (cm2s-') a - 10-5 lo-'



Turbulent in Ocean Vertical, mixed layer Vertical, deep sea Horizontal



0.1 - 104 1 - 10 lo2- lo8



Turbulent in Lakes Vertical mixed layer Vertical, deep water Horizontal



0.1 - 104 10-3 - I 0-1 101 - 107



Turbulent in Atmosphere Vertical Note: Horizontal transport mainly by advection (wind)



104- 10-5



Mixing in Rivers Turbulent vertical Turbulent lateral Longitudinal by dispersion



1 - 10 10 - 103 10-5- lo6



1 em's-' = 8.64 m2d-'. Maximum numbers for storm conditions. Horizontal diffusivity is scale dependent, see Chapter 22. See Chapter 23. a



water parcels randomly switch between different streamlines. Thus, water parcels which spend more time on fast streamlines than on slow ones travel faster along the flow field, and vice versa. Therefore, a concentration cloud of a chemical dumped into a river within a short time period is transformed into an elongated cloud while it travels downstream. The mathematical description of dispersion will be introduced in Section 22.4. Illustrative Examples follow in the chapters on rivers (Chapter 24) and on groundwater (Chapter 25).



Questions and Problems Questions Q 18.1



Explain the difference between the Bernoulli coefficient, p(n,rn), and the function p,(m) of Eq. 18-2. Q 18.2



By which mathematical or physical principle are the Bernoulli coefficients and Ficluan diffusion linked?
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Q 18.3 Explain the relationship between Fick’s first and second law.



Q 18.4 Determine the sign of aC&t at location x resulting from Fick’s second law for the concentration profiles shown in Fig. 18.3. Can you develop an easy rule to assess the sign for an arbitrary curve at an arbitrary location?



Q 18.5 Derive analytical expressions for the flux F and the temporal concentration change dCAt for the following one-dimensional concentration distributions: (a) C(x)= a + bx; (b) C(x)= a - bx - c2; (c) C(x) = COexp(-a); (d) C(x) = a sin(bx). The parameters a, b, c and diffusivity D are constant and positive.



Q18.6 Expand Fick’s law and Gauss’ theorem (Eq. 18-12) to three dimensions and derive Fick’s second law for the general situation that the diffusivities Ox,Dy, and 0,are not equal (anisotropic diffusion) and vary in space. Show that the result can then be reduced to Eq. (1) of Box 18.3 provided that D is isotropic (0,= Dy =D,) and spatially constant.



Q 18.7 Make a qualitative sketch of the concentration profiles defined by Eqs. 18-22 and 18-28 and explain the physical reason that makes them different.



Q 18.8 Explain qualitatively the semiempirical relation of Fuller et al. (1966) for molecular diffusivity in air (Eq. 18-44). How is this expression related to the molecular theory of gases?



Q 18.9 Why can the diffusivity ratio of two chemicals in water be approximated by a power law of their molecular mass ratio? What is the exponent of the power law?



Q 18.10 Is it possible that the molecular diffusive flux in water along the x-axis is different from zero for a chemical that has constant concentration along x? Explain! Q 18.11 What makes diffusion through a porous medium different? How do the relevant effects differ for diffusion in air and in water, respectively?



Q 18.12 Why is turbulent diffusion in oceans and lakes usually anisotropic? Explain the term anisotropy both in mathematical and normal language.
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Q 18.13 Explain the difference and similarity between turbulent diffusion and dispersion. Problems



P 18.1 Bernoulli Coefficients and Randolm Walk (a) Calculate the Bernoulli coefficients for 12 = 8, k = 0, +2, ... and complete Fig. 18.1 to 8 time steps. Compare the coefficients; with the corresponding approximative normal distribution function. (b) Show that the gradient flux law is valid at an imaginary wall at m = -3 for the time steps n = 6 to n = 8. Check signs carefully!



P 18.2 First and Second Derivatives Draw concentration profiles, C(x), with the following properties: (a) C’ = 0; (b) C’# 0, C”= 0; (c) all combinations o f + C’> 0, +C”> 0; (d) C’= 0, C ” = 0, C”’ + 0. (Notation: c’=ac/& C” = azC/axz,C”’= d-lc/ax’)



P 18.3 Nonconstant Diffusivity Calculate the mass flux F and the concentration change aC/at for the one-dimensional concentration distribution C(x) = a + bx, if diffusivity increases with x according to D(x) = Do + gx. The parameters, a,h, g,and Do are constant and positive.



Advanced Topic CI-



I



C--H



I



CI



trichloromethane (chloroform)



M, = 119.4 g mol-’



Dj,(CHCl,) = 5 . 5 ~ 1 0 em's-' -~



P 18.4 Decrease of Chloroform Concentration by Diffusion (a) In order to illustrate the slowness of molecular difhsion a colleague claims that one could place a droplet containing just 100 yg of chloroform into a stagnant waterfilled pipe (diameter 2 cm) and it would ta.ke at least one month until the concentration along the pipe would nowhere exceed a concentration of 1 mg/L. How long does it really take? Hint:Assume that the initial distribution is “point-like’’ (Eq. 1815) and then use Eq. 18-16. (b) How long would it take if the chloroform were put into a three-dimensional water body and molecular diffusion were to occur along all three dimensions?



P 18.5 Temperature and Pressure Dependence of the Molecular Diffusion Coefficient in Air Estimate the molecular diffusion coefficient of dichlorodifluoromethane (CC1,F2, CFC-12) in air, Dia,at temperature T=-lO°C and pressurep = 0.5 bar. In Illustrative Example 18.2 you calculated D, at T = 25”C, p = 1 bar to be about 8.5 x 10-2cm2s-’.



P 18.6 Molecular Diffusion Coefficient of a PCB Congener in Water, D ,



2,3,4,-trichlorobiphenyl



(TCBP)



(a) You are in desperate need for the molecular diffusion coefficient of 2‘,3,4-trichlorobiphenyl (TCBP) in water, Diw,at 25°C but you cannot find any value in the literature. You are aware of several approximations. To make sure that they give reliable results you try three of them. (b) As you know, the physicochemical properties of the various PCB congeners can be very different. Imagine you had to estimate Diw for 2,4,4-trichlorobiphenyl instead. Do the estimated values differ? What is the problem?
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(c) Estimate the relative change of Di,of TCBP if the water temperature drops from 25°C to 0°C. Hint: In case you need values for the dynamic viscosity of water; they are listed in Appendix B as a function of temperature T. P 18.7 TrifluoroaceticAcid in a Pond



Advanced Topic



Trifluoroacetic acid is an atmospheric transformation product of freon substitutes. It enters surface waters by precipitation where it dissociates into its ionic form trifluoroacetate and then remains virtually inert. We want to estimate how much of the trifluoroacetate (TFA) would diffuse into the pore space of a small pond (volume V, area A ) within one year.



*



CF,-COOH C F 4 O O - + H' trifluoroacetic acid trifluoroacetate Pond V = 5 x 104m3 A = 2x1



0



no through-flow



~



~



Help: For simplicity assume that at a given time t = 0 the TFA concentration suddenly increases to some value, say CO= 1 mg/L. Consider the diffusion of TFA into the sediment after 1 year by first assuming that the lake concentration COremains constant. Calculate the fraction of TFA found in the sediment pores, M,,,/Mo, where MO = VC,. If this fraction is not too large, your assumption (CO constant) is justified. ~ Use an effective molecular diffusivity of TFA in the sediment of D,,= lO-' cm2s-l. Note that sediments mostly consist of water.



-



P 18.8 Evaluating the Effectiveness of a Polyethylene Membrane for Retaining Organic Pollutants in a Relatively Dilute Wastewater You have been asked to comment on the likely effectiveness of a proposed l-mmthick linear low-density polyethylene (LLDPE) plastic sheet for retaining benzene present at ppm levels in a wastewater. To be considered effective, the plastic sheet must retain the benzene for at least 20 years. Fortunately, you are aware of the study by Aminabhavi and Naik (1998). In that work, the investigators deduced the molecular diffusivities of several alkanes in plastics including LLDPE. Plotting their data as a function of chemical size (here, molar volumes), you have their results as shown in the figure below.
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Not surprisingly, the diffusivities in the LLDPE are much less than corresponding LLDPE = 1.27 x em's-' vs. Dhexane water diffusivities in water (e.g., Dhexane 0.80 x lO-’ cm2s-’). As for other diffusivities, these data indicate that the diffusivities (in cm2s-’) of hydrocarbons in the LLDPE at 25°C are well correlated with the diffusates’ molar volumes (in cm3mol-’): logDjLLDPE = - 3.5 log



+



0.63



If you define chemical breakthrough as the time it takes for the half-maximal concentrations to pass across the plastic membrane, will a 1 millimeter thick LLDPE sheet be effective at retaining benzene for 2,O years?



P 18.9 Daydreams During Environmental Organic Chemistry Lectures You are an excellent student taking a very exciting subject, Environmental Organic Chemistry. Arriving at the lecture hall early, you take a seat at the very front of the room. The lecture begins after all the students have taken their seats, and except for the wild machinations of your lecturer, the air in the room appears very still. Suddenly, an attractive individual enters the back of the room and takes a seat there about 10 meters away from you. After only about 1 minute, you notice a pleasant scent, presumably associated with your newly arrived colleague. Due to your amazing interest in the course topic, you wonder, “What must the horizontal eddy diffusity be in the lecture hall!”
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19.1 The Role of Boundaries in the Environment 19.2 Bottleneck Boundaries Simple Bottleneck Boundaries A Simple Noninterface Bottleneck Boundary Illustrative Example 19.1: VerticalExchange of Water in a Lake Two- and Multilayer Bottleneck Boundaries Bottleneck Boundary Between Different Media Illustrative Example 19.2: Diffusion of a Volatile Compoundfrom the Groundwater Through the Unsaturated Zone into the Atmosphere 19.3 Wall Boundaries Wall Boundary Between Identical Media Wall Boundary Between Different Media The Sediment-Water Interface as a Wall Boundary Box 19.1: Equilibrium of Sorbing Solutes at the Sediment-Water Interface Wall Boundary with Boundary Layer (Advanced Topic) Illustrative Example 19.3: Release of PCBs from the Historically Polluted Sediments of Boston Harbor Illustrative Example 19.4: Dissolution of a Non-Aqueous-Phase Liquid (NAPL) into the Aqueous Phase Wall Boundary with Time-Variable Boundary Concentration 19.4 Diffusive Boundaries Dispersion at the Edge of a Pollutant Front Box 19.2: Dilution of a Finite Pollutant Cloud Along One Dimension (Advanced Topic)
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19.5 Spherical Boundaries (Advanced Topic) Bottleneck Boundary Around a Spherical Structure Sorption Kinetics for Porous Particles Surrounded by Water Box 19.3: Spherical Wall Boundary with Boundary Layer Finite Bath Sorption Illustrative Example 19.5: Desorption Kinetics of an Organic Chemical from Contaminated Sedirnents 19.6 Questions and Problems
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The Role of Boundaries in the Environment Many important processes in the environment occur at boundaries. Here we use the term boundary in a fairly general manner for surfaces at which properties of a system change extensively or, as in the case of interfaces, even discontinuously. Interface boundaries are characterized by a discontinuity of certain parameters such as density and chemical composition. Examples of interface boundaries are: the airwater interface of surface waters (ocean, lakes, rivers), the sediment-water interface in lakes and oceans, the surface of an oil droplet, the surface of an algal cell or a mineral particle suspended in water. In the environment we frequently deal with a more vague kind of boundary. For instance, we have the boundary between the warm, less dense surface layer of a lake
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Figure 19.1 Examples of noninterface boundaries. (a) The thermocline between the epilimnion and the hypolimnion of Greifensee (Switzerland) characterized by a strong change of water temperature (line) and a corresponding distinct gradient of atrazine concentration (dots), a herbicide. From Ulrich et al., 1994. (b) The tropopause is the boundary between the troposphere and the stratosphere while the stratopause separates the stratosphere from the mesosphere. (c) The Straight of Gibraltar represents a boundary between the saline water of the Mediterranean and the less saline North Atlantic. The lines denote zones of constant salinity (standard salinity units). From Price et al., 1993.
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Figure 19.2 The chemocline in
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called the epilimnion and the cold, denser deep-water layer called the hypolimnion (Fig. 19.1~).These boundaries are not interfaces in the strict sense but rather transition zones with a certain spatial extension. The boundary region between an epilimnion and a hypolimnion is called a thermocline (the zone in which water temperature changes substantially, though continuously). Other examples are the tropopause, that is, the boundary between the troposphere and the stratosphere (Fig. 19.lb), or the boundaries between adjacent water bodies which are connected by a straight, for instance, the straight of Gibraltar connecting the Mediterranean with the Atlantic Ocean where salinity and other properties exhibit spatial gradients which are distinctly greater than within the adjace:ntwater bodies (Fig. 19.1~). Boundaries are distinguished from the interior part of a system in two ways: (1) they play a pivotal role controlling the transport of energy and matter, and (2) they control chemical processes triggered by the contact of two systems with different chemical composition. In Part V of this book we will discuss models of different environmental systems. Usually, such models will be extended in time as well as in space. To describe the variation in space we can either adopt the simpler scheme of box models (see Chapter 21) or introduce one or more continuously varying space coordinates (Chapter 22). Boundaries will be an essential part of both kinds of models. In the former, the boxes are separated by (interface or non-interface) boundaries; their appropriate choice can turn the construction of a model into a piece of art. In the latter kind of models, the continuous functions (such as vertical concentration profiles of chemicals in the ocean) are framed by so-called boundary conditions which can either be
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defined by a value (e.g., a concentration) or by a flux (e.g., a mass flux across the boundary). This chapter is devoted to the mathematical description of transport processes across different types of boundaries.
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Boundaries are characterized by physical and chemical processes. For interface boundaries it is often sufficient to describe the chemical processes using equilibrium concepts; Chapters 4 to 7 and 9 deal with important examples. For instance, Henry’s law reflects the equilibrium between two molecular fluxes occurring at the air-water interface, the flux of molecules from the gas phase into the water phase, and the inverse flux. Sometimes the transfer processes are combined with quasi-instantaneous chemical transformations such as acid/base reactions. Other transferheaction processes at boundaries are slower and require a kinetic description (in contrast to the equilibrium partitioning concept). An interesting example occurring at the so-called chemocline, that is, a noninterface boundary observed in Lago di Cadagno (Switzerland), is shown in Fig. 19.2. Here the thermocline is combined with strong chemical gradients produced by the contact between two chemical environments, the oxic surface water and the anoxic deep water which is rich in sulfide (HS-). In the thin overlapping zone a special type of phototrophic sulfur bacterium (Chromatium okenii) that lives on the oxidation of HS- to elementary sulfur finds ideal conditions of growth. Its concentration is reflected in the turbidity profile. Note the interesting vertical structure of temperature and salinity within the zone in which turbidity (a qualitative measure of biomass concentration) is large. It results from the microturbulence produced by the sinking bacteria (Wuest, 1994). With respect to the physical processes, boundaries can be subdivided into just three classes. The distinction will be made according to the nature of the resistance to mass transfer across the boundary. We must recognize that this transfer is usually mediated by random motions. Thus, the resistance is like the inverse of a generalized diffusivity or transfer velocity, since both these quantities have the function of a conductivity (of mass, heat, momentum, etc.). For simplicity, the following discussion will be focused on the diffusion model (Eq. 18-6), although everything which will be said can also be adapted to the transfer model (Eq. 18-4). The physical classification of the boundaries is made according to the shape of the generalized dijiusivityprofile across the boundary, D(x),where x is a spatial coordinate perpendicular to the boundary (Fig. 19.3). Three types of boundaries are distinguished: bottleneck boundary



Figure 19.3 Three types of boundaries, each characterized by a different diffusivity profile, D(x), along the spatial coordinate x perpendicular to the boundary. ( a ) bottleneck boundary, (b) wall boundary, and (c) diffusive boundary given by a distinct change of the water composition, here represented by C(x). See text for further explanations.



wall boundary diffusive boundary Remember that diffusivityD stands for a general parameter with dimension [L2T-’] appearing in Fick’s first law (Eq. 18-6) that relates the flux of a property (concentration, temperature, etc.) to the spatial gradient of the property. It can be a molecular diffusion coefficient, a coefficient of turbulent diffusion, or a dispersion coefficient.
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The classification of all boundaries into just three types is made possible due to the enormous difference in magnitude of molecular and turbulent difisivities (see Table 18.4). In Part V of this book, we will learn more about the conditions in which either molecular diffusion or turbulence are relevant. We will discover that as a general principle, transport by turbulence cannot cross interface boundaries (although turbulent kinetic energy can as demonstrated by the production of water waves by the wind). Mass crossing an interface boundary must “squeeze” itself through a zone in which transport occurs by molecular diffusion. If this zone separates two turbulent systems, it plays the role of a bottleneck which controls the overall mass flux. A bottleneck boundary (Fig. 1 9 . 3 ~is) like a two-lane bridge which separates two sections of a Los Angeles twelve-lane freeway. A typical bottleneck boundary is the water surface of rivers, lakes, and oceans. The atmosphere and the water are usually turbulent; but they are separated by a boundary zone in which transport occurs only by molecular processes. A different situation is encountered at the bottom of a water body. The sedimentwater interface is characterized by, on one side, a water column which is mostly turbulent (although usually less intensive than at the water surface), and, on the other side, by the pore space of the sediment column in which transport occurs by molecular diffusion. Thus, the turbulent water body meets a wall into which transport is slow, hence the term wall boundary (Fig. 19.3b). A wall boundary is like a one-sided bottleneck boundary, that is, like a freeway leading into a narrow winding road.



diffusivity is of similar magnitudes on Finally at a diffusive boundary (Fig. 19.3c>1, either side. Sometimes it is molecular, like at the contact between so-called mobile and immobile zones in groundwater; sometimes it is turbulent, as at the transition from the vigorously mixed surface waters to the thermocline of the ocean. In our picture we can visualize a diffusive boundary by the transition from a paved to an unpaved section of a road. A diffusive boundary may also mark the limit of a concentration patch floating in the current of a river. Here, the picture of a column of cars held back by a roadblock of some kind comes to mind. When the roadblock is removed and the cars begin to move along the road again, an observer from an airplane would see the head of the column (the boundary) becoming more and more spread out while the cars are speeding along the highway. The distinction between these three types ofboundaries will become clearer once we deal with examples. In the following sections the mathematical tools will be derived that are necessary to describe transport across these boundaries. They will then be applied to real environmental boundaries. We will also distinguish between different geometrical shapes of the boundary. Flat boundaries are easier to describe mathematically than spherical boundaries. The latter will be used to describe the exchange between suspended particles or droplets, and the surrounding fluid (algal cells in water, fog droplets in air, etc.). Furthermore, boundaries can be simple (one “layer”) or have a multiple structure. The air-water interface plays a key role among all natural boundaries. It controls the global distribution of many important natural and man-made chemicals (CO,, CH,,
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CH3SCH3,CFCs, etc.), especially by mass exchange at the surface of the ocean. Therefore, Chapter 20 will be devoted just to this interface. The approach pursued in this and the next chapter is focused on the common mathematical characteristics of boundary processes. Most of the necessary mathematics has been developed in Chapter 18. Yet, from a physical point of view, many different driving forces are responsible for the transfer of mass. For instance, air-water exchange (Chapter 20), described as either bottleneck or difhsive boundary, is controlled by the turbulent energy flux produced by wind and water currents. The nature of these and other phenomena will be discussed once the mathematical structure of the models has been developed.



Bottleneck Boundaries Simple Bottleneck Boundaries



A simple bottleneck boundary is characterized by one single zone in which the transfer coefficient, or diffisivity, D,is significantly smaller than in the bulk portion on either side ofthe boundary. Fig. 19.3a gives a schematic view of a simple bottleneck boundary. In real systems the drop of D to the bottleneck value Db is usually much smoother than shown in the figure. The term “bottleneck” indicates that the ratedetermining step of the transfer across the boundary is controlled by the thin zone in which D is small and thus the resistance against this transport is large. As mentioned before, the most prominent example of a bottleneck boundary is the air-water exchange which determines the flux of chemicals from surface waters (oceans, lakes, rivers) to the atmosphere or vice versa. The physics of this boundary will be discussed in Chapter 20. Before dealing with this and other examples, let us derive the mathematical tools which we need to describe the flux of a chemical across a simple bottleneck boundary. First, we recognize that for a conservative substance at steady-state, the flux, F(x), along the boundary coordinate x orthogonal to the boundary must be constant. According to Fick’s first law (Eq. 18-6) the flux is given by: dC



F(x)= -D(x)-= constant dx



[ML-’T.’]



(19-1)



where the notation D(x) indicates that the diffusivity depends on x. In other words, the concentration gradient, dCldx, must be inversely related to D(x). Since within the bottleneck zone diffusivity, D(x), is much smaller than in the two adjacent zones, the concentration gradient in the bottleneck zone must be much stronger than outside. Therefore, virtually all the concentration variation at the boundary is confined to the bottleneck. In Fig. 19.4 it is assumed that the concentration gradients in zones A and B are negligible compared to the gradient in the bottleneck, that is, the corresponding diffusivities in these zones are infinitely large compared to Db in the bottleneck zone. Therefore the flux across the bottleneck can be calculated as if the concentrations in the adjacent boxes were held constant at C, and C,, respectively. If Db within the bottleneck is constant,
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Figure 19.4 Transfer across a simple bottleneck boundary of thickness 6 connecting two zones A and B. The solid line is concentration C(x) and the dashed line is diffusivity D(x).



then according to Eq. 19-1 the concentration gradient in the bottleneck must also be constant and equal to: (19-2) where 6 is the thickness of the bottleneck. Combining Eqs. 19-1 and 19-2 yields: (19-3:) where: Vb



-- Db



6



[LT-'1



(19-4)



has the dimension of a velocity and is thus called the (boundary) exchange or transfer velocity. The sign of Eq. 19-3 is chosen such that a positive F indicates a flux in the positive x-direction. Since in the example shown in Fig. 19.4, CBis smaller than CA,F is positive. The flux (or rather the net flux, since random motions always cause back-and-forth exchange fluxes) is directed from the area of larger concentration (zone A) to the area of smaller concentration (zone B). When comparing Eqs. 19-1 and 19-3, the reader may remember the discussion in Chapter 18 on the two models of random motion. In fact, these equations have their counterparts in Eqs. 18-6 and 18-4. If the: exact nature of the physical processes acting at the bottleneck boundary is not known, the transfer model (Eqs. 18-4 or 19-3) which is characterized by a single parameter, that is, the transfer velocity vb, is the more appropriate (or more 'honest') one. In contrast, the model which started from Fick's first law (Eq. 19-1) contains more information since Eq. 19-4 lets us conclude that the ratio of the exchange velocities of two different substances at the same boundary is equal to the ratio of the diffusivities in the bottleneck since both substances encounter the same thickness S. Obviously, the bottleneck model will serve as one candidate for describing the air-water interface (see Chapter 20). However, it will turn out that observed transfer velocities are usually not proportional to molecular diffusivity. This demonstrates that sometimes the simpler and less ambitious model is more appropriate.
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Figure 19.5 In multibox models, the exchange between two fairly homogeneous regions is expressed as the exchange flux of fluid (water, air etc.), Qex. Normalization by the contact area, A , yields the exchange velocity v,, = Qex/A.This quotient can be interpreted as a bottleneck exchange velocity: vex=



D,/&



A Simple Noninterface Bottleneck Boundary Lakes and oceans are often vertically stratified. That is, two or more fairly homogeneous water layers are separated by zones of strong concentration and density gradients. In Chapter 21, two- and multibox models will be developed to describe the distribution of chemicals in such systems. In these models, volume fluxes, Q,,, are introduced to describe the exchange of water and solutes between adjacent boxes (Fig. 19.5). Q,, has the same dimension as, for instance, the discharge of a river, [L3T-'].The net mass flux, Wnet, from box 1 into box 2 is given by:



U',,, can be normalized by the area of the interface, A : Fnet



1 -



A



=%(cl -C2)=vex (C, - C 2 ) A



[ML-'T-']



(19-6)



where vex= Q,,/A is the exchange or transfer velocity of Eq. 18-4. As in Eq. 19-4, vex can be interpreted as the quotient of the coefficient of diffusivity in the boundary zone, Db, and the interface thickness 6 (e.g., the thickness of the thermocline). This interpretation of Qexwill be useful for the design of box models (see following chapters). A first application is given in Illustrative Example 19.1.



Illustrative Example 19.1



Vertical Exchange of Water in a Lake



Problem Vertical temperature profiles in Greifensee, a lake near Zurich (Switzerland) with a surface area of 8.6 km2 and a maximum depth of 32 m, show a distinct thermocline during summer and autumn (see figure). Imboden and Emerson (1978) determined the coeficient of vertical turbulent diffusion, E,, to lie between 0.01 and 0.04 cm2s-' during this time of the year. Estimate the bottleneck exchange velocity, vex,between the upper water volume (epilimnion) and the lower one (hypolimnion) of Greifensee and determine the
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mean water residence time of the water in the hypolimnion provided that vertical turbulent diffusion is the only exchange process between hypolimnion and epilimnion. Use an average thermocline thickness 6 = 4m.
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6=4m
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Orographic data of Greifensee (Switzerland) (taken from Table 2 1.1)



Answer



Hypo1imnion7V~



=



loo



Area: Surface, A , At thermocline, A ,



= =



8.6 x 106m2 7.5 x 106m2



The vertical volumetric exchange flux of water between epilimnion and hypolimnion is:



lo6 m 3



From Eq. 19-4:



Q,,



= A t h .vex= 7.5 x 106m2 x (0.02 to 0.08) m d-'



=(1.5 t o 6 ) x 105m3d-' The mean water residence time is equal to the water volume divided by the volumetric flux: 100 x 1 0 m3 ~ c , = L -=170 Q,, (1.5 to 6)x1OSm3d-'



to



670 d



Note that zHis the inverse of the mean flushing rate constant kw,Hdefined according to Eq. 12-50. Yet, the upper limit of -cH is hypothetical, since lakes like Greifensee are usually completely mixed during the winter.



Two- and Multilayer Bottleneck Boundaries As a somewhat more complicated but also more realistic case, we consider the bottleneck to consist of two zones of (different) diffusivities, Dt and Dt,lying in between the two zones characterized by quasi-infinite D values and constant
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Figure 19.6 Transfer across a twolayer bottleneck boundary. Diffusivity in the bottleneck zone A is smaller than in zone B, but diffusivity in both zones is much smaller than in the adjacent bulk zones. The solid line is concentration C(x), the dashed line is diffusivity D(x). Note that here we assume that the phases in both zones are identical. In Fig. 19.7 the model is extended to a boundary with phase change.



concentrations, CA and CB (Fig. 19.6). We want to calculate the flux across this "sandwich" of bottlenecks. If we knew the concentration at the boundary between the two bottlenecks, C A B , we could immediately write down the flux across either bottleneck. For instance, across bottleneck A: (19-7) Thus, we ought to know how the total concentration change from zone A to B, (CA- CB),is partitioned between the two bottlenecks. Remember that at steady-state the flux of a conservative substance along x must be constant (Eq. 19-l), thus: -



Fbottleneck A - Fbottleneck B



or: (19-8) Solving for C A B and using the definitions: A



Vb



DbA



=-



6,



;



DbB



v Bb = -



6,



(19-9)



yields after some algebraic manipulations: (19- 10)



Inserting Eq. 19-10 into one of the flux equations (e.g., Eq. 19.7) yields: (19-11)



which can also be written in the form: F = - Vtot



(CB



-



( 19- 12)
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with:



1 - V Ab A



‘tot
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B
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f
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(19-13)



‘b



Since the inverse of the transfer velocity, (Vb)-l, can be interpreted as a transfer resistance, Eq. 19-13 expresses a simp.le, but very important rule: the total resistance of two bottlenecks is equal to the sum of the resistances of the single bottlenecks. This result can be easily generalized to three and more bottleneck zones (see Problem 19.3).



Bottleneck Boundary Between Different Media Until now we have tacitly assumed that the boundary separates two identical media, for instance, hypolimnetic and epilimnetic water bodies, as in Illustrative Example 19.1. We can intuitively understand that (as stated by Eqs. 19-3 and 19-12) the net flux across the boundary is zero if the concentrations are equal on either side. Yet, how do we treat a boundary separating different phases, for instance, water and air? Obviously, the equations have to be modified since we cannot just subtract two concentrations, CAand CB,which refer to different phases, for instance, mole per m3 of water and mole per m3 of air. In such a situation the equilibrium (no flux) condition between the two phases is not given by CA= CB. In order to extend the above theory, we have to make use of the equilibrium partition concepts described in Part 11. Here we generally define the equilibrium partition function between any phase B and A by: (19-14) For instance, if CAis concentration in water in mol mitter and CBconcentration in air in mol m: , then KB,A is the (nondimeinsional) Henry’s law constant, Ki,, (Eqs. 6-6 and 6-15). At this point, we have to decide which system (A or B) is selected as the reference phase. Our choice determines the actual form of the overall transfer law and explains the asymmetry between the two phases which we meet, for instance, in the equations expressing air-water exchange (see Chapter 20, Eq. 20-3). Here we choose A as the reference system. Then: c ; q



=A



(19- 15)



4 3 1A



is the A-phase concentration in equilibrium with the B-phase concentration, CB.In fact, Ciq is a property of system B, which is expressed in terms of the A-phase concentration scheme. For the example of air-water exchange, CIqis the aqueous concentration which at equilibrium is “imprinted” by the atmospheric concentration (or partial pressure) of the substance under consideration. Next we examine how the two-layer bottleneck exchange model (Eqs. 19-7 to 19-13) is modified by introducing a second phase. Fig. 19.7 sketches the concentration
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Figure 19.7 Transfer across a twolayer bottleneck boundary between two phases. The situation is analogous to Fig. 19.6 except for the fact that the equilibrium condition between the two layers is now expressed by the relation KBIA= (CB,A / CA/B)eq. The dashed line in zone A gives the concentration in zone B expressed as the cor-responding Aphase equilibrium concentration.
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profile across the two-layer bottleneck boundary. Compared to Fig. 19.6, the picture is modified only by the fact that at the interface separating the two phases the concentration jumps from CA/, on the A-phase side to CBI, on the B-phase side. The two boundary concentrations are assumed to be at equilibrium. Thus, according to Eq. 19-14: = KB/A



(19- 16)



The dashed line in Fig. 19.7 gives the concentration in zone B expressed as the corresponding A-phase equilibrium concentration. This modified representation is like an extrapolation of the A-phase concentration scheme into system B. In fact, it is the same as considering the variability of activity or fugacity of the chemical, rather than its concentration, through the adjacent media. Consequently,the concentration jump at the phase boundary disappears; the ‘‘concentration profile” (or more accurately the chemical activity profile) across the boundary looks like that shown in Fig. 19.6. From here on the mathematical derivation is as before. First, we have to determine the contact concentration C,, (or CA,,) from the fact that the fluxes on either side of the interface are equal (see Eq. 19-8):



(19-17)



Substituting c B / A by KB/ACAB (Eq. 19-16) and solving for CNByields: (19-18) where the transfer velocities, v, and vB,are defined as in Eq. 19-9. Inserting into Eq. 19-17 and using Eq. 19-15 yields:



846



Transport Through Boundaries



F=-vtot with:



[



zA



--



CA]



1 = 1+ A '



'tot



(ciq - CA)



=: -'tot



1 'B



KBIA



(19-19)



(19-20)



These expressions correspond to Eqs. 19-12 and 19-13, if the following substitutions are made: CB-+ B' = Ciq -



and



vB -+vB KBIA



(19-21)



KBIA



Since system A was chosen as the reference, the variables of the nonreference phase B are modified according to the substitution rule of Eq. 19-21. This is the asymmetry between the two phases that was mentioned earlier. Eqs. 19-19 and 19-20 represent a powerful tool for the description of multilayer bottleneck boundaries. In fact, the validity of the result extends beyond the special picture of a series of films across which transport occurs by molecular diffusion. Since the transfer velocities, vAand VB Ke/A, can be interpreted as inverse resistances, Eq. 19-20 states that the total resistance of a multilayer bottleneck boundary is equal to the sum of the individual resistances. Note that the resistance of the nonreference phase includes the additional factor KBIA. In Problem 19.3, the above result shall be extended to three and more layers. Two extreme situations of Eq. 19-20 will be discussed: (1)



vA(( vBKB,A: most of the resistance is located in layer A. Then: vtot- vA



(2)



A - layer controlled transfer



(19-22)



vA)) vBKB/A:most of the resistance is located in layer B. Then:



vtot - vBKBIA



B - layer controlled transfer



(19-23)



For the latter case, the flux equation 19-19 be comes: (1 9-24)



where C;" = KBIACA is the B-phase concentration at equilibrium with the A-phase concentration, CA.In fact, Eq. 19-24 expresses the flux in a mathematical scheme in which now the chemical in phase B acts as the reference. Since for the case of Eq. 19-23 the A-phase boundary layer is not relevant for the overall rate of exchange, in this case it is reasonable to use phase B as the reference phase. The above results will be useful for the two-film model of air-water exchange (Chapter 20). A very different bottleneck boundary, that is, the unsaturated zone of a soil, is discussed in Illustrative Example 19.2.
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Diffusion of a Volatile Compound from the Groundwater Through the Unsaturated Zone into the Atmosphere Problem Mean aqueous concentrations of trichloroethene (TCE) in a contaminated aquifer were measured to be 25 pg/L. The water table is located 4 m below the soil surface. The saturated zone has a mean thickness of 50 m and an average porosity @ of 0.3. Water temperature in the aquifer is 10°C. (a) Estimate the effective diffusivity in the gas phase of the unsaturated zone at 10°C. The moisture content in the unsaturated zone is 15%, the mean porosity 0.3. (b) Calculate the vertical diffusive flux of TCE at steady-state from the aquifer through the unsaturated zone into the atmosphere.



(c) Estimate the time to steady-state of the diffusive flux. Assume as a rough estimation that due to sorption of TCE to the soil only 5% of the compound is present in the gas phase Ea= 0.05; see Illustrative Example 11.2). Answer (a)



v



From the empirical relation by Fuller et al. (Eq. 18-44) and the molar volume of TCE taken from Table 18.3 ( - 90 cm3mol--')you get: Da(TCE, 10°C) = 0.077 cm2s-] The diffusivity through the unsaturated zone is (Eqs. 18-66): D,



CI %cl;



trichloroethene M , = 131.4gmol-' Aquifer: Unsaturated zone Depth, d = 4m = 0.3 Porosity, @ Moisture content = 15 % Temperature = 10°C Saturated zone = 0.3 Porosity, @ Water temperature = 10°C Aqueous TCE-conc.= 25 FgIL



= D,(TCE,



lO"C)/z,



where z,is a function of the volumetric gas content, 8, porosity @: (0.15)4 -1 - e4 zg ---=0.010 @5/2 o.35/2 Thus:



= 0.3 - 0.15 = 0.15, and



of



D,,= 7.7 x 104 cm2s-l = 6.7 x 10-3m2d-' Answer (b) The unsaturated zone can be modeled as a bottleneck boundary of thickness 6 = 4 m. The TCE concentration at the lower end of the boundary layer is given by the equilibrium with the aquifer and at the upper end by the atmospheric concentration of TCE, which is approximately zero. Thus, you need to calculate the nondimensional a,w( 10°C). Henry coefficient of TCE at 1O"C, KTCE From Eq. 6-10:
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Tav:Average temperature (290 K)



=



From Appendix C: KTCEd, (25°C) = 10-0.3 0.5 From Table 6.3: AawHTCE E 37 kJ mol-* Thus: In



KTCEaIw (10OC)



(&-&)



37,000+8.31~290 8.3 1



KTCEalw



(25°C) - -



KTCEdw



(10OC) = KTCEdw (25OC) e-0.843 = 0.5 x 0.43 = 0.22



= -0.843



Thus: C,"q= C, .KTCEaw (IOOC) = 0.22 x 25 pgL-' = 5.5 pgL-' = 5.5 mg m-3



The diffusive flux of TCE through the unsaturated zone at steady-state is (see Illustrative Example 18.4, Eq. 1):



F = egou, . -= 0.15 6.7 10-3m2d-1 C q :



6



5.5mgm-3 = 1.4 x 4m



mg md2d-'



Answer (c) According to Box 18.5, Eq. 13, the breakthrough time depends onD,, that is, on the mobile fraction of the chemical. Here this fraction is given byAa = 0.05. The layer thickness is equal to the depth of the unsaturated zone, 6 = 4 m. tbreakthrough



-- 62 (4mI2 = 24'000 d(!) 2 ~ , 0 , , 2 x 0.05 x 6.7 x lo-3rn2d-l



Note: The above example is based on the real case of a polluted aquifer in New Jersey (see Smith et al., 1996). According to detailed investigations on the site, which include the measurement of vertical concentration profiles in the unsaturated zone and flux chamber measurements, the authors conclude that vertical diffusion is not the only process causing vertical outgasing of TCE from the aquifer. Although they occasionally found in the unsaturated zone the linear concentration gradients which are indicative for a diffusive flux, often the profiles were not linear. They invoke the influence of vertical advection caused by air pressure fluctuations to explain these nonlinear profiles. The extremely large breakthrough time which was calculated in (c) is another indication that the flux cannot be purely diffusive. We will come back to this example in Chapter 22 (Illustrative Example 22.4).



19.3 Wall Boundaries Wall boundaries are defined by an abrupt change of diffusivity D(x) from a large value allowing virtually complete homogeneity to a value that is orders of magnitude smaller (Fig. 19.3b). Examples are the sediment-water interface in lakes and oceans, a spill of a nonaqueous-phaseliquid (NAPL) exposed to air, or the surface of a natural particle suspended in water. In this section we deal with flat wall bound-
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turbulent boundary layer



x= 0



Figure 19.8 Diffusivity D and concentration C at wall boundary. (a) Schematic view of a wall boundary. Diffusivity drops abruptly from a very large value D,, which guarantees complete mixing in system B, to the much smaller value DA. The concentration penetrates into system A when time t grows. xli2(tl)is the “half-concentration depth” (Eq. 18-23) as a function of time. ( b ) In reality the change of D from the well-mixed system B into the diffusive system Ais smooth (see text). Yet, the concentration profile in system A is well approximated by the idealized case shown in (a).



aries; spherical wall boundaries (the case of the suspended particle) are treated in Section 19.5. The structure of turbulence in the transition zone from a hlly turbulent fluid to a nonfluid medium (often called the Prundtl layer) has been studied intensively (see, for instance, Williams and Elder, 1989). Well-known examples are the structure of the turbulent wind field above the land surface (known as the planetary boundary layer) or the mixing regime above the sediments of lakes and oceans (benthic boundary layer). The vertical variation ofD(x) is schematically shown in Fig. 19.8b. Yet, in most cases it is sufficient to treat the boundary as ifD(x) had the shape shown in Fig. 19.8~. Wall Boundary Between Identical Media The mathematics of diffusion at flat wall boundaries has been derived in Section 18.2 (see Fig. 18.5~-c).Here, the well-mixed system with large diffusivity corresponds to system B of Fig. 18.5 in which the concentration is kept at the constant value C;. The initial concentration in system A, Ci , is assumed to be smaller than C; . Then the temporal evolution of the concentrationprofile in system A is given by Eq. 18-22.According to Eq. 18-23 the “half-concentrationpenetration depth”, xIl2,is The cumulative mass flux from system B into A at approximativelyequal to (DAt)”2. time t is equal to (Eq. 18-25): M(t)=(;)I’*



(DAt)li2(C;- q )



(19-25)



where D, is diffusivity in system A. Note that the cumulative mass flux increases as the square root of the elapsed time t and is unlimited. That is, M ( t ) can theoretically increase to infinity. Equilibrium would be reached if the concentration in system A became everywhere C;. Since both systems are assumed to be unbounded, complete equilibrium is never reached. Yet, the flux F into system A, that is, the time derivative of Eq. 19-25: (19-26) becomes zero for t --+W. Note that the equations are also valid if Ci < Ci. Then the flux F(t) is negative; it describes the loss from system A to system B.
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Figure 19.9 Schematic representation of the concentration profile of a compound across a wall boundary with phase change. For the case of the sediment-water interface, CA is the total (dissolved and sorbed) concentration of a chemical in theo sediment column (sc) whereas C, represents the constant concentration in the overlying open water (op).
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Imagine that system B is the water column of a lake and system A is the pore space of the lake sediments. In B, mixing is by turbulence and fairly intensive while in system A transport is by molecular diffusion. The above case corresponds to a situation in which at time t the concentration of a compound in the water suddenly rises to the value CE. Then Eqs. 19-25 and 19-26 describe the cumulative and incremental mass flux of the compound into the infinitely deep sediment column.



Wall Boundary Between Different Media The mathematics of the wall boundary model slightly changes if the media on either side of the interface are different. As an example, consider the volatilization of a dissolved chemical into the well-mixed atmosphere from a shallow puddle of water in which advective and turbulent motion is completely suppressed. Another example is the transport between a solid phase and a turbulent water body. In Section 19.2 we treated the phase problem by choosing a reference system (for instance, water) to which the concentrations of the chemicals in other phases are related by equilibrium distribution coefficients such as the Henry’s law constant. Here we employ the same approach. The following derivation is valid for an arbitrary wall boundary with phase change. The mixed system B is selected as the reference system. In order to exemplify the situation, Fig. 19.9 shows the case in which system A represents a sediment column and system B is the water overlying the sediments. This case will be explicitly discussed in Box 19.1. As in Eq. 19-14, the equilibrium between the two concentrations on either side ofthe boundary shall be expressed by a general partition function: =K*/B



(1 9-27)



equilibrium



System B is well mixed and its concentration kept constant at Ci. At t = 0, the compound starts to diffuse into system A. For simplicity, we assume that the initial concentration in A is zero, Ci = 0.
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The cumulative and differential mass flux from B to A can be calculated from a slightly modified version of Eqs. 19-25 and 19-26: (19-28) (19-29) The additional factor KAIBreflects the fact that the A-side boundary concentration in equilibrium withe; is given by Eq. 19-27. Note that DA is the diffusivity of the chemical in the A phase, that is D, is the coefficient which appears in Fick's second law (Eq. 18-14) formulated for the concentration CA.



The Sediment-Water Interface as a Wall Boundary For the special case of the sediment-water interface, DA is determined by the aqueous diffusivity, the sediment structure (porosity, tortuosity, pore size), and the sorption property of the chemical. Let us demonstrate this by applying the theory of transport of sorbing chemicals in fluid-filled porous media, which we have derived in Chapter 18.4 and Box 18.5, to the special case of diffusion in the sediment column. Since for this particular situation the fluid in the pore space is water, the subscript f (fluid) is replaced by w (water) while the superscripts sc and op mean sediment column and open water. Note that for the total (dissolved and particulate) concentration, C,, the abrupt change of the solid-to-water-phaseratio, r,, (Eq. 9-15), at the sediment surface acts like a phase change. The numerical example given in Table 19.1 demonstrates that the transition from the open water column of a lake or the ocean to the sediments involves an increase of rSwby 5 to 6 orders of magnitude. Typically, in the open water, is of order 10-3kg m-3 while in the sediment column Yssyc lies between 10' and 103kg m-3. Thus, at equilibrium the total (dissolved and sorbed) concentration per unit bulk volume on either side of the interface for compounds with small to moderate solid-water distribution ratios (Kd < 10 m3kg-') is approximatively given by (see Box 19.1, Eq. 4):



--



Ksciop where



QSC



:f



= Qsc(l+ ( i K r ) , for



Kip < 10 m3kg-'



(19-30)



is porosity of the sediment column KT is the solid-pore water distribution ratio for a chemical (Eq. 9-7)



:f



= (1 + f:KT)-'



is the dissolved fraction in the sediments (Eq. 9-12)



adopts the role of KA/B in the expression for the The equilibrium distribution Ksclop integrated and specific mass flux across the sediment-water interface (Eqs. 19-28 can easily exceed 103(see and 19-29). Since for a strongly sorbing chemical Ksclop Table 19.I), at first sight Eqs. 19-28 and 19-29 seem to tell us that M(t) and F(t) are orders of magnitude larger for sorbing than for nonsorbing species. Yet, this conclusion is premature. Remember that in these equations D, is diffusivity in the Aphase.
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Table 19.1 Exchange of a Sorbing Chemical at the Sediment-Water Interface (Numerical example for penetration depth due to wall boundary flux). The following assumptions are typical for lacustrine or marine sediments: Solid-to-water-phase ratio r,, Water column: rpw” = 1 mg L-’ = 10-3kg rn” (corresponds roughly to the concentration of suspended particles) Sediment column: porosity



rsz = p,



1



= 0.8, particle density ps= 2500 kg m-3



-= 625 kg m-3 (from Eq.



osc



9-15)



Sorption partition coefficient: KdOp = K r := 1 m3kg-’ 1d m3kg-’



Case A Case B



Effective diffusivity in the sediment: DZ = 104 cm2s-l Dissolved fiaction and equilibrium partition coejficient, Ksclop,at sediment-water interface:



fz



= (I+ rsE&)-‘ Sediment column f : ‘ = ( 1+ r,: Kd)-’ Open water KsciOp(Box 19.1, Eq.3)



Case A KF = 1m3kg-’



Case B K r = 103m3kg-’



1.6 x10-3



1.6 x104



0.999



0.5



500



2.5 x105



Half-penetration depth (Eq. 19-34): 2112 = (f: DZt)’l2 t 1 day 1 year Idyear



Box 19.1



nonsorbing



Case A



Case B



0.3 cm



0.01 cm



6 cm



0.2 cm 7 cm



4 x 104 cm 7 x 10” cm 0.2 cm



200 cm



Equilibrium of Sorbing Solutes at the Sediment-Water Interface



We consider a flat sediment surface which is overlain by a completely mixed water column. A sorbing chemical is exchanged between the water and the sediment. Immediate sorption equilibrium at every local point in space is assumed. The notation used was introduced in Chapter 9 and in Box. 18.5. Note that compared to the latter the subscript f (fluid) is replaced by w (for water). The superscripts sc and op mean “sediment column” and “open water”. C, = c



C,



d



+ C,, : Total (dissolved and sorbedj concentration per bulk volume



=cd/



c,= (1



[h/n;di]



oSr : Dissolved concentration per pore water volume [ML-,~1



- 4)”’>p,



: Sorbed (particulate) concentration per particle mass [MM;’ ]



The sorption equilibrium is expressed by ( K Y : solid-water distribution ratio; Eq. 9-7):
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The boundary condition at the sediment-water interface which relates the diffusion equations on both sides of the boundary, is given by:



c; = c;F'



(1)



For both phases (sc and op) the following definition holds:



wheref, is the relative dissolved fraction of the total concentration C, (Eq. 9-10). Thus the equilibrium condition for the total concentration at the sediment-water interface is (see also Eq. 3 of Box 18.5):



Since the open water column is nearly pure water ($"P = 1, :< = 0), for compounds with small to moderate solidwater distribution ratios (K, < 10 m3kg-'),the above equilibriumpartition coefficient can be simplified to:



That is, for the particular case of the sediment column, D, is diffusivity of the total concentration, C,, for which the second Fick's law is given by Eq. 10 of Box 18.5. From this equation we see that D, adopts the form: (19-31) where 0: stands for the porous media diffusivity DpF.Remember that due to the effect of porosity diffusivity of the dissolved fraction in the pore space of the sediment column, D:, is usually smaller than diffusivity in the open water (see Eq. 1857). In addition, in sediments with small pores diffusivity may be further reduced (Renkin effect, see Eq. 18-65). by Eq. 19-30: We now insert Eq. 19-31 into Eqs. 19-28 and 19-29 and substitute Ksclop (19-32)



(19-33) C;' is aqueous concentration in the open water column. For a strongly sorbing chemical (Ksclop of order 103),f: is of order 104, so the apparent diffusivity of the
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fz



chemical (DA)is extremely small. This results mainly from the process of sorption means a large KSci,,)while the effects of porosity and (remember that a small tortuosity on D, are commonly much weaker. Intuitively we can understand this result. Since only the dissolved fraction of C, is able to migrate by diffusion and since for a strongly sorbing species this fraction is extremely small, the dissolved fraction must drag the large fraction of the immobile sorbed chemical. Therefore, the diffusive migration of the total compound is much slower than that one of the dissolved species alone. The “half-concentration penetration depth,” z112,for a sorbing species is approximately (see Eq. 18-23): (1 9-34)



A numerical example is given in Table 19.1 To summarize for a sorbing chemical, mass exchange at the sediment-water interface can be treated like the exchange at a wall boundary with phase change. Sorption increases the specific and integrated mass exchange by the factor (llfz)1i2; that is, it increases the capacity of the sediment to store the compound. At the same time, it slows down the speed at which the chemical penetrates the sediments (factor ( f:)”’). Note that the derived equations keep their validity if the chemical moves in the opposite direction, that is, if the total sediment concentration is larger than the concentration at equilibrium with the overlying water. Advanced Topic



Wall Boundary with Boundary Layer In the preceding section, the sediment surface was described as an intermedia wall boundary. Thereby we tacitly assumed that the “diffusion wall,” that is, the location where diffusivity drops from D,,to D, coincides with the interface between the two media. As shown in Fig. 19.8b, the transition from a turbulent to a stagnant media includes a boundary layer in the former in which diffusivity drops in a characteristic manner. As long as there is no phase change involved, the influence of the transition zone on mass transfer is negligible. The position of the boundary layer is slightly shifted, but the exchange flux is scarcely affected. This is no longer true if the boundary separates two different media, for instance, the water of a lake from the sediments. In this case the drop of diffusivity D(x) and the increase of the partition ratio KAiB(Eq. 19-27) do not coincide (Fig. 19.10). Let us first develop the necessary mathematical tools to describe this new situation and then discuss an example for which the influence of the boundary layer may be relevant. As before we consider the boundary between the completely mixed system B and the diffusive system A. The initial concentrations are C i and C;. On the B-side of the interface there is a stagnant boundary layer of thickness 6 with constant diffusivity Db,.At time t = 0, the two systems are brought into contact and mass exchange across the boundary is initiated. Let us assume that at time t > 0, the concentration on
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Figure 19.10 Schematic view of concentration profile across a wall boundary between different media with a boundary layer of thickness 6 on the B-side of the interface. Diffusivities are DB -+ in the completely mixed system B, Dbl(( De in the boundary layer, and DAin system A. The intermedia equilibrium relationship at the interface is defined by CMB I CBIA = KMB. C i and Ci are initial concentrations (the latter is assumed to remain constant). c:= C: / KAieis the B-side contentration in equilibrium with C A .



the B-side of the interface is CBIA, which is at instantaneous equilibrium with the A-side boundary concentration CNB: KAIB =



'BIA



(1 9-35)



where K A / B is the intermedia equilibrium distribution coefficient. If the chemical substance is conservative (nonreactive) on a time scale characterizing the migration of the molecules across the boundary, then the fluxes on either side of the boundary must be equal. On one hand, transport across the B-side boundary layer is (see Eq. 19-3): (19-36) where the sign of Fblhas been chosen as usual; that is, such that a positive flux points into the positive x-direction. On the other hand, the flux into system A is (see Eq. 19-26): (19-37) At any time the two fluxes must be equal: Fbl= F A . Replacing CA,, by K A l B C B / A and solving for CBI, yields: (19-38)



where Ciq = C i / KAIBis the B-side concentration in equilibrium with the initial A-side concentration, and: (19-39) is a nondimensional, time-dependent function that makes the interface concentrations, c B / A and CAIB, timedependent as well.
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Now we insert Eq. 19-38 into one of the flux equations, for instance, into Eq. 19-36. After some rearrangement, we get: (19-40) where vbl= D,,/6 is the boundary layer transfer velocity (see 19-4). Note that the temporal evolution of both the boundary concentration, cB,,&,(t), and the flux across the boundary, F(t),are controlled by the nondimensional function w(t). This function defines a critical time scale for the switch between two regimes. We define tcritas the time for which W(tcrit)= 1. From Eq. 19-39: (19-41) We evaluate Eqs. 19-38 and 19-40'for two extreme times, for the initial situation (t (( tcrit)and the long-term situation ( t )) tcrit): (19-42)



for t ]2



(1 9-44)



The concentration difference across the boundary layer and the boundary flux are normalized by their respective values attained for large times. It turns out that both are described by the same simple function of relative time 2:
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Figure 19.11 Wall boundary with boundary layer: Relative variation of concentration difference across boundary layer and relative boundary flux as a function of relative time z = t I tcrit(Eq. 19-45).
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(19-45) As shown in Fig. 19.11, most of the transition of CNB(t)and F(t) from one regime to the other occurs in the time interval between ‘c = 10-2and 102. The real time t is related to ‘c by t = z tc,,t.Thus, in order to interpret Fig. 19.11 we should now get an idea of the size of tcrlt.In Table 19.2 ranges of critical times tc,,tare calculated for two types of wall boundaries for which diffusive boundary layers may be important. The first is the example of a gas-liquid interface. Here the gas phase is the mixed system (system B) which is connected to a liquid by a gaseous boundary layer. In the notation of Fig. 19.10, KAIB is then an inverse nondimensional Henry’s law coefficient. According to Table 19.2 the influence of the boundary layer is important only for nonvolatile substances, provided that the transfer velocity vbl is small. The second example depicts the boundary between an open water column (system B) and a porous medium (system A). Here KAiB measures the strength of sorption of a chemical in the porous media. Note that now diffusivity in system A, D,, is inversely related to KAIB.As it turns out, for strongly sorbing media, the boundary layer may control the exchange flux during a very long time period. As shown in Illustrative Examples 19.3 and 19.4, often it is not immediately known whether an exchange process is controlled by transport across a boundary layer or by transport in the bulk phase. In Illustrative Example 19.3 we look at the case of resuspension of particles from the polluted sediments of Boston Harbor. We are interested in the question of what fraction of the pollutants sorbed to the particles (such as polychlorinated biphenyls) can diffuse into the open water column while the particles are resuspended due to turbulence produced by tidal currents in the bay. To answer this question we need to assess the possible role of the boundary layer around the particles. In Illustrative Example 19.4 we look at the transfer between a non-aqueous-phase liquid (NAPL) such as diesel fuel and water. Although the example deals with an
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Table 19.2 Influence of Boundary Layer on Mass Exchange at Wall Boundary Definition of critical time (Eq. 19-41)



A. Boundary Between Well-Mixed Gas (System B) and Stagnant Liquid (System A) Transfer velocity across gaseous boundary layer: typically between 0.1 and 1 cm s-l (up to 5 cm s-l, see Fig. 20.2). KAD is the nondimensional liquidgas distribution coefficient (for air-water interface: inverse nondimensional Henry's law coefficient, i.e., K&+,) with typical values between 10-3and 103.D, is the molecular gaseous diffusivity, typical size 0.1 em's-'. Thus: Critical time tCrit (s)



10-~(volatile) 1 103(nonvolatile)



3 x 104 3 3 x 106( 1 month)



3 x 10-8 3 x 10-2 3 x 104(8 hours)



B. Boundary Between Well-Mixed Water (System B) and Porous Media (System A) Typical transfer velocity across liquid layer: 10-3cm s-l (range 10-5to 10-' cm s-', see Section 20.2 and Illustrative Examples 19.3, 19.4). KAiBis the equilibrium partition coefficient with typical values between 1 and 104(see Table 19.1). DAis the aqueous molecular diffusivity in pore space (typical size 10-6cm's-') divided by KAIB. Thus:



-



tcrit 3 x



KAIB ern's? 7 bl



Critical time tcrit(s)



1 (nonsorbing) 10' 104(strongly sorbing)



3 x 103(1 hour) 3 x 105(3 days) 3 x 107(1 year)



0.3 30 3 x lO'(1 hour)



3 10-~ 0.3 30
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artificial setup in the laboratory, there is a real story behind the experiments, that is, the pollution of groundwater by diesel he1 spilled into the aquifer (Schluep et al., 2001). It turns out that it is mainly the boundary layer on the water side of the NAPL-water interface that controls the solution of diesel fuel components into the water.



(Text continues on page 864)



Illustrative Example 19.3



Release of PCBs from the Historically Polluted Sediments of Boston Harbor Problem The bed sediments of Boston Harbor (Massachusetts, USA) have long accumulated organic contaminants like polychlorinated biphenyls (PCBs). As a result, investigators like McGroddy (1993) find surface sediment concentrations of (PCB 101) or 2,2’3,3’,4,4’5-hepcompounds like 2,2’,4,5,5’-pentachlorobiphenyl tachlorobiphenyl (PCB170) near 30 ng per gram dry sediment material. Recently a major construction effort has moved the sewage discharges out of the harbor. Now the question arises, how long the existing legacy of polluted sediments will continue to release undesirable fluxes of these organic chemicals back to the water column.



Answer “Q ‘ QCI



’CI



CI



2,2‘,4,5,5’-pentachlorobiphenyl (PCBIOI)



c *l



To begin to answer this question, you are interested in deducing what process limits the bed-to-water-column releases of such highly sorptive chemicals. Intuitively, you expect diffusion out of the bed may be rate limiting. In order to assess the possible influence of a benthic boundary layer, calculate first from Eq. 19-41 the critical time tcritfor some representative compounds of concern. If this parameter is “large” for the chemicals of concern, then their release from the sediment bed will actually be controlled by diffusion through the thin layer of “stagnant” water lying just above the sediment-water interface. ~~~~



CI



CI



CI



2,2‘,3,3’,4,4‘,5-heptachlorobiphenyl (PCBl70)



~



Property, Parameter



PCBlOl



PCB 170



Molar volume, (cm3mol-’) D, at 15°C(cm2s-’)



265 4.3 x 10-(j 6.36 4.86 3.6 2.0 x 103 2.9 x 10-4 6.5 x 10’ (2 years)



300 4.0 x lO-(j 7.36 5.60 4.3 1.0 x 104 2.7 x 10A 1.7 x 109 (55 years)



1% K O , log K,, (cm3g;) log K r (cm3g-’solid) Ksclop



vbl



(cm s-’)f



Lit



(s)



Using the diffusion volume contribution of Fuller et al. (1966); see Illustrative Example 18.1. Using the expression of Hayduk and Laudie (1974); see Eq. 18-53. Using log Kw = 0.74 log KO, + 0.15 ( E 7 9-29a). Using Kd =focKo,; see Eq. 9-22. Using Eq. 19-30 with r:, = 0.63 g cm-’ and OS‘ = 0.8. vbl = D,/6 assuming 6 = 0.015 cm. Eq. 19-41; note that KAIB = Ksc,op(i.e., A = sediment column, B = open water above sediment). a
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Given the compound and environmental properties shown above, estimate the size of tcritfor PCB 101 and PCB 170. These results indicate that the PCBs will be water-boundary layer limited in their release from the sediment bed for years after a step-function change in the overlying water column concentrations. Note; In Chapter 23 we will further elaborate on the sediment-water exchange flux, especially in Box 23.2. and Table 23.6. ~



Illustrative Example 19.4



Dissolution of a Non-Aqueous-Phase Liquid (NAPL) into the Aqueous Phase Problem Mass exchange between a non-aqueous-phase liquid (NAPL) such as diesel fuel and water can be studied with the so-called slow stirring method (SSM). The SSM was designed to determine solubilities and octanol-water partition coefficients of organic compounds such as petroleum hydrocarbons. The kinetics of the exchange process also yield valuable information on the exchange between groundwater and a NAPL spilled into an aquifer. The experimental setup of the SSM is shown in Fig. 19.12~.The temporal increase of the aqueous concentration of four diesel fuel components (benzene, mlp-xylene, naphthalene) is given in Figs. 19.12b to d. Relevant physicochemical properties are summarized in Table 19.3. Note that the two isomers m- and p-xylene exhibit virtually the same properties, and are, therefore, considered together. (a) In a first step the NAPL-water interface shall be described as a simple bottleneck boundary which separates two homogeneous mixed systems (NAPL, water). Convince yourself that an exchange velocity vI%l= 3.2 x 104 cm s-' for mlpxylene explains the measured aqueous concentration change reasonably well. Calculate the corresponding water-side boundary layer thickness 6,, and use the result to calculate viblfor benzene and naphthalene.



i = benzene



i = m /p-xylene



'



i = naphthalene



(b) Why is it reasonable to assume that the exchange across the NAPL-water interface is indeed controlled by a boundary layer in the water and not in the NAPL? (c) In the SSM setup the water is mixed while the NAPL is not. Modify the model developed in (a) by describing the interface as a wall boundary with a water-side boundary layer adjacent to a well-mixed water layer (system B in Fig. 19.10). Is the result very different from (a)? Hint; Calculate the critical time t,,,t (Eq 19-41) and compare it to the time scale which is relevant for model (a). (d) Closer inspection of the temporal change of the aqueous benzene concentration (Fig. 19.12b) shows that the steady-state concentration of benzene in the aqueous phase seems to lie about 10% below the equilibrium value with the NAPL phase. Explain the discrepancy.
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Figure 19.12 ( a ) Experimental setup to determine the exchange dynamics of a combined NAPLwater system using the slow stirring method (SSM). ( b ) - (d) Measured and calculated aqueous concentrations of benzene; m/pxylene and naphtha1ene. The lines give the result of the linear bottleneck exchange model with an aqueous boundary layer thickness of 6, = 2.4 x 10-2 cm = 240 pm (adapted from Schluep et al., 2000).



Answer (a) The mass balance of the aqueous phase concentration, C,, yields: . -



vw- AinterfaceFbl dt dw ‘i



= AinterfaceVibl (‘iw/NAPL



-w i‘



)



(1)



where Vw is the water volume, Ainterfacethe NAPL-water interface area, and CiWmApL the aqueous concentration in equilibrium with the concentration in the NAPL. The latter is (Eq. 7-2 1 with XNAPL = 1): ‘iw/NAPL



-



- ‘iNAPL



’?t‘



(L)



(2)



where C;t (L) is the aqueous solubility of the liquid compound i, and xlNApL is its mole fraction in the NAPL. Note that we assume that the activity coefficients, xNApL, of these hydrocarbons in diesel he1 are all one. This is justified for compounds of diesel he1 which are structurally similar (see Section 7.5). Dividing the mass balance Eq. 1 by V, yields:



with ki= v



~ I Vw~= vlbl I~h, ,where & h, = 12 ~ cm is mean ~ depth ~ of the~ aqueous ~ phase.~



c.w,NAPL



and assuming that initially Ciw is zero, the differential equaFor constant tion has the solution (see Box 12.1):
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Fitting the measured mlp-xylene concentrations (Fig. 19.12b) with Eq. 4 yields ki = 2.7 x 10-5s-' . Thus: vibl=ki h , = 2 . 7 ~ l O ~ ~ s - ' x 1cm 2 = 3.2~1O-~cms-' The boundary layer thickness 6,, can be calculated from vlbland Di, of mlp-xylene (see Table 19.3) using the bottleneck model (Eq. 19-4):



6,,



Diw - 7.8 x 104 cm2s-'



= --



vlbl



3.2 x 104 cin



= 2.4 x 10-2cm



s-l



From 6,, we can calculate vibland ki for the other compounds (benzene, naphthalene, see table below). The corresponding model curves are shown in Figs. 19.12b-d. Benzene 410 1.8 x 102 3.9 x 104 3.3 10-5



CiwiNAPLa (pg L-') KiNAPWwb



(s cm-') ki (s-') vrbl



t i 1 / 2 =ln2/ki(Box 12.1,Eq.5)(h) a



5.9



mlp-Xylene Naphthalene 140 2.4 103 3.2 x 10"



160 4.5 103 3.4 x 104



2.7 10-5 7.2



2.8



10-5



6.8



Ciw,NAPL = X,&,~~C~;'(L) (see Eq. 2 and Table 19.3). Note that concentrations have been



-



converted to pg L-I . b KjNApV,,, = [V,,



-



V,,,



= pNAPL . M,



I



.C t:i



(L)].' ; see Eq. 7-22 with YtNApL = 1 and (see footnote in Table 19.3).



The result leads to the following conclusions: 1. The measured time to reach half the aqueous equilibrium concentration corresponds well with the calculated tiIi2values. 2. For m lp-xylene and naphthalene the aqueous equilibrium concentration (reached after about 2 days) agrees well with the calculated value, Ciw/NAPL. However, for benzene the measured value lies about 10% below the calculated equilibrium concentration (410 pg L-'). This discrepancy will be explained below (Answer d).



Answer (b) The overall exchange velocity of a two-layer bottleneck boundary is given by Eq. 19-20. If all concentrations are expressed in terms of the aqueous concentrations,the NAPL film exchange velocity carries the extra factor KINAPLIw. According to the lies between 1.8 x 102for benzene and above table, the partition coefficient KrNAPLlw 4.5 x 103for naphthalene. Thus, you expect that the NAPL-side exchange velocity is much larger than the aqueous exchange velocity and that therefore the latter controls the overall exchange. Note: In Chapter 20 we will discuss the air-water exchange and find that indepen-
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Table 193 Phy sicochemical Properties of Three Selected Diesel Fuel Compounds (Schluep et al., 2001) a Benzene Molar mass Mi (g mol-I)



m/p-Xylene Naphthalene



78.1



106.2



128.2



Initial concentration in diesel fuel,CIGAPL (mol L-')



9.7 X 104



3.2 x 10-3



5.5 x 10-3



Initial mole fraction in NAPL, xlkAPL(-)



2.4 x 104



7.8 x 104



1.4 x 10-3



Liquid aqueous solubility at 20°C, CIEt(L) (mol L-I)



2.2 X 10e2



1.7 x 10-3



9.0 X 104



0.877



0.873



1.150



9.4 x 10"



7.8 x 10-6



8.2 x 10-6



2.2 x 10a



1.8 x 10-6



1.9 x 10-6



Liquid density at 20°C, piL(g ~ m - ~ ) Molecular diffusivity in water (cm2s-')



',Diw



Molecular diffusivity in NAPLb, DiNAPL (cm2s-')



Relevant properties of diesel fuel (NAPL) used for the experiments: molar mass MNApL = 202 g mol-'; liquid density pNAPL = 0.8207 g ern-'; dynamic viscosity at 20"C, ~ N A P L(2O'C) = 3.64 x 10-2 g cm-ls-'. Approximated from relation by Hayduk and Laudie (1974), see Eq. 18-53; dynamic viscosity of water at ~ O ' C , qw(200C)= 1.002 x IO-' g crn-lsd.



'



dently of the partition coefficient between air and water (the Henry's law constant), the air-side exchange velocity is about 103times larger than the water-side value. The main reason is due to the difference of molecular diffusivities in air and water (see Figs. 18.8 and 18.10). Since diffusivity in water and diesel fuel is of similar magnitude (Table 19.3), it is reasonable to assume that the respective exchange velocities, viwand v1xApL,are of similar magnitude.



Answer (c) As a refinement of the bottleneck model discussed in (a), we now treat the interface as a wall boundary between infinitely large reservoirs (water and NAPL) with a water-side boundary layer of thickness &. We calculate the critical time ticritfrom Eq. 19-41 using Table 19.3 and the parameters evaluated in (a). For benzene:



2.2 x 104 cm2s-* 3.141 3.9 x 1 0 cm ~ s-' =



1.48 x 105s = 41 h (benzene)



Correspondingly: m/p-xylene: ticrit=



1.8 x 104 ern's-' 2.4 103 3.141 3.2 x 104 cm s-'



4.5 103 naphthalene: ticrit= 1.9 x 10" ern's-' 3.141 3.4 x 104 crn s-l



=3.2x1O7s=37Od



= 1.1x 10's = 3.4 yr
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Comparing these results with the half-equilibration time of the aqueous phase, tili2 (see table above) we conclude that the aqueous concentration reaches its saturation value well before the exchange process switches from the boundary-layer-controlled to the NAPL-difhsion-controlledregime. Thus, diffusive transport of the diesel components from the interior of the NAPL to the boundary never controls the transfer process. Consequently, the simplex box model described in answer (a) is adequate. Answer (d) Until now we have tacitly assumed that the loss of certain chemical compounds from the NAPL to the aqueous phase does not significantly lower the concentration of these compounds in the remaining fuel. We can now check this assumption by looking at the relative partition of the component between the two phases when complete equilibrium is reached (concentration Cl:ApL and Cl: ):



Thus:



According to Fig. 19.12~2the water-NAPL volume ratio is 1.6 L / 0.08 L = 20. If the above concentration ratio is close to 1, the equilibration process between water and NAPL does not significantly deplete the NAPL. This situation is favored by large KjNApLiw values. Benzene is the only case for which depletion may be important. Inserting the values for benzene yields: cl%pL



--



CP,,,,



-



180 = 0.90 (benzene) 180+20



Thus when full equilibration is reached, 10% of the benzene has left the NAPL phase. This explains why the corresponding steady-state value in the aqueous phase (Fig. 19.12b) is 10% smaller than calculated in (a). For the other compounds the loss is much smaller. Note: This illustrative example is based on a real investigation. The interested reader can find additional information and a more detailed treatment of the water-NAPL exchange problem in Schluep et al. (2001).



Wall Boundary with Time-Variable Boundary Concentration Until now we have treated wall boundaries with constant concentration in the mixed system (system B in Fig. 19.8). Such situations are rare in nature. For instance, at the sediment-water interface of a lake the concentration of a chemical in the overlying water column is hardly constant during a period of several years. So we should find



865



Wall Boundaries



a method to extend the mathematical tools developed above. As it turns out, an analytical computation of the concentration in the diffusive system (the sediment column, for instance) as a function of depth and time, C, (x, t), may become rather cumbersome. With a large choice of sophisticated computer tools at hand, it is now easy to calculate the solution of Eq. 10 of Box 18.5 for any boundary condition we want. Yet, computer programs do not necessarily provide a general understanding for how the system behaves. Let us therefore develop a semiquantitative picture by analyzing Fig. 18.5 and Fick's law (Eq. 18-14) for the case of a time-dependent boundary concentration, CE(t).As will be discussed in more detail in Chapter 22, the analysis of the time-dependent transport equation always involves a search for the adequate time scale. Here the relevant time scale, zs,is given by the rate of change of Ci(t). For instance, if C;(t) changes exponentially, such that C; ( t )= C; (0) eBt



(19-46)



then:



(I 9-47)



%3=IBI-l



can have either sign (increasing or decreasing Note that the rate p (dimension T') boundary concentration). An alternative variation pattern of Ci(t) that is common for natural systems is the case of a periodic variation: c i ( t ) = c r ( l + y v a r s i n o t ),



0 x i a . For the case of a periodic boundary concentration we can combine Eqs. 1949 and 19-50: (19-51) In Table 19.4, numerical values are given for the penetration depth, x r , of (1) a cm2s-’) and (2) and a sorbing comnonsorbing compound (diffusivity D, = pound (DA= lo-’’ cm2s-’). The latter simulates the behavior of a chemical with KsciOp - lo5 (see Eqs. 19-30 and 19-31). In Fig. 19.13, x? is schematically shown together with the penetration of the mean which increases as t1’2(see Eq. 18-23). concentration, xY,



Diffusive Boundaries A diffusive boundary connects two systems in which diffusivity is of similar size or equal (Fig. 19.3~).In contrast to a bottleneck boundary, which is characterized by one or several zones with significantly reduced diffusivity, or to a wall boundary, which exhibits an asymmetric drop in diffusivity, transport at a diffusive boundary is not very different from the inner part of the systems involved. What makes it a boundary is either a phase change (thus, the boundary is also an interface) or an abrupt change of one or several properties. By “property” we mean, for instance, the concentration of some chemical compound or of temperature. In this section we will develop the mathematical tools to describe mass transfer at diffusive boundaries. Again, it is our intention to demonstrate that diffusive boundaries have common properties, although the physics controlling them may be different. We will then apply the mathematical tools to the process of dilution of a pollutant cloud in an aquatic system (ocean, lake, river), Here the boundary is produced by the localized (continuous or event-like) input of a chemical that first leads to a confined concentration patch. The patch is then mixed into its environment by diffusion or dispersion. Note that in this case the physical characteristics on both sides of the
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distance along river (direction of flow)



Figure 19.14 (a) A pollutant front in a river with an initial rectangular shape. This abrupt change is transformed into a smoother concentration profile while the front is moving downstream (b). The hatched area represents the integrated mass across the front due exchange Nx to longitudinal dispersion.



distance along river



boundary are alike; that is, we may find mixing due to molecular diffusion, turbulent diffusion, or dispersion. In Chapter 20, the diffusive boundary scheme serves as one of several models to describe air-water exchange.



Dispersion at the Edge of a Pollutant Front Let us assume that at time t = 0 a pollutant begins to be discharged continuously into a river through an outfall pipe. At some location downstream of the entry point, the pollutant will be completely mixed across the river. Provided that chemical or physical removal mechanisms can be disregarded, the average pollutant concentration in the river below this point is equal to CO= J/Q, where J is the introduced pollutant mass per unit time and Q is the river discharge per unit time (assuming Q D Qoutfall). Since the pollutant input is turned on suddenly, a pollutant front moves downstream. Initially, the shape of the front is rectangular (Fig. 19.14~~). Due to longitudinal dispersion (see Chapters 18.5 and 22.4), the front gradually looses its rectangular shape while moving downstream (Fig. 19.14b). Longitudinal dispersion in rivers will be discussed in more detail in Chapter 24. At this point it is sufficient to remember that
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dispersion can be mathematically described as a diffusion-type process with a dispersion coefficient, &is, which has the usual dimension of L2T’.In other words, the (moving) front is a diffusive boundary. The dispersion coefficients on both sides of the front usually have the same size. The front has no physical meaning (unless the pollutant concentration is so large that water density, viscosity, or other physical properties of the fluid are affected); it just results from the fact that the pollutant input was suddenly turned on. Provided that the available river section on both sides of the front is quasi infinite, the slope of the front can be described by an expression like Eq. 18-27, 2



2( Edist)”2



(19-52)



where x is the distance relative to the center of the (moving) front, erfc(. ..) is the complement error function (Appendix A), and CO= J/Q is the concentration jump across the boundary (AC in Eq. 18-27). The smoothing of the front corresponds to an exchange of pollutant mass across the front (represented by the hatched area in Fig. 19.146). According to Eq. 18-29, the integrated transferred mass at time t is:



(3



Me, ( t )= - ( Edist)”2 CO= 0.564(Edist)”2 CO



(19-53)



Strictly speaking, equations 19-52 and 19-53 are valid only if the pollutant cloud is infinitely long. A more realistic situation is treated in Box 19.2; here a pollutant patch of finite length L along the x-axis is eroded on both edges due to difhsion processes (turbulence, dispersion, etc.). Again, the boundary is of the diffusive type since the transport characteristics on both sides of the boundary are assumed to be identical.



Box 19.2



Dilution of a Finite Pollutant Cloud Along One Dimension (Advanced Topic)



We consider a pollutant cloud which at time t = 0 has the concentration C” in the segment x = {-L/2, + L/2} and zero outside. The cloud along the x-axis is eroded by diffusion (or dispersion) in the x-direction. The effective diffusivity is D.According to Crank (1975), the concentration distribution at time t is:



where erf (. ..) is the error function (Appendix A). We are interested in the temporal change of the maximum concentration. Due to the symmetry of the configuration, the maximum concentration is always located at x = 0. Thus, from Eq. 1 :



The figure gives a schematic view of C(x,t) for increasing normalized time, z = (Dt)”2/L.Redrawn from Crank (1975).
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Diffusive Boundary Between Different Phases Diffusive boundaries also exist between different phases. The best known example is the so-called surface renewal (or surface replacement) model of air-water exchange, an alternative to the stagnant two-film model. It will be discussed in Chapter 20.3. Here we consider another example. Let us assume that in a short time a large quantity of diesel fuel is spilled on the surface of a river. At least for some time, the fuel forms a non-aqueous-phase liquid (NAPL) floating on the water surface. Due to the turbulence produced by the friction of the flowing water at the river bed and the wind blowing on top of the floating NAPL, fluid parcels from the interior of the respective fluids (water or diesel fuel) are brought to the fuel-water interface where they mutually exchange water and diesel components. This exchange lasts until another burst of turbulence separates them and brings fresh fluid parcels to the interface. Mass exchange across the water-NAPL interface during the contact time occurs by molecular difision; it can be described as a diffusive boundary exchange process similar to the one shown in Fig. 19.14. Yet, for the fuel components the but is modified by some equilibrium condition at the interface is not Cleft= Cright, partitioning law as described in Illustrative Example 19.4. The modification introduced into the diffusive boundary model is the same as the one derived earlier for the non-equal-phase bottleneck boundary (Figs. 19.6. and 19.7). The following mathematical derivation can be applied to any diffusive boundary. The situation is depicted in Fig. 19.15. As before we choose system A as the reference system. We assume that immediately after the formation of the new surface, the interface concentrations are at equilibrium. Thus, CA,, and C,, are related by a partition coefficient (see Eq. 19-16): cB/A



KBiA



(19-16)



After time t, a total mass n/t,(t) has crossed the interface from system A to system B (or vice versa, if the situation is as shown in Fig. 19.15b). The corresponding gain in
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distance Figure 19.15 (a) Concentration system B is given by the hatched area MB(t).According to Eq. 18-29, the two inteprofile at a diffusive boundary be- grated fluxes are given by: tween two different phases. At the interface the instantaneous equilibrium between C,, and C,,* is exM,(t) = - (D*t)’I2(C; -CA,,) pressed by the partition coefficient KBIA.The hatched areas show the (19-54) integrated mass exchange after time t; %tA ( t ) = %tB (t). ( b ) AS before, but the size of KBiAcauses a MB(t)= - (DBt)1’2(CB,A - Ci) net mass flux in the opposite direction, that is from system B into system A. The following mathematical manipulations have been used several times already.



(U2 (U2



The boundary concentration C, is replaced by cBlA. Since MAand MBhave to be equal, we can solve Eq. 19-54 for CBI,.,,, insert the result into one of the above flux equations, and finally get:



cq ; =A



(19-15)



KBIA



is the A-phase concentration that would be in equilibrium with C;. and MBrepresent the exchanged mass per unit area integrated Remember that NA over time t . Let us assume that the two phases remain in contact during the average exposure time, texp.In order to get the average mass flux per unit time, F , we have to evaluate MA(or MB)at t = texpand divide it by texp:
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By analogy to Eqs. 19-19 and 19-20, Fcan be written as the product of the A-phase disequlibrium, ( C l - Ciq), and a transfer velocity v,,,:



F=Vtot(c;-q> where:



1 1 -=-+"tot



A '



1 'BKBIA



(19-57) (19-58)



and: (19-59) Note that Eqs. 19-20 and 19-58 are identical. Thus, we can immediately identify the same limiting situations (see Eqs. 19-22 to 19-24): 1.



VA



(




[ML-2T']



(20-1)



where



CI a



cle; = Kaiw



(20-2)
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is the aqueous concentration in equilibrium with the atmospheric concentration, Cia, and the indices a,w stand for air and water, respectively. In this chapter the distinction between different compounds will be important, thus all compoundspecific quantities are marked by the extra subscript i. Note that in accordance with the notation introduced in Chapters 6, 18, and 19, the equilibrium air-water partition constant (the nondimensional Henry's law constant) is designed as Kid,,, It is related to the Henry's law constant, KiH,by:



(6- 15) In Eq. 20-1 we have chosen the sign of ealwsuchthat a positive value indicates a net flux from the water into the atmosphere. As demonstrated in Illustrative Example 20.1, subtle changes of the environmental conditions, such as water temperature, may lead to a reversal of the flux.



Illustrative Example 20.1



CA-.,



CI



LI



i = 1,l ,I-trichloroethane (methyl chloroform, MCF)



Evaluating the Direction of Air-Water Exchange C, and C2 halocarbons of natural and anthropogenic origin are omnipresent in the atmosphere and the ocean. For example, in the eighties, typical concentrations in the northern hemisphere air and in Arctic seawater of 1,1,1-trichloroethane (also called methyl chloroform, MCF) and tribromomethane (bromoform, BF) were measured by Fogelqvist (1985): __-



MCF



BF



0.93



0.05



surface (0-10 m)



2.5



9.8



at 200 m depth



1.6



3.O



M, = 133.4 g rnol-I K,H(25°C) = 19.5 bar L mol-l K:/5eawa'er(00C)= 6.5 bar L mol-' K,FIS.lPCaWalET(25°C) = 23.8 bar L rno1-l



I



Br-C-H



I



Br



Problem



i = tribromomethane (BF)



M,= 252.8 g mol-' = 0.60 bar



L mol-'



Kg/seawater(OoC) = 0.20 bar L mol-' p p * a t e r



(25'C)



Concentration in Arctic Ocean (ng L-I)



The air-seawater Henry's law coefficients, K$'eawater, and the usual Henry's law constants are given in the margin.



Br



K,,, (25'C)



Concentration in air (ng L-I)



= 0.86 bar



L mol-l



Using the concentrations of MCF and BF given above, evaluate whether there are net fluxes of these compounds between the air and the surface waters of the Arctic Ocean assuming water temperatures of (a) 0°C and (b) 10°C. In each case, if there is a net flux, indicate its direction (i.e., sea-to-air or air-to-sea).



Answer Independent of the model that is used to describe air-water exchange at the sea surface, the flux F, is proportional to (Eqs. 20-1,20-2, where subscript w is replaced by sw for seawater):
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Iseawater



RT A positive sign of this expression indicates a net flux from the water into the air.



(a) T = 0°C. The resulting Kialswvalues are: KiaIsw



(MCF, OOC)



= 0.29



KiaIsw



(BF, 0°C)



= 0.0089



Determine the sign of the flux by using these values together with the measured concentrations given above: Ciw(ng L-')



Ci$ K i a I s w (ng L-')



Ciw-Ca/K i a l s w (ng L-')



MCF



2.5



3.2



- 0.7



BF



9.8



5.6



+ 4.2



Compound



Thus, at O'C, there is a net flux of MCF from the atmosphere to the sea, while for BF a net transfer occurs from the water to the atmosphere. (b) T = 10°C Estimate first K;gfseawater at 10°C from the K:giseawater values given for 0°C and 25°C using a temperature dependence of the form (see Eq. 6-8): ln Kla:



I sea water



(T)=--+A1 Bl T



where T is the temperature in Kelvin and A,, B, are constant parameters. Since:



In[ KfElseawater( q)) K , a E / seawater



(T,1



= In KIH air/seawater (7;) - Kla;lseawater



the parameter Bi can be calculated from:



K$



Bi = 1' Inserting the



I seawater



(298.2 K)



Kairlseawater IH



K$Iseawater



values given above yields:



-1



(T,1
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Use these Bivalues with, for example, the Kj:lseawater at 25°C to calculate K$lseawater values of the two compounds at 10°C: air/ seawater



In K,,,



(10°C)



= 2.42



= ln(23.8)+



Hence: K$;;water



( 1OOC) = 1I .2 bar L mol-'



and therefore:



KMCF,~,,(lO"C)



= 0.48



Similarly: In



KtkPwater(10°C) = In (0.86) +4750(29i.2 -283.2



or:



KzLFwater (1 OOC) = 0.37 bar L mol-' and: = 0.016 KBFa/sw(lOOC)



Inserting K,a/swvalues in the flux equations yields: Ciw(ng L-I)



Ca/K~~~~~ (ng L-I)



Ciw-Ca/K~~~~~ (ng L-I)



MCF



2.5



1.9



+ 0.6



BF



9.8



3.1



+ 6.7



Compound



Comparison with the results obtained above for 0°C shows that, with the same air and seawater concentrations, the net flux of MCF is now directed from the water to the atmosphere.



Note: The consistent tendency of BF to show seawater-to-atmosphere fluxes has been interpreted as evidence for a natural source of bromoform in the sea.



All the physics is hidden in the coefficient vialwwhich, because it has the dimension of a velocity (LT'), is called the (overall) air-water exchange velocity. Air-water exchange occurs due to random motion of molecules. Equation 20-1 is a particular version of Eq. 18-4 in which the air-water exchange velocity adopts the role of the mass transfer velocity, vA/B. Generally, the total exchange velocity, vlalw,can be interpreted as resulting from a two-component (air, water) interface with phase change. Independently of' the chosen model (bottleneck or wall boundary), if we choose water as the reference phase, vlalwis always ofthe form (see Eqs. 19-13 and 19-58):
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(20-3) The main part of this chapter deals with models for describing vialwas a function of different environmental factors such as wind speed, water temperature, flow velocity, and others. None of these models is able to totally depict the complexity of the processes acting at the surface of a natural water body. Therefore, theoretical predictions of the exchange velocity always meet severe limitations. Nonetheless, two properties stick out from Eqs. 20-1 to 20-3: 1. The concentration difference (C, - Cle:) determines the size and the sign of the flux. Thus, even without detailed knowledge of the processes at the water surface, it is usually possible to identify a given water body either as a source or a sink of a specific chemical. 2. The structure of Eq. 20-3 allows us to identify ranges of Kia/w for which the transfer velocity, vialw,depends on just one of the two single-phase exchange velocities. To separate the two ranges of Kialwwhere vialwcan be approximated by one of the two single-phase velocities alone, we define the following compound-independent critical Henry's law constant: (20-4) typical



where Va and vZPica1 are typical single-phase exchange velocities. As it turns out, the compound-specific exchange velocities, viaand viw,vary by less than one order of magnitude between different compounds. These values are approximately related to the inverse of the densities of the two phases, air and water. Since the latter is about 1000 times larger than the former, we deduce that: K;:?



- 10-3



and K p a l



0.025 L bar mol-'



In the next section we will show that: V:yPiCal



- 1 cm s-l



; vw typical



-



cm s-'



Note that the two terms on the right-hand side of Eq. 20-3 are of the same magnitude critical for a compound whose air-water partition coefficient is equal to Kalw and whose single-phase exchange velocities have the typical size as given above. Therefore, single-phase controlled substances must have Kia,,values which are either much critical : smaller or much larger than Kalw (a) Air-phase-controlled regime: KZaIw > K:??



= 10-3 ; thus v , , , ~= v i w



(20-5b)
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At first sight, there seems to be a basic difference between the two regimes with respect to the influence of Kialw.In the water-phase-controlled regime, the overall exchange velocity, v i a l w , is independent of Kialw,whereas in the air-phase controlled regime vialwis linearly related to Kialw.Yet, this asymmetry is just a consequence of our decision to relate all concentrations to the water phase. In fact, for substances with small Kialwvalues, the aqueous phase is not the ideal reference system to describe air-water exchange. This can be best demonstrated for the case of exchange of water itself ( Kia/, = 2.3 x lO-' at 25"C), that is, for the evaporation of water. Let us rewrite Eq. 20- 1:



= VTalw



(20-6)



(c;:



-



where:



Cja) *



Via/w



=



Via/w ~



(20-7)



Kia/w



is the exchange velocity if the concentrations refer to the air phase, and: C:: = Kia/w C i w



(20-8)



is the air phase concentration in equilibrium with the aqueous concentration C,. The two regimes defined in Eq. 20-5 are now characterized by: (a*) Air-phase-controlled regime: Ki a / w 



Jahne et al. (1985)
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Figure 20.3 Impact of wind speed at 10 m above the water surface, U,,,, on the water-phase transfer velocity v,,, as measured by experiments with various "volatiles" and as predicted using reported correlations (see Table 20.2). Wind speeds are adjusted with Eq. 20-14 to values corresponding to a height of 10 m above the water surface. According to Liss and Merlivat (1986), three wind (or wave) regimes can be distinguished, each representing different exchange characteristics: (1) SSR = Smooth Surface Regime, (2) RSR = Rough Surface Regime, (3) BWR = Breaking Wave Regime. For the SSR the model gives unrealistically small values. See modification in Fig. 20.4.
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What makes these data difficult to interpret is that they originate from studies in which different substances, mainly CO, and 02,but also radon and sulfbr hexafluoride (SF,), have been used. If the exact nature of the exchange process is not known, it is not immediately evident how data from different gases should be compared. A thorough discussion has to be postponed to Section 20.3 where models of air-water exchange are presented. Then we will also tackle the question of how water temperature affects the transfer velocity. When we attempt to interpret Fig. 20.3, we must realize that, as opposed to the case of the air-phase mass transfer velocity, wind speed is not the only important parameter that controls the magnitude of viw.As demonstrated by Jahne et al. (I 984, 19874, viwis also affected by the wave field, which itself depends in a complicated way on wind stress, wind fetch, surface contamination (affecting the surface tension of the water), and water currents. Thus, not surprisingly field and laboratory data give fairly different results. Generally, laboratory experiments tend to overestimate air-water exchange rates of volatile compounds occurring under natural conditions. The influence of the waves becomes particularly evident at wind speeds above about 10 m s-', that is, above the onset of wave breaking and formation of air bubbles (Blanchard and Woodcock, 1957; Monahan, 1971; Kolovayev, 1976; Johnson and
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Table 20.2 Empirical Relationships Between Wind Velocity ul0 and Water-Phase Air-Water Transfer Velocity viw Source and Type of Data



viwRelated to ulo



(1) Kanwisher (1963) CO2,wind-water tunnel



viW= (4.1 + 0.41



(2) Liss (1973) Laboratory tank, O2



See Fig. 20.3



'



U:,)



.104



(3) Mackay and Yeun (1983) viw= 1.75 .104 (6.1 + 0.63 u10)0.5ul0 (for 0,) Lab, organic solutes (4) Wanninkhof et al. (1987) viw= (-0.89 SF, in lakes



+ 5.8 ulo) .104



(5) Liss and Merlivat (1986) viw= 0.047 x l V 3 u10 for uIo < 3.6 m s-' VaZidfor Sciw- 600 (e.g ., (SW co2at 20 "c) viw= (0.79 ulo - 2.68) x 10-3 for 3.6 ms-' < ul0 2 13 m s-' (RSR) viw=(1.64u,o-13.69)x10-3 forulo>13ms-' (BWN (6) Modification of Liss and Merlivat model



Adapted from Livingstone and Imboden (1993), combined with Liss and Merlivat ( 1986) Sciw= 600



viw= 0.65 x 10-3 for ul0 24.2 m .s-' (SSR) viw= (0.79 ul0 - 2.68) x 10-3for 4.2 < ul0 I 13 m .s-l (RSR) viw= (1.64 ul0- 13.69) x 10-3for ul0 > 13 m .s-I (BWR)



u , =~wind speed (ms-') measured 10 m above the water surface, v, =transfer velocity in cms-I. U, is transformed to uIowith Eq. 20-14. Three wind/wave regimes: SSR = Smooth Surface Regime, RSR =Rough Surface Regime, BWR = Breaking Wave Regime. Sci, is the water-phase Schmidt Number of substance i defined in Eq .20-23.



'Some experiments report wind speed at a different height. Then



Cooke, 1979; Wu, 1981). In this range transfer velocities determined from natural systems are possibly distorted by an additional effect called windpumping. In this situation, bubbles are injected deep below the water surface and experience pressures in excess of atmospheric. As a result, larger quantities of the chemicals contained in the bubbles are dissolved in the water than are required for equilibrium at the water surface. This leads to supersaturation of O,, N,, and CO, of up to 15% (Smith and Jones, 1985). Note that this process not only influences the deduced sizes of viwand vidw,but it may also invalidate the general form of Eq. 20-1 according to which the sign of the net air-water flux is determined by the sign of the concentration difference (Ciw- Cle:). In order to produce supersaturation, Fidwmust be directed into the water (Fidw< 0) even if C:: > C,. We will come back to this phenomenon in Section 20.5. Liss and Merlivat (1 986) distinguish between three regimes, each representing a different structure of the water surface. These regimes are:
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SSR:



Smooth Surface Regime



uIo5 3 . 6 m s-'



RSR:



Rough Surface Regime



3.6 m s-' < ul0 5 13 m s?



BWR: Breaking Wave Regime
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u l o > 13 m s-I



Since the structure of the wave field also depends on the wind history and on the size and exposure of the water body, the wind speeds which separate the regimes vary between different water bodies. The above limits reflect average conditions for the ocean. According to the model of Liss and Merlivat, each wind regime is characterized by its own linear relationship between ul0 and viw(see Fig. 20.3 and Table 20.2). Yet, transfer velocities in the SSR (ul0I3.6 m s-') are extremely small (viwless than 0.17 x 10-3 cm ssl) and contradict the few reported experimental data at low wind speeds which show that v, is finite even if ul0 is zero (Fig. 20.4). Since typical wind speeds over land (and thus over many lakes) are less than 5 m s-', the model of Liss and Merlivat leads to a significant underestimation of air-water exchange of volatile compounds in many lakes. Livingstone and Imboden (1993) used the Weibull distribution to describe wind-speed probabilities in combination with the Liss and Merlivat model for viw(Box 20.1). They constructed plots relating average wind speeds, Ul0, with average exchange velocities, V, and concluded that, although the nonlinearity of the ~iwlz710 relationship explains part of the low wind speed problem, clear evidence remains from various long-term field studies that shows that at ul0 < 2 m s-', viwis 5 times or more larger than in the Liss and Merlivat model.



Box 20.1 Influence of Wind Speed Variability on the Mean Air-Water Exchange Velocity of Volatile Compounds For compounds with Kiaiw larger than about 10-2 the overall air-water transfer velocity is approximately equal to the water-phase exchange velocity viwThe latter is related to wind speed ul0 by a nonlinear relation (Table 20.2, would underEq. 20-16). The annual mean of viwcalculated from Eq. 20-16 with the annual mean wind speed estimate the real mean air-water exchange velocity. Thus, we need information not only on the average wind speed, but also on the wind-speed probability distribution. The two-dimensional Weibull distribution (Weibull, 1951) is often used to describe the cumulative frequency distribution of wind speeds (see Livingstone and Imboden (1993) for a review):



F(u,,) is the probability of a measured wind speed exceeding a given value ul0, U, is a scaling factor, and the exponent 5 describes the form of the distribution curve. We restrict the following discussion to the typical case 5 = 1. Then, the probability density function f(ulo)is:
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f(ulo)dul, gives the probability that the wind speed lies between ul0 and (U,,+ du,,). The distribution is characterized by: mean wind speed U10 = U0



ou 2 = U o2



variance



= o, /



=1



coefficient of variation



To facilitate the mathematical discussion we use the power-law by Kanwisher (1963) to describe the functional relationship between viwand ul0 (Table 20.2), that is, not the trilinear expression of Eq. 20-16. The relationships are fairly similar (see Fig. 20.3). Thus: viW(u,,)= A + B U;,



(3)



where A and B are the fitting parameters of Kanwisher's power law. The mean exchange velocity ViWis: m



oa



0



0



viw=~viw(ulo)f(ulo)dulo =~(A+Bu,,') 1 Evaluation of the integral yields:



viW= A + 2 B u ; = A + 2 B E I o 2



In contrast, if the average wind speed,



= U,,



(4)



is directly inserted into Eq. 3 we get:



The difference between Eqs. 4 and 5 becomes significant for large U,, values. Similar considerations for other Weibull-shape parameters 5 are given in Livingstone and Imboden (1993).



Numerical Example From Table 20.2: A



= 4.1 x
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Mean from Eq. 5 v ; ~( m 3cm s-')



0.5



0.47



0.44



1



0.49



0.45



5



0.59



0.50



10



0.67



0.54



20



0.78



0.59



Measurement of Air-Water Transfer Velocities
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Figure 20.4 Modified water-phase transfer velocity v,, for CO2 at 20°C (Schmidt Number Sc,, = 600, sec Eq. 20-23 and explanations below) for small wind speeds (SSR = Smooth Surface Regime) according to Livingstone and Imboden (1993). For wind speeds uIo 5 4.2 m s-’ the Liss and Merlivat model (Fig. 20.3) is replaced by the constant value, v,, = 0.65 x 10-3 cm s?. The SSR is slightly extended to u I o = 4.2 m s-I. For larger uIo values, viw corresponds to the Liss and Merlivat model. Solid circles show laboratory data by Liss et al. (1981) at low wind speeds converted to Sc,, = 600 and wind measured at 10 m (uIo).
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An alternative model is presented in Fig. 20.4. Based on the results by Livingstone and Imboden, viwis replaced by a constant value of viw= 0.65 x 10” cm s-‘ for ul0 < 4.2 m s-’ (i.e., for the SSR). This yields the following model: viw= 0.65 x 10” cm s?



for uI05 4 . 2 m s-’



vjw= (0.79 ul0 - 2.68) x 10-3



for 4.2 m sP1< ul0 I 13 m s-l (RSR) (20-16)



viw= (1.64 ul0- 13.69) x 10-3 for ul0> 13 m sc1



(SSR)



(BWR)



Note that Eq. 20-16 is valid for CO, at 20°C. In the next section we discuss how these data can be applied to other water temperatures and other chemicals. The physical reason behind the modification at low wind speed as suggested by field data remains unclear. Yet, we should not forget that at low wind speed, the instantaneous wind is not the only significant source of motion at the water surface. Water motions caused by wind do not stop as soon as the wind ceases. Furthermore, thermal processes lead to density instabilities and convective motion, even if there is absolutely no wind. In fact, natural surface water bodies are hardly ever at rest.



To conclude this section, in analogy to the empirical equation for via, we offer a simple tool to estimate viw provided that no detailed analysis is needed. The following relationship is based on the data of Kanwisher (see Table 20.2): viw= 4 x 1 0 +~4 x 10-~ u:o



(cm s-’)



where ulois given in (m s-I). This equation is typical for CO2at 20OC.



(20- 17)
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Air-Water Exchange Models In the preceding discussion, we presented experimental information on the “singlephase” air-water exchange velocities. Water vapor served as the test substance for the air-phase velocity via,while 0,, CO, or other compounds yielded information on viw.Now, we need to develop a model with which these data can be extrapolated to other chemicals which either belong also to the single-phase group or are intermediate cases in which both via and viw affect the overall exchange velocity (Eq. 20-3).



To this end we use the boundary models derived in Chapter 19. Since each model has its own characteristic dependence on substance-specific properties (primarily molecular difisivity in air or water), the experimental data from different compounds help us recognize the strengths and limitations of the various theoretical concepts. Air-water exchange models have a long history. The first attempts to understand and describe the process have their roots in chemical engineering where the design of chemical production lines required a basic understanding of the physicochemical parameters controlling air-water exchange (Liss and Merlivat, 1986). It was recognized that the transfer at gas-liquid interfaces is governed by a complex combination of molecular diffusion and turbulent transport. The first model, the film model by Whitman (1923), depicted the interface as a (single- or two-layer) bottleneck boundary. Although many aspects of this model are outdated in light of our improved knowledge of the physical processes occurring at the interface, its mathematical simplicity keeps the model popular. An alternative approach, developed by chemical engineers as well, is the surface renewal model by Higbie (1935) and Danckwerts (1951). It applies to highly turbulent conditions in which new surfaces are continuously formed by breaking waves, by air bubbles entrapped in the water, and by water droplets ejected into the air. Here the interface is described as a diffusive boundary. In the seventies, the growing interest in global geochemical cycles and in the fate of man-made pollutants in the environment triggered numerous studies of air-water exchange in natural systems, especially between the ocean and the atmosphere. In micrometeorology the study of heat and momentum transfer at water surfaces led to the development of detailed models of the structure of turbulence and momentum transfer close to the interface. The best-known outcome of these efforts, Deacon’s (1977) boundary layer model, is similar to Whitman’s film model. Yet, Deacon replaced the step-like drop in difisivity (see Fig. 19.8a) by a continuous profile as shown in Fig. 19.8b. As a result the transfer velocity loses the simple form of Eq. 19-4. Since the turbulence structure close to the interface also depends on the viscosity of the fluid, the model becomes more complex but also more powerful (see below). Figure 20.5 gives an overview of the basic ideas behind these three models. The upper picture shows the situation as depicted in the film model and the boundary
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Figure 20.5 Physical processes at the air-water interface. For calm (smooth) surfaces the horizontal velocities on both sides of the interface decrease toward the boundary. The turbulent eddies become smaller and disappear completely at the interface (boundary layer characteristics). For rough conditions new surfaces are continuously formed by breaking waves, by air bubbles entrapped in the water, and by water droplets ejected into the air. Generally, these surfaces do not last long enough to reach chemical equilibrium between air and water phase.



rough surface



layer model. In the former diffusivity drops discontinuously to molecular values, while in the latter the change is smooth from the fully turbulent zone through the boundary layer to the very interface. The lower picture depicts the continuous formation of new interfacial areas as described by the surface renewal model. Let us now analyze these models more closely.
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Film Model (Whitman, 1923) In the film model the air-water interface is described as a one- or two-layer bottleneck boundary of thicknesses ijaand 6,, respectively. Thus, according to Eq. 19-9: Via



Dia 6,



=-



;



Di w viw =-



6,



(20- 18)



-



Using the approximate value for water vapor, Dwatera 0.3 cm2 s-', and for COz, Dco2 2 x 10-5cm2 s-I, as well as the approximate size of the exchange velocities a - 1 cm s-', vcoz - 10-3 cm s-I), the implied film discussed in Section 20.1 (vwate, thicknesses are typically:



-



'water :L 6, =---0.3cm



;



V water a



6 , = - DCO?W - 0.02cm



(20-18a)



VC0,w



One essential assumption is that all substances experience the same film thickness. Therefore, the model predicts that for given conditions the exchange velocities of different compounds, i and j , should be linearly related to their molecular diffusivities :



(20- 19) Because the diffusivity ratio, Dia/Dja,is not exactly identical for air and water and since Eq. 20-3 also contains K i a / w , Eq. 20-19 does not hold for the composite (overall) exchange velocity vidw.It can be applied to classes of substances which are either solely water-phase- or air-phase-controlled. In the last 20 years, considerable efforts have been made to measure air-water exchange rates either in the laboratory or in the field. One central goal of these investigations was to check the validity of Eq. 20-19 or of alternative expressions. Thus let us see how corresponding forms of Eq. 20-19 look for other models.



Surface Renewal Model (Higbie, 1935; Danckwerts, 1951) In this model the interface is described as a diffusive boundary. From Eq. 19-59 we get: (20-20) where the exposure times, tzxp and t,&, now adopt the role of the free parameters which in the film model were the film thicknesses, 6, and 6,. Using the same exchange velocities as before, we get for the air side: a



texp



cm2s-l - 30.3 (1cms )



Dwatera



-



-



2



n "water a



=0.1 s



(20-2 1a)



x 1 0 - ~cm2s-l - 7s - 32 (10-~ cm s-l l2



(20-2 1b)



-1



and for the water-side: W



texp



=



Dc0,, ~



2 VC0,w
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The above results suggest that the air is replaced more often than the water. On the one hand, given the different densities and viscosities of these fluids, this result looks reasonable. On the other hand, if the exposure times are different, the picture which we have developed for the diffusive boundary model does not strictly apply. When the replacement of fluid does not occur simultaneously on either side of the boundary, the concentration profile across the interface does not exhibit the symmetric shape shown in Fig. 19.15. For instance, if a new air parcel is brought to the interface while the adjacent water is not replaced, the air meets with water that already carries a certain depletion structure. Obviously, this influences the exchange across the interface. The mathematical description of such a situation would be complicated and lead well beyond the intention of this discussion. Yet, whatever the outcome of a more refined model, the net flux would always depend on the square root of the diffusivities in the two media, although the numerical factors in Eq. 19-59 may change. Thus, if one of the two fluids, air or water, controls the overall exchange, the surface renewal model suggests a relationship between the exchange velocities of two compounds, i andj, of the form: (20-22) with an exponent of 1/2 in contrast to 1 in the film model (Eq. 20-19). Before we discuss the experimental data which were collected to distinguish between the two models, we discuss a third model which, as we will see, lies in between.



Boundary Layer Model (Deacon, 1977) To understand the principal idea of Deacon’s model we have to remember the key assumption of the film model according to which a bottleneck boundary is described by an abrupt drop of diffusivity, for instance, from turbulent to molecular conditions (see Fig. 19.3~1).Yet, theories on turbulence at a boundary derived from fluid dynamics show that this drop is gradual and that the thickness of the transition zone from h l l y turbulent to molecular conditions depends on the viscosity of the fluid. In Whitman’s film model this effect is incorporated in the film thicknesses, 6, and 6, (Eq. 20-17). In addition, the film thickness depends on the intensity of turbulent kinetic energy production at the interface as, for instance, demonstrated by the relationship between wind velocity and exchange velocity (Figs. 20.2 and 20.3). Deacon’s intention was to separate the viscosity effect from the wind effect, so that the new model would be able to describe the change of via due to a change of water or air temperature (i.e., of viscosity) at constant wind speed. Deacon concluded that mass transfer at the interface must be controlled by the simultaneous influence of two related processes, that is, by the transport of chemicals (described by molecular diffusivity Ilia), and by the transport of turbulence (described by the coefficient of kinematic viscosity v,). Note that v, has the same dimension as D,. Thus, the ratio between the two quantities is nondimensional. It is called the Schmidt Number, Scia: (20-23)
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Deacon derived his model for volatile compounds whose air-water transfer velocities solely depend on the conditions in the water phase. In its original form, which is valid for a smooth and rigid water surface and for Schmidt Numbers larger than 100, it has the form: viw



=constant ( S ~ i w ) - ~ ’for ~ Sciw > 100



(20-24)



According to this expression, viwincreases for increasing D, and decreasing vw. It would remain unchanged if both viscosity and diffusivity would increase or decrease by the same relative amount. The following picture may help us to understand this result at least qualitatively. Imagine a border between two states which-for whatever reason-can only be crossed on foot. People use taxis to get to the border, yet when approaching the border the streets become increasingly narrow and the cars get stuck. The passengers in the taxis (they must all be trained mathematicians!) know exactly the optimal time to jump out of the cars, in order to walk or run the remaining distance and to cross the border after the shortest possible time. Obviously, the distance from the border where people leave the taxis is not the same for all persons and all road conditions. People who are fast runners (that is, have “large diffusivities”) leave the cars earlier than people who can walk only with difficulty (“small difhsivities”). The latter will remain in their taxis as long as possible, even if the cars move only very slowly through the congested streets, but they have to get out of their vehicles at some time as well. In turn, one and the same person does not always leave the taxi at the same distance from the border. In some areas the roads leading to the border are narrower and thus more strongly congested (“large viscosity” damping the motion of the cars, that is, of the eddies); in others they are broader (small viscosity). To summarize, the time needed to cross the border, that is, the bovder transfer velocity, depends on both the individual mobility on foot (diffusivity) and the quality of the roads (viscosity). Or stated differently: the distance from the border where the passengers leave the taxi since the speed of the cars (water movement) drops below the speed of the individual pedestrian (molecular transport), depends on the relative size of pedestrian mobility and car mobility. Transfer velocities are large for fast runners and permeable road systems and small for physically handicapped passengers and narrow streets. This picture makes the role of the Schmidt Number, Sciw,at least plausible, although it obviously does not explain the size of the exponent in Eq. 20-24. In fact, this exponent depends on the existence of a rigid wall (a motionless water surface). Although the model remains valid as long as the water surface is not too much distorted by waves, at larger wind speeds the exponent in Eq. 20-24 changes to -1/2 (Jahne et al., 1987a).This transition takes place at wind speeds of about 5 m s-’ (Liss and Merlivat, 1986). Hence, we rewrite Deacon’s model in a more general form:



r



2 / 3 for ul0 1 5 m s - ’



vl = constant ( S C ~ ~with ) - a,, ~ ~= ~



1 / 2 for ul0 >5ms-’



(20-24a)



Sciw (-)



1910 1390 1040 780 600 470 370



DW i (cm'sd) 0.933x10-' 1.09 1.26 1.46 1.68 1.92 2.18



SCiw 1600 1170 860 640 490 380 300



Helium (He) sciw (-)



380 290 230 180 150 120 100



Diw (crn's-l) 4.74x10-' 5.20 5.68 6.19 6.73 7.30 7.89



Methane (CH,) SCiw (-)



1890 1390 1050 800 610 480 380



Diw (cm2s-') 0.940~10" 1.09 1.25 1.43 1.63 1.85 2.09



(-)



1400



0.63~10" 840



1.06xlO-'



(-1



Sciw 6100



Diw



(cm2s-') 4600 0.29~10"



Sciw



Decane



0.39x10-'



~



Diw (cm2s-')



Benzene I'



Diffusivities from Himmelblau (1964). ' Diffusivities from Jahne et al. (1987b). Diffusivities from Oelkers (1991).



1.787~10-~1.11x10-' 1.3 1.518 1.307 1.52 1.77 1.139 1.002 2.05 2.36 0.890 2.70 0.797



'' From Appendix B, Table B.3
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Table 20.3 Molecular Diffusivities, Kinematic Viscosities, and Schmidt Numbers (Sciw)in Water for Selected Chemicals
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Figure 20.6 Variation with water temperature of kinematic viscosity



v,, aqueous diffusivity Dcozw of



COz, and Schmidt Number, ScCo2,



= v,/Dco2w.
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Although the scientific literature is full of particular data sets which yield exponents, asc, between 0 and 1.2 [see the review by Frost and Upstill-Goddard (1999) which contains an extended literature survey], we consider the modified Deacon model to be the most convenient one. It is more general than the other models since it allows us to evaluate the temperature dependence of viwand even to extrapolate the model to other liquids. If it is applied to different chemicals in the same liquid and under the same hydrodynamic condition, the influence of viscosity v is eliminated and we can directly compare Deacon’s result with Eqs. 20-19 and 20-22, which were obtained earlier. The following equation combines all these models into one expression: (20-25) where the exponent U , is given by the different models as: Film model



a,



=



1



Surface renewal model



a,



=



1/2



Boundary layer model



a, =



2/3 for u , 5~5 m ss’



a,



1/2 for uIo > 5 m s-’



=



As pointed out by Livingstone and Imboden (1993), the change in the exponent asc (Eq. 20-24a), when moving from the SSR to the RSR, has the “blemish” that the abrupt transition between different Sc-dependences must result in a discontinuity in viwfor all Schmidt Numbers different from the reference number of 600. In view of the other uncertainties involved, this should, however, be of little practical significance. As we can learn from Table 20.3, the variation of Sciwbetween different chemicals is by more than one order of magnitude (compare helium and decane). Apparently, the lower limit of Sciw set in Eq. 20-24 does not even exclude helium with its large
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diffusivity as long as the water temperature does not exceed 30°C. The influence of water temperature on viw is fairly strong since the temperature dependencies of viscosity of water, v,, and molecular diffusivity of an arbitrary compound i, D,, have opposite signs (Fig. 20.6). The exponent a,, of Eq. 20-24a determines how strongly this effect is transmitted to the air-water exchange velocity, viw. With Eq. 20-24a the temperature dependence of viwcan be written as: d -(In dT



that is:



d v i w )= -asc -(In dT



Sc,,)



, (20-26)



Box 20.2 summarizes the numerical evaluation of this expression with experimental data obtained for trichlorofluoromethane (CFC-11) by Zheng et al. (1998) (see also Table 20.3). The behavior of CFC-11 is typical for many volatile organic substances. The relative effect of temperature on viwdecreases from 4 percent per Kelvin at 5°C and low wind speed to 2.4 percent per Kelvin at 25°C and high wind speed. The total increase of viwbetween 5°C and 25°C amounts to the factors 2 (low wind speed) and 1.7 (high wind speed), respectively.



Box 20.2



Temperature Dependence of Air-Water Exchange Velocity v, of Volatile Compounds Calculated with Different Models (T is in Kelvin if not stated otherwise)



“Volatile” compounds are characterized here by (see Eq. 20-9a): K,,,, air-water exchange is controlled by the water phase: a v,dw viw.



-



))



K:;?



= 10-3. For



these compounds, the



vw Relative temperature variation of Schmidt Number Sc, = -is: Diw



1 dSClW - 1 dv, Sc,, dT v, dT



A.



1 dD,, Di, dT



Relative temperature dependence of kinematic viscosity v, (see Fig. 20.6 and Appendix B, Table B.3)



Since the variation of water density with temperature is extremely small, the relative temperature variation of kinematic viscosity and dynamic viscosity qware approximately equal. 5



15



25



-3.12 x 10-2



-2.64 x 10-2



-2.26 x 10-2



B. Relative temperature dependence of aqueous diffusivity Di, Several methods to evaluate the temperature variation ofD,, are given in Box 18.4.As an example we use the values for tvichlorofluovomethane (CFC-11) calculated from the activation theory model (see Box 18.4, Eq. 2):
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5



15



25



2.82 x 10-2



2.63 x 10-2



2.45 x 10-2



C. Relative temperature dependence of Sciwand viacalculated for trichlorofluoromethane (CFC-11) from Eqs. 1 and the boundary layer model for moderate and high wi.nd speed (Eq. 20-16): 5 5.94 x 1OP2



-I dv'a (K-') v,, dT



15 - 5.27 x



25 10-2



-4.71 x 10-2



low wind speed (a,,=2/3)



3.96 x 10-2



3.51 x 10-2



3.14 x 10-2



high wind speed (as,=1/2)



2.97 x 10-2



2.64 x 10-2



2.36 x



Deacon's model has also been applied to the air-phase exchange velocity, but the physical basis for such an extension is weak since typical Schmidt Numbers in air are about 1 (Sc, - 0.57 for water vapor at 20°C). Furthermore, the temperature dependence of Scia is small since both v, and D, increase with air temperature. In fact, for most substances Sciavaries by less than 10% for temperatures between 0°C and 25°C. Therefore, instead of Scia we use the diffusivity ratios to compare via of different substances. According to the empirical observations of Mackay and Yeun (1983), the appropriate exponent is 2/3. That is, it lies between the film model and the surface replacement model: (20-27) To summarize, the theoretical understanding of the physical processes which control air-water exchange has made significant progress during the last 20 years. However, this insight also explains why the hope of finding simple relationships between wind speed, Schmidt Number,, and air-water exchange velocity must ultimately fail. As shown by numerous laboratory investigations (e.g., Jahne et al., 1987a), at higher wind speed the mean square wave slope controls the size of viw.Yet, the wave field not only depends on the instantaneous local wind speed, but also on the wind history of the whole water body over the time period during which wave motion and turbulence are stored. Such time scales extend from the order of one hour in small lakes to several days in the ocean. Let us now combine these results to estimate the overall air-water exchange velocity vidW.
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Table 20.4 Air-Water Exchange Velocities: Summary of Wind Speed and Compound-Specific Dependence ul0 are in [m s-'1, via and viwin [cm s-'1



Air-phase Reference substance: water vapor at air temperature between 0°C and 25°C vwate, ,[cm s-l]



= 0.2 ul0 + 0.3



Eq. 20-15 Mackay and Yeun ( I 983)



Eq. 20-27



Water-phase Reference substance: CO2at 20°C (Sci, = 600)



0.65 x 1 0 - ~



for U,, 5 4.2m s-'



(SSR)



~ for 4.2 13rns-'



(2) -US
 6 m s-l these films seem to be destroyed by turbulence, but they are able to form again on a time scale of a few hours. Frost and Upstill-Goddard (1999) give an overview of available information on the composition of surfactant films. Influence of Chemical Reactions on Air-Water Exchange Rates In certain situations, a chemical of interest may be involved in a rapid reversible transformation in the water phase. Such a reaction would affect the concentration in the boundary zone and thus would alter the transfer rate. The reaction time t, (defined by the inverse of the first-order reaction rate constant, t, =k;') determines whether air-water exchange is influenced by the reaction. Three cases can be distinguished.



(1) The reaction is slow relative to the time t, needed to transport the chemical across the water-phase boundary (t, D t,). In this case we can reasonably assume that such a transformation has no significant impact on the molecules during the time they spend diffusing in the boundary zone. Thus, the equations derived above remain valid. (2) The reaction is fast compared to the transport time (t, (( t,). In this case we should include the newly formed species in our thinking, but we can do it in a simplified way by assuming immediate equilibrium between the species throughout the boundary zone. (3) Reaction and transport times are of the same order of magnitude (t, - t,). This situation requires a more detailed analysis of both the fluxes and the concentration
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Table 20.6 Typical Transport Times for Organic Molecules Traversing the Water-Phase Boundary Zone



Film Model



Typical exchange velocity viw = 5 x 104 cm s-’ to 5 x 10” cm s-’



(Table 2 0 3 )



Typical molecular diffusivity Di, = 1 x 10” cm s-’



(Table 2 0 . 5 ~ )



Typical transport time t, = -= 0.2 s to 20 s 2Di, 2vi,



(from Eqs. 18-8 and 20-18)



-+



Surface Renewal Model Typical exposure time trep= t, = 0.2 to 20 s



% = 0. I s to 10 s



(Eq. 20-21b)



‘Viw



Note: With respect to transport time, the film and the surface renewal model are consistent except for the slightly different numerical factor in the denominator.



Boundary Layer Model Similar as for film model * The boundary layer model is a modified version of the film model in which diffusivity varies more smoothly than in the film or bottleneck model. Thus, similar typical transport times occur. The main difference between the film model and the boundary model is the way the transfer velocities for different compounds are related (diffusivity vs. Schmidt number, size of exponent).



profiles within the boundary zone. We will see that this case may extend to situations with t, (< t, (Eq. 20-55). Before we discuss the second and third situation in greater depth, we should have approximate values for the typical transport times t, with which the reaction time t, has to be compared. Table 20.6 summarizes the situation for the water-phase boundary zone for the three models which we have used to assess the transfer processes. Note that for two reasons we do not consider reactions in the air-phase boundary zones. First, transport times in this zone are about one order of magnitude smaller than transport times in the water-phase. Second and more importantly, there are generally no transformations in the air which are fast enough to compete with the speed ofthe transfer (see Section 16.3, Fig. 16.7).



Fast Reaction (Case 2) From Table 20.6 we conclude that independent of which model we use, typical transfer times are between a few tenths of a second and a minute. Proton exchange reactions of the form (see Section 8.2):



HA e A-+H’ (8-6) have reaction times in water that are much smaller than these transport times. Such acid-base reactions can be characterized by equilibrium constants of the form: (20-41)
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' Figure 20.11 Air-water exchange of an organic compound HA undergoing a proton exchange reaction. The conjugate base Acannot leave the water, but it contributes to the difisive transport across the water-phase boundary layer. 1 = fast acid/base equilibrium (Eq. 8-6), 2 =diffusive transport of HA and A- across water-phase boundary layer, 3 = Henry's law equilibrium of HA between water and air, 4 = diffusive transport of HA across air-phase boundary layer.



[HA], mixed air



6"



I



I



air-phase



where [HA], [H'], [A-] are the corresponding concentrations and the activity coefficients yi are assumed to be 1. Since the conjugate base A- is charged, it has virtually no ability to leave the polar solvent and enter the air. Thus, only neutral molecules diffuse into the air and exhibit a distribution equilibrium with the molecules in the water just at the interface: (20-42) The proton exchange reaction can be assumed to be at equilibrium everywhere in the water. Thus the ratio of the total and neutral compound concentration is given by: (20-43) is identical with a, which was introduced in Eq. Note that the inverse of KHAtomA 8-21. Here we choose the K-notation to indicate that the ratio is like a partition coefficient which appears in the flux (Eq. 20-1) if different phases or different chemical species are involved (see section 19.2 and Eq. 19-20). In order to show how the combination of both partitioning relationships, one between air and water (Eq. 20-42), the other between neutral and total concentration (Eq. 20-43), affect the air-water exchange of [HA], we choose the simplest air-water transfer model, the film or bottleneck model. Figure 20.11 helps to understand the following derivation. First, we note that in the air only the neutral species participates in the flux: (20-44) while in the water the flux consists of the sum of the fluxes of the protonated and deprotonated species:
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Typically it is reasonable to assume that the diffusivities of HA and A- are the same since these species differ little in size. Recalling the acid-base equilibrium relationship and using the usual definition of the transfer velocity, vHAW= DHAw/hw, yields:



(20-46)



Here we have assumed that the solution pH and temperature are the same throughout the boundary region. Effectively, we have obtained the same flux expression as Eq. 19-17, except for the fact that the water-side exchange velocity is modified by the factor containing the acid-base equilibrium constant and pH. Thus, to combine Eqs. 20-44 and 20-46 into a single flux expression we can use the rules given in Eq. 1921. However, in the situation discussed here the reference concentration is [HA], and this is neither the diffusing species in the air-phase (which is [HA],) nor the one in the water which is [A,,] = [HA] + [A-]). Following the substitution law given in Eq. 19-21, we simple have to multiply the single-phase transfer velocities, via and viw,by the corresponding partitioning coefficient, i.e. : 'fa



'ia



KHAa/w



iw+



'iwKHAtot/HA



(20-47)



Combining these substitutions yields the following flux equation for a fast reacting species: (20-48) with:



1 'HAtot



1



a/w



'HAa



KHAa/~



+



1



(20-49)



'HAwKHAtot/HA



Two important lessons can be gained from these results (see also Fig. 20.11): First, the conductance through the water film of the reactive species is enhanced by the factor KHAtotlHA, since the diffusive transport is accomplished not only by the neutral but also by the charged species. The multiplication factor may be very big if much of the compound is ionized (Ka/[H+]large). Second, it is the concentration difference of the neutral species only, [HA], which drives air-water exchange. It can be shown that if the flux is derived from the surface renewal model (Chapter 19.4), the result is identical with Eq. 20-49. Again, the corresponding transfer velocity viw(this time given by Eq. 19-59 or 20-20) is enhanced by the factor KHAtomA. In spite of the above result, which supports our intuition (fast deprotonation helps to "draw" the molecule into the water), there is hardly an example where the modified transfer Eq. 20-49 is of practical importance. Why? Not because the enhancement of
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viwis small (in fact, it can easily exceed a factor loo), but because polar substances usually have extremely small Henry’s Law coefficients. That is, their air-water transfer is air-phase controlled. Therefore, the enhancement of v,-large as it may be-does not really affect vi aiw.



Reaction and Diffusion of Similar Magnitude (Case 3) This conclusion does not hold in the following example in which t, and t, are of similar size (case 3 in the above list). In Chapter 12 we discussed the hydration/ dehydration of formaldehyde as a pseudo-first-order two-way reaction (Eqs. 12-15 to 12-24). The reaction time of hydration is of the order of 10 s and thus similar to the air-water transfer time. Let us again exemplify the theory using the film model. For simplicity, we consider one (water-phase) film (see Fig. 20-12). We adopt the notation introduced in Eq. 12-16, where [A] stands for the aldehyde and [D] for the diol concentration (the hydrated aldehyde), and assume that only the aldehyde diffuses into the atmosphere, and that in the aqueous mixed layer the two species are in equilibrium: (12- 17 )



As a first step we have to formulate the diffusion/reaction equation ofA and D in the water-film. For this purpose we combine Fick’s second law (Eq. 18-14) with the forwardhackward reaction of the aldehyde (Eq. 12-16): -31-41 - DAw



at



7 a2[A1 k, [A] + k2 [D]



(20-50)



where DAw,DD, are molecular diffusion coefficients in water and k , , k2 are forward and backward first-order reaction rate constants.



If the boundary conditions (i.e., the aldehyde concentration in the atmosphere, [A],, and in the interior of the water body, [A],) are given and held constant, steady-state conditions are quickly established in the film: d[A]/at = a[D]/& = 0. S’ince we assume that the diol cannot escape into the atmosphere, the slope of the [D]-profile must be zero at the water surface. Note that any spatial gradient at z= 0 would mean transport by molecular diffusion from or to the boundary. Though in principle the steady-state solution of Eq. 20-50 together with the mentioned boundary conditions can be derived by well-known techniques (see Chapter 22), we will spare the reader the derivation. Instead, we prefer to discuss the qualitative aspects of the concentration of species A and D across the stagnant film. In order to make it easier to read Fig. 20.12, we draw the concentrations of A and D as if the equilibrium constant K, of Eq. 12-17 and the Henry’s law constant of compound A were 1. Thus, [A] and [D] at equilibrium are equal, and [A] does not show a concentration jump at the air-water interface. Note that the following
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Figure 20.12 Air-water exchange of an aldehyde A converting to a diol D by a hydratioddehydration reaction. Since the diol D cannot leave the water, the slope of its concentration at the air/water interface is zero. For simplicity, the scales of A and D are chosen such that the equilibrium constant of hydration, K,, and the Henry's law are 1. constant of the aldehyde, KAdw, The dashed straight line marked [AInonreactlve helps to picture the modification due to the reactivity of A.
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equations are formulated for the general case in which K, and KAalware different from 1. As discussed in Section 19.2 (see Fig. 19.4), the concentration profile of a nonreactive species across a boundary layer with constant diffusivity is a straight line which connects the corresponding boundary concentrations, [A]: and [A],. This is the dashed line in Fig. 20.12 marked as [AInonreactive. However, if A is produced from another species D, the A-profile is no longer a straight line. Intuitively we can understand this with the following consideration. Since species D cannot cross the airwater interface, it is continuously transformed into species A while approaching the interface. At the interface the D-flux becomes zero (thus the zero gradient of [D], at the interface). Since at steady-state everywhere in the boundary layer the total flux (A and D species) must be constant, the A species must take care of an increasing fraction of the flux the closer it gets to the interface. Since the diffusion coefficient across the boundary layer is constant, the only way to increase the flux of species A is by increasing its spatial gradient, that is, by making the concentration curve deform upward relative to the straight line of the nonreactive species. As a consequence of Fick's first law the flux of species at the very interface must therefore be Commonly, this larger than the flux of a hypothetical nonreactive species Anonreactive. is expressed in terms of the flux enhancement coefficient, y, defined as the ratio between the flux of a reactive and nonreactive species, respectively. For the situation described by Eq. 20-47, the flux enhancement is given by the expression: Flux reactive species K, +1 (20-5 1) = Flux nonreactive species 1+ ( K , I q ) .tanh q



'



where K, is defined in Eq. 12-17 and the nondimensional parameter q (reaction/ diffusion parameter) is given by: (20-52)
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Figure 20.13 Air-water flux enhancement for reactive species as a function of the reaction/ diffusion parameter q = (2 t, / t,)'" for different equilibrium constants K,. See Eqs. 12-17, 20-51, 20-52, and 20-54.
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Note that, up to a factor of 2, q2 is the ratio between diffusion time across the film (Table 20.6) and time of reaction, t,. The latter is given by (see Eq. 12-21): 1 t, = (20-53) k, + k 2 For the derivation of Eq. 20-52, we have made use of the fact that in the absence of other reactive species, difhsion of both aldehyde and diol is coupled, thus DAw= DDw. In Fig. 20.13 flux enhancement w is shown as a function of the reaction/diffusion parameter q for different equilibrium constants K,. Remember that q2is basically the ratio of reaction time k, and diffusion time k, (Eq. 20-52). Thus, q (( 1 corresponds to case (1) mentioned at the beginning of this section; flux enhancement should not occur (w = 1). The other extreme (w B 1, that is t, (( t,) was discussed with the example of proton exchange reactions (Eq. 8-6). We found from Eq. 20-49 that for this case the water-side exchange velocity viw is enhanced by the factor (1+ Ka /[H+]). By comparing Eqs. 8-6 and 12-17 we see that for the case of proton exchange K,I[H+] plays the role of the equilibrium constant K, between the two species. Thus, flux enhancement is: w = l + K , /[H']=l+K,



if q+=



(20-54)



The w(q) curves in Fig. 20.13 indeed reach constant values for q -+ which are (approximately) equal to K,. This result also follows directly from evaluating Eq. 20-51 for q -+ oq Since tanh(q + -) = 1, the second term in the denominator approaches zero for q + =. Finally, Fig. 20.13 nicely demonstrates how w(q) increases from 1 at q = 0 to its maximum value (1 + K,) for q -+ 09 Note that for large K, values, this transition extends from q 1 to fairly large q values. Thus, for these cases flux enhancement remains q-dependent in situations where t, is much smaller than t,. Thus, our first attempt to characterize the intermediate case with t, t, should rather be replaced by: OQ



-



-



1 < (t, / t,) < K,



(20-55)



In conclusion, Eqs. 20-51 and 20-52 include the quantitative description of all three cases. A numerical example for the flux enhancement of formaldehyde is given in Illustrative Example 20.5.
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Illustrative Example 20.5



H



Air-Water Exchange Enhancement for Formaldehyde and Acetaldehyde Consider two aldehydes at neutral pH, formaldehyde and acetaldehyde. The hydratioddehydration (pseudo-) first-order rate constants and the nondimensional Henry's law constants are summarized below. Since in the following discussion you are interested in orders of magnitude only, you assume that aqueous molecular difisivities of all involved species are the same as the value for CO,, (QW= 2 x 10-5 cm2s-') and that the corresponding values in air are the same as the value for a = 0.26 em's-I). This allows us (as a rough estimate) to calculate water vapor (Dwafer viwand viadirectly from Eqs. 20- 15 and 20-16, respectively.



1,
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K =4 k?,
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0.1 s



2000



0.016



0.05 s
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8.4x 10-3



Hydration k , Dehydration k2 t, (Eq. 20-53) J-H



acetaldehyde



Formaldehyde



10 ssl



Acetaldehyde



10 s-I



5



10-3 s-I



10 s-I



Problem For both aldehydes you are interested in the flux enhancement of the water-phase exchange velocity v,, as well as of the overall exchange velocity v,~,.Evaluate these numbers for two wind velocities, ul0 = 1 m ssl and 10 m s-'.



Answer The single-phase exchange velocities are calculated from Eqs. 20-15 and 20- 16 (Table 20.4), the diffusion time is t, = (1/ 2)Q ,/ vi", (see Eq. 20-52).
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0.5 cm s-'



2.3 cm s-'
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0.65 x 10-3cm s-'



5.3 x iw3cm s-'



24 s



0.36 s



tW



The following table summarizes the results. y~ is the water-phase flux enhancement * the overall flux enhancement, that is, the ratio of the enhanced (Eq. 20-52) and y ~ is vidwand the normal vidw. 4



v



(Eq. 20-52) (Eq. 20-51) Formaldehyde ul0 = 1 m s-I ulo = 10 m s-' Acetaldehy de ulo = 1 m s-' ul0 = 10 m s-l
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There are a few interesting things which we can learn from this simple example: (1) Although both aldehydes have fairly large reaction/diffusion parameters q, the enhancement \v of acetaldehyde remains small due to the small equilibrium constant K, of acetaldehyde. (2) The increase of the wind velocity to ul0= 10 m s-’ reduces \v of formaldehyde by about 8. This results from the significantly reduced boundary layer thickness which makes diffusion time t, small. In contrast, wind velocity does not affect y of acetaldehyde very much since it is already close to 1. (3) Since the nondimensional Henry’s law constants K i a l w of both aldehydes are fairly small (order 10-2), the influence of the air-side boundary layer on vidwis not completely negligible. The considerable flux enhancement of formaldehyde reverses the role of the boundary layer; the resistance in the air-phase becomes dominant. Therefore, the enhancement of viw(w= 21.5) is reduced to w* = 8.5 when the overall transfer velocity vidwis considered.



To summarize, the effective size of flux enhancement is controlled by a fairly complex interplay of different compound properties and environmental factors.



Questions and Problems Questions Q 20.1



Whatever the detailed physicochemical model of the interface, most models of the air-water exchange flux are written as the product of two factors, one describing the physics, the other the chemistry. What are these factors? Q 20.2



Usually evaporation of water is formulated as a function of relative humidity. Explain how this formalism is linked to the usual two-phase air-water model in which the nondimensional Henry’s law constant (i.e., the air-water partition constant) of the exchanged chemical appears. Q 20.3



Why is wind speed important to describe the air-water exchange velocity of a chemical? Explain why a simple relationship between wind speed and air-water exchange cannot be expected when wind speed is highly variable.



Q 20.4 Why do we have to specify the height above the water surface at which wind speed is measured when we formulate an expression which relates the air-water exchange velocity to wind speed?
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Q 20.5 In Fig. 20.3 several empirical relations between wind speed and air-water exchange velocities of volatile chemicals are plotted. How would these curves shift if on the horizontal axis we were to plot U , instead of uI0without changing the scale of the axis?



Q 20.6 Somebody wants to calculate monthly means of air-water exchange velocities from monthly mean wind speed data. What is the problem?



Q 20.7 In the film model of Whitman the water-phase exchange velocity, viw,is a function of the molecular diffusion coefficient of the chemical, while in Deacon's boundary layer model viwdepends on the Schmidt Number Sc,. Explain the reason for this difference.



Q 20.8 The temperature dependence of the water-phase exchange velocity, viw,is stronger for the boundary layer model than for the film model. Why?



Q 20.9 Air-water exchange in rivers depends on both the river flow and the wind speed. In at which the influences of Eq. 20-34 we have defined the critical wind speed, both forces are equal. Explain why Ecri,increases with mean water depth h.



Q 20.10 Explain how a change in water temperature could reverse the direction of the net airwater exchange flux even if all other parameters remain unchanged.



Problems



P 20.1 What Is the Source of Benzene in the Water of a Pond? benzene



Part of your job as a consultant to the State Water Authority is to survey the water quality of several ponds located in a recreation area. Among the volatile organic compounds, your laboratory monitors the concentration of benzene in the water of various ponds. When inspecting the results, you realize that on certain weekends during the summer, the benzene concentration in the surface water of these ponds is up to ten times higher than in the same ponds in the middle of the week or during the winter. For example, in one pond you measure a peak concentration of 1 pg L-'. You wonder whether this elevated benzene concentration is due to air pollution by the heavy car traffic during the summer weekends, or whether the input occurs primarily by leakage of gasoline and oil from the numerous boats cruising on the ponds. You realize that for assessing this question you need to know something about the benzene concentration in the air. Since you have no measurements from the area, you search the literature and find in a review by Field et al. (1992) the following typical benzene concentrations in air reported for different areas:
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Mean benzene concentration in air (ppbv)



Remote areas Brasil



0.5



Pacific



0.5



Urban areas Hamburg



3.2 (peak: 20)



London



8.8



Parts per billion on a volume base; use ideal gas law to convert the numbers to molar concentrations. Bruckmann et al. (1988).



Answer the following questions:



1. Is the atmosphere a likely source for the elevated benzene concentrations during the summer weekends? Assume a water temperature of 25°C. 2. Estimate the direction and rate of air-water exchange of benzene for a wind speed u , =~2 m s-’. Use an air concentration of 10 ppbv, a concentration in the water of 1 pg L-’, and a water temperature of 25°C. 3. Assess the situation for a pond located in the center of a big city for a typical winter day. There are no motor boats on the pond. Use the following conditions: air concentration of benzene 10 ppbv, water concentration 0.1 pg L-’, water temperature 5”C, wind speed ulo = 2 m s-’.



P 20.2 A Lindane Accident in a Drinking- Water Reservoir H



lindane



Due to an accident, an unknown amount of the insecticide lindane (y-HCH) is introduced into a well-mixed pond that is used as the drinking-water reservoir for a small town. The water inflow and the intake by the water works are immediately stopped and the water is analyzed for lindane. In water samples taken at various locations and depths, an average concentration of (5.0 k 0.2) pg L-’ is determined. As a resident of the area, you ask the person in charge of the water works what they intend to do about this problem, since 5.0 pg L-’ is far above the drinking-water limit. “Oh, no problem!” the person tells you, “Within a few days, all lindane will escape into the atmosphere.” Being well-trained in environmental organic chemistry you are very suspicious about this answer. So you decide to make a calculation. The people from the water works provide you with the following additional information: Pond surface area A = 5 x 105m2,volume V = 2.5 x 106m3,water temperature T = 20°C, evaporation rate of water at prevailing wind conditions and humidity of 70% is 5 liter per m2 and per day. (Note that with this information and the absolute water vapor pressures listed in Appendix B you can calculate Kjdwof water and thus the ,.) Relevant information on lindane corresponding air-phase exchange velocity vwater can be found in Appendix C. 1. Calculate the half-life of lindane in the pond (days), assuming that the reservoir volume remains constant. The one-box model introduced in Chapter 12 may help.
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2. Compare the relative loss of lindane from the reservoir to the relative loss by evaporation. If the evaporated water were not to be replaced (i.e., no inlets and outlets), would the lindane concentration increase or decrease as a result of the simultaneous water-air fluxes of water and lindane?



P 20.3 The Influence of Water Temperature on Air-Water Exchange In Illustrative Example 20.3 it is shown how water temperature influences the airAn additional temperature effect of the air-water flux water exchange velocity, vialW. results from the temperature dependence of the air-water partition constant, KidW.If water and air temperatures are different, the question arises whether the equilibrium between the air and water phase is determined by water temperature, by air temperature, or even by a mixture of both. Explain why Kid, should be evaluated for the temperature of the water, not the air. Hint: The process of heat exchange across an interface can be treated in the same way as the exchange of a chemical at the interface. To do so, we must express the molecular thermal heat conductivity by a molecular diffusivity of heat in water and air, D,,, and Dth ~,respectively. At 20°C, we have (see Appendix B): Dth = 1.43x m3cm2 s-', Dth a = 0.216 cm2 s-'. Use the film model for air-water exchange with the typical film thicknesses of Eq. 20-18a.



P 20.4 Experimental Determination of the Total Air- Water Exchange Rate for Two Chlorinated Hydrocarbons in a River tetrachloroethene WE)



F'



Q I



CI



1,4-dichlorobenzene (1,4-DCB)



In a field study in the River Glatt in Switzerland, the concentrations of tetrachloroethene (PCE) and 1,4-dichlorobenzene(1,4-DCB) were measured at four locations along a river section of 2.4 km length. Any input of water and chemicals can be excluded in this river section. The average depth (h = 0.4 m) and the mean flowing velocity ( U = 0.67 m S-1) were fairly constant in the section. The measurements were made in a way that a specific water parcel was followed downstream and sampled at the appropriate distances. Calculate the mean total airwater exchange velocity, vidw,of the two substances by assuming that exchange to the atmosphere is the only elimination process from the water, and that the atmospheric concentration of PCE and 1,4 DCB are very small.



Distance (m)



WE1 (ngL '1



[ 1,4-DCB]



0



690 +40



("g L-'1



600



585 k30



234f5 201 + 5



1200



505 * 6



180k8



2400



365



* 10



130 * 5



Data from Schwarzenbach (1983)



P 20.5 An Inadvertant Air- Water Exchange Experiments You have worked hard to study the internal dynamics of tetrachloroethene (PCE) and to calculate vertical turbulent diffusion coefficients in lakes. A friend of yours is more interested in the process of air-water exchange. One day, she sees some of your PCE data lying on your desk. She is very happy with the table below and
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immediately calculates the average vidWvalue for the period between June 10 and July 10. You ask her how she gets the result, but she just tells you that she needs to assume that input and output of PCE can be neglected. In addition, for simplicity she assumes that the cross-section of the lake, A(z), is independent of depth z, that is, that the lake has the form of a swimming pool with vertical walls. What air-water exchange velocity vidwdoes she get? Depth z (m)



PCE-concentration (10-9mol L-') June 10 July 10



0 2 4



1.o



0.5



5.0



2.0 3.5



6



9.5 5.5



8 10



3.9 3.1



4.7 3.0 2.7



5.5 3.6



12



2.6



14 16



2.3 2.1



18



2.0



2.2



20 (bottom)



1.9



2.1



2.4



P 20.6 Air-Water Exchange of Nitrophenols Phenols are organic acids. Their dissociation in water is very fast, that is, for most processes we can consider the acid-base equilibrium as an instantaneous equilibrium. The question arises whether the dissociation influences the air-water exchange velocity, and if yes, under which conditions. Before going into much detail you try to get a first approximate answer based on the information which you have at hand for the two compounds, 2-nitrophenols and 4-nitrophenols. Specifically, you want to answer the question whether for these two substances air-water exchange is affected by dissociation at pH =7. Use ul0 = l m s? and the usual approximations for the molecular difhsivities. Would your answer be modified for pH=9.5?



NO*



i



= 2-nitrophenol



M,= 139.1 gmol I pK, = 7.15 K , = 7.9 ~ x ~ 10-~



i = 4-nitrophenol



U,



= 139.1 g mol-' pK, =7.06 K,dw = 3.2 x 10-*
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21.1 Principles of Modeling Models in Environmental Sciences Prediction, Inference, Uncertainty Environmental Systems Box 21.1: Terminologyfor Dynamic Models of Environmental Systems Space and Time, Transport and Transformation 21.2 One-Box Models Linear One-Box Model with One Variable Box 21.2: One-Box Model for Tetrachloroethene (PCE) in Greifensee (Switzerland) Illustrative Example 21.1 : Assessing the Behavior of Nitrilotriacetic Acid PTA) in a Lake Time Variability and Response Box 2 1.3: Time-Dependent External Forcing ofLinear One-Box-Model Box 21.4: Temporal Variability of PCE-Input and Response of Concentration in Greifensee Illustrative Example 21.2: How Certain Is the Degradation Rate of Nitrilotriacetic Acid (NTA) in Greifensee? (Advanced Topic) Nonlinear One-Box Models (Advanced Topic) Box 21.5: One-Box Model with Water Throughjlow and Second-Order Reaction (Advanced Topic) Illustrative Example 2 1.3: Higher-Order Reaction of Nitrilotriacetic Acid (NTA) in Greifensee (Advanced Topic) One-Box Model with Two Variables Box 2 1.6: Solution of Two Coupled First-Order Linear Inhomogeneous Differential Equations (Coupled FOLIDEs) Illustrative Example 2 1.4: Fate of a Pesticide and its Decomposition Product in a Small Lake
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21.3 Two-Box Models Linear Two-Box Model with One Variable Linear Two-Box Model of a Stratified Lake Box 21.7: Linear Two-Box Model for StvatiJied Lake Illustrative Example 2 1.5: Tetrachloroethene (PCE) in Greifensee: From the One-Box to the Two-Box Model Linear Two-Box Models with Two and More Variables Nonlinear Two-Box Models 21.4 Dynamic Properties of Linear Multidimensional Models (Advanced Topic) Linear n-Dimensional Systems and Their Eigenvalues Box 21.8: Eigenvalues and Eigenfunctions of Linear Systems Illustrative Example 2 1.6: Dynamic Behavior of Tetrachloroethene (PCE) in Greifensee From Box Models to Continuous Models 21.5 Questions and Problems
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This is the first of several chapters which deal with the construction of models of environmental systems. Rather than focusing on the physical and chemical processes themselves, we will show how these processes can be combined. The importance of modeling has been repeatedly mentioned before, for instance, in Chapter 1 and in the introduction to Part IV. The rationale of modeling in environmental sciences will be discussed in more detail in Section 2 1.1. Section 2 1.2 deals with both linear and nonlinear one-box models. They will be further developed into two-box models in Section 21.3. A systematic discussion of the properties and the behavior of linear multibox models will be given in Section 21.4. This section leads to Chapter 22, in which variation in space is described by continuous functions rather than by a series of homogeneous boxes. In a sense the continuous models can be envisioned as box models with an infinite number of boxes.



21 .1



Principles of Modeling Models in Environmental Sciences Scientific knowledge is acquired by an intelligent combination of empirical information with models. When we talk about models, we have the following simple definition in mind: A model is an imitation of reality that stresses those aspects that are assumed to be important and omits all properties considered to be nonessential.



CI



CI tetrachloroethene



WE)



The construction of models is like formulating hypotheses, which, in turn, must be tested by new observations. As an example we consider the following experiment. Different small amounts of tetrachloroethene (PCE) are added to identical glass flasks, each containing the same water-to-air volume ratio. The flasks are sealed and shaken to attain an equilibrium between aqueous and gaseous phases. Then the PCE concentration in both phases of each flask is determined. Whether the results are listed in a table or represented by a two-dimensionalplot, it will not be very difficult to find that for all flasks the ratios of the concentrations in the two equilibrated phases are approximately the same. So we may formulate a linear expression relating the concentration in the water and the partial pressure in the air and give it the name Henry’s law (Chapter 6). Based on our knowledge of thermodynamics, we may then be able to propose a relation between the newly found Henry’s law constant, the activity coefficient of PCE in water, and the vapor pressure of pure liquid PCE (Eq. 6-16). This relation can then be tested against data. A next step may involve testing the law with other substances, or we may explore the law’s temperature or pressure dependence, and so forth. In doing so we follow the classical tradition of controlled experiments. The laboratory serves as a synthetic world in which the external influences can be controlled such that the outcome of an experiment can be explained by a few mathematical equations. As we have seen in Parts I1 and 111, environmental chemistry is based on laboratory experiments as well. For instance, we can determine the relevant physicochemical
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properties of a compound, such as its aqueous solubility, its vapor pressure, or its molecular d i f b i o n coefficient in water. However, additional information is needed for understanding the chemical’s fate in the environment that does not allow us to retreat entirely to the laboratory. Even with the best physicochemical knowledge, it would not have been possible to predict the rapid distribution of DDT throughout the global environment (Chapter I). There was only one global DDT experiment, complex and unplanned in its setup and not easy to reconstruct. If we want to learn something from this experiment (at least a posteriori), the field observations must be combined with “model experiments,” that is, with scenarios which we can invoke as alternative explanations for the one existing real-time experiment. Thus, in environmental sciences modeling serves as a substitute for the controlled experiment which cannot be conducted in a natural system. For instance, a typical question for a global DDT model could be to calculate the hypothetical DDT concentrations in different environmental systems provided that the use of DDT were still completely unrestricted. Running a model under different external conditions helps to identify the essential processes, the key parameters, and the most important empirical information needed to understand a given situation. Therefore, models also serve as a guideline for setting up environmental monitoring programs. Models that are developed for the sole purpose of reproducing a given set of field data are, however, of limited scientific use, since real observations are always superior to the output of a fancy computer program.



Prediction, Inference, Uncertainty In essence, models are used in two intertwined ways: (1) to calculate the evolution of a system from known external conditions, and (2) to infer the internal structure of a system by comparing various external conditions with the corresponding behavior of the system. The first is usually called prediction, the second diagnosis or inference (Kleindorfer et al., 1993). Although prediction is often considered to be the ultimate goal of modeling, it is neither the only nor the most crucial one. In fact, the above example of Henry’s law is a highly idealistic one. For instance, it precludes the existence of contradictory information. We know that real life is different for two major reasons. First, observations bear uncertainties which are linked to various factors, such as the limited precision of our analytical tools. Quantum mechanics yields an insurmountable theoretical reason for why we cannot make an “absolutely precise” observation. But we don’t even have to invoke the uncertainty principle. We can just argue that data are never absolutely exact. Second, there is no unique scheme of data interpretation. The process of inference always remains arbitrary to some extent. In fact, all the existing DDT data combined still allow for an infinite number of models that could reproduce these data, even if we were to disregard the measurement uncertainties and take the data as “absolute” numbers. Although this may sound strange, it is less so if we think in terms of degrees of freedom. Let us assume that there are one million measurements of DDT concentration in the environment. Then a model which contains one million adjustable parameters can, in principle, exactly (that is, without residual error) reproduce these data. If we included models with more adjustable parameters than observa-
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tions, then an infinite number of models would reproduce the measurements. Obviously, these are not the kind of models we have in mind. To the contrary, a good model contains significantly fewer adjustable parameters than data to be explained. Newton’s law of gravitation is made from one single constant, the constant of gravity, and it seems to work in billions and trillions of situations.



A typical worldwide DDT model might only contain 100 parameters. Again, there must be a great number of very different models to explain existing measurements, but none of these will be able to exactly reproduce them. Thus, on one hand the parameters of a given DDT model will be known only within certain limits of uncertainty, and on the other hand there will be a great number of alternative DDT models. Now imagine that several of the many possible models are used to predict the future development of global DDT concentrations. It is easy to anticipate the consequences: different models will produce different forecasts, although they may have been equivalent in explaining the past, that is, the data from which they were deduced. Some of the forecasts may even contradict each other in hndamental ways; one may predict a further increase, another a drop of DDT levels. Then the nice picture of a logically structured science seems to crumble. This is exactly what occurs with such complex issues as the prediction of global climate due to man-made greenhouse gas emissions. The fact that different models predict different outcomes is gloatingly acknowledged by all those who resent the possible consequences of cutting back emissions. For their defense we may assume that they don’t understand the conduct of science under uncertainties, but often the scientists themselves are not careful enough to point out the potential and limits of their modeling efforts. Although a more detailed treatment of data and model uncertainty would go far beyond the goals of this book, those who engage in the task of modeling should be reminded of this point. In fact, during the last decades, the science of interpretation of uncertain data has developed into an elaborate field (e.g., Chatfield, 1995).



Environmental Systems The construction of a model starts out with the proper choice of a system. Thus, we have to define what the term “system” shall mean in the context of environmental models. Some disciplines use it in a fairly abstract way. The Oxford English Dictionary characterizes a system as “a set or assemblage of things connected, associated, or interdependent, so as to form a complex unity.” We prefer a more concrete definition (see Fig. 21.la): An environmental system is a subunit of the environment separated from the vest of the world by a boundary. The system is characterized by a specific choice of state variables (such as temperature, pressure, concentration of compound i, etc.), by the relations among these variables, and by the action of the outside world on these variables.



Let us discuss the meaning of some of the expressions which appear in the above definition (see Box 21.1). A subunit of the environment can be any spatial compartment of the world, from the whole planet to a single algal cell floating in the ocean. The term state variable refers to those properties which are used to characterize the
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Terminology for Dynamic Models of Environmental Systems



State or model variables



Quantities described by the model as a function of time and (for some modes) as a hnction of space Example: Concentration of chemical i in a lake



External forces



Processes (constant or time-variable) which influence the state variables without being influenced by them Example: Light intensity at the surface of a pond which determines the rate of photolysis in the water



Input or input variable



A special kind of external force, usually a mass input of a chemical Example: Addition of chemical i into a lake per unit time



output



Effect of state variable on the outside world, often a mass flux out of the system



Example: Flux of chemical i from a lake to the atmosphere Internal process



Transport or transformation process which affects one or several state variables. An output flux is a special kind of internal process Example: Biodegradation of chemical i in a lake



Model parameter



Parameter used to describe internal processes Example: Rate constant of biodegradation of chemical i



Box



Spatial subunit to approximate the continuous spatial variation of state variables. A box can be characterized by the spatially averaged concentration of one or several state variables Example: Well-mixed reactor



One-box/ two-box/ multibox models



Model consisting of one or several boxes. Each box is characterized by one or several state variables Example: Two-box model of a lake consisting of the boxes epilimnion and hypolimnion selected subunit of the world. As an example, we choose the (hypothetical) Lake Y as our subunit. Obviously, there exists a nearly infinite number of quantities that, in principle, could be used to define the state of Lake Y, such as water temperature in every cubic meter of the lake, the same for the concentrations of dissolved oxygen, nitrate, tetrachloroethene or any other chemical we can imagine, the same for any biological parameter such as algal species, bacteria, and so on. Remember, however, that simplicity was mentioned as one of the key elements of modeling. Hence, the question is, which of all these parameters shall we choose? The answer depends on the purpose of the model. To illustrate this point, we consider a model capable of assessing the fate of phenanthrene in Lake Y (Fig. 21. lb).
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Figure 21.1 (a)An environmental system is a subunit (“IN’) of the world separated from the rest of the world (“OUT”) by a boundary (bold line). The dynamics of the system is determined by internal processes and by external forces (see Box 21.1 for definitions). There is an output of the system to the environment, whose effect on the external forces is neglected in the model (no feedback from “ I N to “OUT”. (b) The concentration of phenanthrene in a lake serves as an example. It is influenced by (1) sorptiondesorption on suspended solids, (2) photolysis, (3) biodegradation, (4) input by inlets and precipitation, (5) loss through outlet, (6) exchange at air-water interface, (7) exchange at sediment-water interface, (8) mixing. For the case of phenanthrene, neglecting the feedback from the sediments to the lake may not be reasonable. By shifting the model boundary into the sediment (bold intermittent line), the interaction between sediment and water turns into an internal process and the concentration of phenanthrene in the sediments becomes an additional state variable.
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From the physicochemical properties of this compound we expect that the following internal processes are relevant: (1) sorption-desorption between the aqueous solution and solids (suspended particles or sediments), (2) direct and indirect photolysis, and (3) biodegradation. Relevant transport mechanisms across the system boundaries may include: (4) input of phenanthrene by inlets and precipitation onto the water surface, ( 5 ) loss through the outlet, (6) exchange at the air-water interface, and (7) exchange at the sediment-water interface. Factors that may be chosen as state variables are concentration of phenanthrene in the lake (either a whole-lake mean value or values for different subvolumes), concentration of suspended particles, and water temperature (due to its influence on reaction kinetics). In contrast, “action from the outside world” (called externalforces) may include solar radiation (due to its control of photolysis), water throughflow, and wind velocity over the lake (for describing air-water exchange). The so-called intern02 processes, that is, the relations among the state variables and the influence of the external parameters on
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them, are described based on our understanding of the relevant environmental chemistry, biology, and physics as developed in the preceding chapters of this book. Note that the employed definition of a system contains an important asymmetry between the system and the external world. The system’s description includes the influence of the external forces on the system, but not the reverse, the influence of the system on the outside world. From a mathematical viewpoint the equations that describe the system’s behavior contain the external forces, but the latter have to be taken from information outside the model. As will been shown, the specific hierarchy between system and outside world can often (but not always) be justified based on the respective strength of the interactions. Take the system of the earth. Solar radiation is a very strong driving force for the earth, but the back-radiation from the earth to the sun is so tiny that nobody would want to include it as a feedback mechanism in a radiation model of the sun. Construction of an environmental model, like the model of phenanthrene in Lake Y, proceeds in several steps. In the first step, the system is characterized by choosing a specific boundary between “in” and “out,’. For the phenanthrene model (Fig. 21.lb) an obvious candidate is the interface between the water body of the lake and its surroundings (lake sediments, atmosphere, inlets). The resulting model needs information on the inputs and outputs of phenanthrene by rivers, on the exchange with the atmosphere and with the sediments of the lake. Obviously, the quality of the model also depends on the quality of the input data. To assess the sedimentary input, information is needed regarding the phenanthrene content of the sediments. Since the boundary between water and sediment is not as distinct as in the sun-earth system (in fact, the sediment content of phenanthrene strongly depends on the history of this compound’s concentration in the lake), we may decide to include the sediments in the system and to shift the boundary of the model to below the sediment-water interface into the sediments. In a hrther step we may conclude that predicting the phenanthrene concentration in the lake requires a description of processes occurring in the drainage area of the lake. Thus, the system boundary may be extended again. Eventually, we may even include into the system the political mechanisms by which emission standards for phenanthrene are fixed. So, instead of building a lake model we may end up constructing a socioeconomic-geochemical model of the drainage basin of Lake Y. The point at which the process of increasing the system complexity is stopped depends on the purpose of the model and the complexity of the available data. Often, it is useless to build a highly complex model for which only rather coarse data are available. The second step in the model construction involves choosing the complexity of both the internalprocesses and the external forces. According to the simplicity postulate, the most complex model is not necessarily the best one. To the contrary, a good model is like a caricature in which the cartoonist enhances the characteristics of a person’s face that, in a given context, are most relevant. If we intend to model the mean concentration of phenanthrene in Lake Y over several decades, the adequate model would certainly be different from a model designed to describe the daily spatial concentration variations of phenanthrene. Choosing the model structure is the cartoonist’s task, and he or she solves it based on what the message of the cartoon
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should be. In other words, before a model can be designed or selected we should know its purpose. As a third step, the relations between the various model components have to be specified in terms of mathematical expressions, once the model structure is fixed. In contrast to the common chemical reaction models which describe the reaction kinetics under laboratory conditions (e.g., in a test tube), environmental models usually contain two kinds of processes: (1) the familiar reaction processes discussed in Parts I1 and I11 of this book, and (2) the transport processes. These processes are linked by the concept of mass balance.



Space and Time, Transport and Transformation The concentration of a compound at a given location depends on (1) the rate of transformation of the compound (positive for production and negative for consumption), and (2) the rate of transport to or from the location. In Part I11 we discussed different kinds of transformation processes. Internal transport rates were introduced in Chapter 18. Remember that we have divided them into just two categories, the directed transport called advection and the random transport called diffusion or dispersion. The second Fickian law (Eq. 18-14) describes the local rate of change due to diffusion. The corresponding law for advective processes will be introduced in Chapter 22. In Chapter 19 we discussed transport processes across boundaries. In this chapter we will keep the description of transport simpler than Fick’s law, which would eventually lead to partial differential equations and thus to rather complex models. Instead of allowing the concentration of a chemical to change continuously in space, we assume that the concentration distribution exhibits some coarse structure. As an extreme, but often sufficient, approximation we go back to the example of phenanthrene in a lake and ask whether it would be adequate to describe the mass balance of phenanthrene by using just the average concentration in the lake, a value calculated by dividing the total phenanthrene mass in the lake by the lake volume. If the measured concentration in the lake at any location or depth would not deviate too much from the mean (say, less than 20%), then it may be reasonable to replace the complex three-dimensional concentration distribution of phenanthrene (which would never be adequately known anyway) by just one value, the average lake concentration. In other words, in this approach we would describe the lake as a well-mixed reactor and could then use the fairly simple mathematical equations which we have introduced in Section 12.4 (see Fig 12.7). The model which results from such an approach is called a one-box model. In case the actual concentration of phenanthrene would exhibit significant spatial variations, the one-box model would not be the ideal description. Instead, it may be adequate to subdivide the lake into two or more boxes in such a way that within the defined subvolumes, phenanthrene concentration would be fairly homogeneous. So we would end up with a two- or multi-box model. In certain situations this box model approach may still not be sufficient. We may need a model which allows for a continuous concentration variation in time and in space. Such models will be discussed in Chapter 22.
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Figure 21.2 The interplay of transrate of photolysis conc. of phenanthrene port and reaction, exemplified by the hypothetical vertical concentration profile of phenanthrene in a lake. ( a ) The rate of photolysis decreases with depth due to the diminishing light 5 5 intensity with water depth. (b) Two L1 Q a a, possible vertical profiles of phenanU U threne concentration: if vertical mixing in the water column is strong, the profile is constant (profile 1). If vertical mixing is slow, a distinct vertical concentration gradient develops with small values at the water surface where photolysis is strongest (profile 2). Interestingly enough, we cannot decide once and forever whether the description of



phenanthrene in a lake needs a one-box, two-box, n-box, or continuous model. The answer depends on certain conditions which change, not only from lake to lake, but also in a given lake over time. As an example, we continue the discussion of phenanthrene in Lake Y and consider two hypothetical situations. We assume that all relevant processes that influence the spatial distribution of phenanthrene (see Fig. 2 1.lb) are constant except for the intensity of turbulent mixing. We can imagine that in one situation the water column of Lake Y is exposed to strong winds while at another time there is no wind. Obviously, the different internal transformation processes are spatially not constant in the lake. Fig. 21.2~1shows the vertical variation of the rate of photolysis resulting from the decreasing light intensity in the water column. If mixing is strong, the consequences of the spatially inhomogeneous transformation rates are continuously erased; hence the vertical concentration profile of phenanthrene is constant and determined by the mean value of all the transformation rates (Fig. 21.2b, profile 1). If vertical mixing is slow, a distinct vertical concentration gradient develops with small values at the water surface where photolysis is strongest (profile 2). In this and the following chapter we develop a series of tools to describe such situations. Of course, we could imagine building just one complex model which can deal with all situations at once. Indeed such models exist for different environmental systems (lakes, rivers, aquifers, atmosphere etc.), but they are complex, need information on many parameters, and require a lot of a priori knowledge about the system. Here we pursue the approach of tailor-made models, that is, models that for every situation are able to handle just those features which we want to know and which are resolved by the available data, not more and not less. In this sense, situation 2 of Fig. 21.2 needs a more complex model than situation 1. In fact, for the latter the one-box model that we discussed earlier (Chapter 12.4) may be adequate; for the former we need something more, yet still not the most sophisticated lake model we can imagine. For instance, having measured just one vertical profile of phenanthrene it would not be reasonable to use a model which, besides vertical mixing, includes horizontal mixing as well, since we have no data on horizontal concentration gradients. However, if we were interested in the question whether horizontal gradients of phenanthrene may be important and whether it may be worthwhile to organize a field campaign to search for them, then a three-dimensional lake model may help, provided that the simple estimates that will be discussed in Chapter 22 do not already give an unarnbiguous answer.
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One-Box Models The simplest and often most suitable modeling tool is the one-box model. One-box models describe the system as a single spatially homogeneous entity. Homogeneous means that no further spatial variation is considered. However, one-box models can have one or several state variables, for instance, the mean concentration of one or several compounds i which are influenced both by external “forces” (or inputs) and by internal processes (removal or transformation). A particular example, the model of the well-mixed reactor with one state variable, has been discussed in Section 12.4 (see Fig. 12.7). The mathematical solution of the model has been given for the special case that the model equation is linear (Box 12.1). It will be the starting point for our discussion on box models.



Linear One-Box Model with One Variable Imagine a well-mixed system characterized by the concentration of one or several chemicals i, Ci(Fig. 21.3). The concentrations are influenced by inputs Ii,by outputs O,, and by internal transformation processes which occur either between state variables (for instance, between Ciand C,) or between other chemicals X, Y,. .. which are not part of the set of state variables. If the system has the constant volume V, the mass balance of compound i can be written as (see Eq. 12-43):
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(21-1)



where C R , and CP, stand for the sum of all internal consumption and production rates of processes which involve chemical i. Let us consider the case where we model just one chemical i, for instance, phenanthrene. Other chemicals may determine the size of the right-hand terms of Eq. 2 1-1 (Ii,O,, C R , CPJ,but we describe their influence as external force. Thus:



Ii,0 , CR,, Pi= {function of external forces and of C,} =f,(C,>
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Figure ’ l o 3 one-box Or well-mixed reactor model. State variables are the concentrations, Ci, Cj,..., of chemicals ij,. .. They are influenced by inputs (Ii,4, ...), outputs (0, O,, ...), and internal transformations between the state variables or between other chemicals y,,,. which do not appear as state variables in the model.
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where the subscript p points to the different processes on the left-hand side of Eq. 21-2. Note that some of these functions f,(Ci>, for instance, the one describing the external input Ii, are usually independent of C,, that is, depend only on the external forces. If we insert all these functions fp(Ci> into Eq. 21-1, we may end up with a rather complicated expression. Yet, in this section we are interested only in models in which all functionsf,(Ci) are linear, that is, have the following form:



f,tC,>= U p( t )+ b,(O



Ci



(2 1-3)



where a,(t) and b,(t) are arbitrary functions of time t, but not of C,. Some of these functions may be simpler than Eq. 21-3, that is, a,(t) or bp(t)may be independent of time t or even be zero. In any case, putting all these terms into Eq. 2 1-1 results in an
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expression of the form: (21-4) where J,(t) sums up all a,(t), and ki(t) is the negative sum of all b,(t). As we will see below, the minus sign in the definition of ki(t) is introduced for convenience since the bp terms are usually negative. Equation 21-4 is the most general form of ajirst-order linear inhomogeneous dzflevential equation (FOLIDE). Its solutions are given in Box 12.1. Essentially, what we have just discussed is a more general and thus more abstract version of the one-box model derived in Section 12.4. The advantage of the little detour is that Eqs. 21-3 and 21-4 provide a universal tool to assess the linearity (or nonlinearity) of a model. Or stated differently, one single function f p (C i ) which cannot be brought into the form of Eq. 2 1-3 makes the box model (Eq. 2 1-4) nonlinear. Linear models play a central role in the theory of differential equations. They provide the basis for the discussion of the more complicated nonlinear equations and always have analytical solutions composed of exponential functions. In contrast, the solutions of nonlinear models embrace a much larger variety and thus significantly more possibilities (and surprises).
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tetrachloroethene F E )



In order to demonstrate how Eq. 2 1-4 evolves from a specific environmental system, we look at the example of tetrachloroethene (or perchloroethylene, PCE) in Greifensee, a small Swiss lake southeast of Zurich. Since we will use this lake in other examples as well, some characteristic data are summarized in Table 21.1. From repeated measurements of PCE concentrations at different depths we can calculate total mass and mean concentration in Greifensee. (Note: This calculation includes some a priori knowledge regarding the spatial distribution of PCE in Greifensee; horizontal concentration gradients in the lake must be small so that total mass can be calculated as a volume-weighted average of the concentrations measured along a vertical profile at the deepest location of the lake. As will be discussed in Chapter 23, in certain cases the validity of this assumption can be taken for granted even without actual measurements of horizontal concentration profiles.) Furthermore, we must also know the input of PCE through the inlets and its loss at the outlet. With this information we would like to answer the following question: How long would it take for the mean PCE concentration to drop from its initial = 0.55 pmol m-3,to 0.1 pmol m-3,provided that the total input of PCE into value, Ci, Greifensee could be stopped at once? From the physicochemical properties of PCE it appears that the only significant removal mechanism (other than loss at the outlet) is air-water exchange. In situ reactions and removal to the sediments after sorption on particles are not important. Thus, the mass balance of PCE consists ofjust three terms which have the following form (here the subscript i refers to PCE):
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Table 21.1 Characteristic Data of Greifensee (Switzerland)" Volume:



Total Epilimnion Hypolimnion Area: Surface At the thermocline Mean depth: Total lake Epilimnion Hypolimnion Throughflow of water Water exchange rate Mean water residence time Flushing velocity Turbulent diffusivity in thermocline Thermocline thickness Turbulent exchange velocity between epilimnion and hypolimnion Typical wind speed 10 m above lake surface Air-water exchange velocity at typical wind speed (from Table 2 0 3 )



106m3 106m3 106m3 106m2 106m2 17.4 m 5.8 m 13.3 m 0.34 x 106m3d-' 2.3 10-3d-1 440 d 0.040 m d-' 0.2 m2d-' 4m 150 x 50 x 100x 8.6 x 7.5 x



"th



= Ethlhth



U10



0.05 m d-' 1 m s?



4 . 9 1~0-6m s-'



Numbers for characteristic lake data (volume, surface, area, etc.) and input data are rounded off to facilitate quantitative considerations.



a



1. Input at inlets: Iiw(subscript w: water throughflow) 2. Loss at outlet (see Eq. 12-44; Cisurface is PCE-concentration at lake surface): Oiw



= Q Ci surface



(21-5a)



3. Exchange at air-water interface (see Eq. 20-6; C,, is replaced by the water surface concentration Cisurface; C, is atmospheric PCE concentration):



The above equation demonstrates that air-water exchange as well as other boundary exchange processes can be interpreted as a combination of an input flux (A.dw = AovidwCjal Kialw)and an output flux (Oidw= AovjdwCi surface). It is a matter of personal taste whether one prefers to keep both terms separated or add them to get the familiar form of a net exchange flux. Combining the three parts of Eq. 21-5 into a mass balance of the average lake concentration, C j , does not yield the linear one-box equation (Eq. 21-4) which we would like to get. Equations 21-5a and 21-5b still contain an "alien variable", the
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surface concentration, Cisurface. So we need an expression which relates average and surface concentration. Here we assume that the lake is well mixed, that is, that Cisurface and Ci are equal. Then the mass balance equation becomes: (2 1-6) Comparison with Eq. 2 1-4 allows one to identify 4.and ki:
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where we have used the following definitions: Iiw - Qciin Iiw - kwCii, and Ciin= -



(21-8a)
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h = V / A , is mean depth of the lake, and Ciin is the average input concentration. If all external forces (Iiw,vidw, Ci,, Q) and model parameters (V, A,, Kla,w)are constant over time, the solution of Eq. 21-6 is (see Box 12.1, case b):



with the steady-state PCE concentration: (2 1- 10)



To calculate the response of the PCE concentration in the lake to a sudden stop of the PCE input, we have to find values for the different coefficients in Eqs. 21-9 and 21-10. The procedure is summarized in Box 21.2. As it turns out, the time needed to lower the PCE concentration from its initial value of 0.55 pmol m-3to 0.1 pmol m-3 is 160 days, that is, about 5 months. With this example we have shown how the mathematical formulations of the processes which are part of the model can be combined into one single linear differential equation. Illustrative Example 2 1.1 deals with another example, the dynamics of nitrilotriacetic acid @TA) in Greifensee.
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One-Box Model for Tetrachloroethene (PCE) in Greifensee (Switzerland)



In this box we demonstratethe construction and application of a simple one-box model to a small lake like Greifensee to analyze the dynamic behavior of a chemical such as PCE. Characteristic data of Greifensee are given in Table 21.1. Measurements of PCE in the water column of the lake yield the following information: Total mass of PCE in the lake: 'Mj = 83 mol Mean concentration of PCE Ci = 7vti / V = 0.55 x 10-6mol m-3 River input I,



0.90 mol d-' River output 0, = QC, = 0.19 mol d-' =



Nondimensional Henry's law constant Kialw= 0.73 (see Table 2 0 . 5 ~ ~ ) Mean concentration in air C, < lO-' mol me3 Since repeated measurements show no significant temporal change of Mi with time, we evaluate Eq. 21-6 for steady-state (dC, ldt = 0). Furthermore, since C, /Kialw< 1.4 x lO-*mol m-3,we neglect the last term on the righthand side of Eq. 21-6. Solving for the atmospheric loss term yields: AoVialw



V



ci=-pi, 1 V



-Oiw)= (0'90-0*19)mo1 d-' = 4.7x 1 0 - 9 ~ m-3d-l ~1 150x1O6m3



Thus, the specific loss rate to the atmosphere is: kialw =



A,vlal,



4.7 x 10-9mol m-3d-'



V 0.55 x 104mol m-3



= 8.6 x 10-3d-'



With h =V / A , = 17.4 m (Table 21. l), the air-water exchange velocity vi a/w = h kja/w = 0.15 m d-' = 1.7 x 1O4 cm swhich is significantly smaller than expected from Table 20.5b. We come back to this point later.



',



Furthermore, the specific rate of loss at the outlet



Q = 2.3 x 10-3d-' k, = V is about four times smaller than the specific loss rate to the atmosphere. The (overall) rate constant is k = k , + kialw= 10.9 x 10-3d-'. As a check the reader can now calculate Ci, from Eq. 21-10. Since we have started the calculation by assuming that the measured mean lake concentration represents a steady-state, the value should obviously yield the measured mean concentration, Ci,=C, = 0.55 x 106mol m-3.



If the input by the river were stopped, the new steady-statevalue ci,would become zero. (Remember that the atmospheric input term was neglected. If we want to be absolutely correct, this approximation would not be justified any more if the atmosphere were the only PCE input to the lake. Yet, for the following calculation hdoes not matter.j With C,: = 0 , Eq. 2 1-9 becomes:



Ci(t)= Ci, e -( k,
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We are looking for the time t: at which C,(t) takes the value 0.1 x 104 mol m-3: tl* =



-In



(ci(t*cio)kw



+kia/w



-ln(O. 1/0.55)



(2.3 + 8.6) x 10-3d-'



= 160 d



From Eq. 12-50 we can also calculate the 5% response time: '1



Since Ci= 0.1 pmol m-3 is still larger than 5% of the original lake concentration (0.55 pmol m-3), t;' is smaller than ti50,,,



Illustrative Example 21.1



Assessing the Behavior of Nitrilotriacetic Acid (NTA) in a Lake Around 1983, typical concentrations of nitrilotriacetic acid (NTA) in Greifensee -~ (see Table 21.1 for characteristic data of the lake) were found to be 3.7 X ~ O M (3.7 x ~ O mol - ~ m-3). NTA is a cation complexation agent which at that time was mainly used in detergents. Based on measurements made in 1982 and 1983 on the major rivers and sewage inlets of Greifensee, total NTA loading was estimated as INTA= 13 mol d-' . From laboratory experiments in which NTA was added to samples taken from natural waters (estuaries, rivers), first-order biodegradation rate between 0.02 and 1 d-' were determined for NTA concentrations constants, kNTA, between 2 x lO-' and 5 x 10-6 M (Larson and Davidson, 1982; Bartholomew and Pfaender, 1983). Rate constants varied with temperature (Ql0 = 2, i.e., kNTA increases by 2 for a temperature increase of 10°C) and were reduced for oxygen concentrations below 10-5 M (Larson et al., 1981). No data are available for NTA degradation at concentrations below 2 x 10-*M. Use the information on NTA concentrations in Greifensee to estimate the firstorder degradation rate of NTA in this lake at concentrations below 2 x lopsM.



y0-"Tr,,, 0-



Answer Assume that (1) the measured concentration of 3.7 x lO-' M is typical for the whole lake, (2) this value corresponds to the steady-state concentration, Cm,caused by a NTA input of 13 mol d-', and (3) flushing and biodegradation are the only relevant removal mechanisms. Solve Eq. 12-49b for the unknown reaction rate constant kot= kNTA:



nitrilotriacetate (NTA3-)



= (23.4 x 10-3 - 2.3 x 10-3)d-' = 2.1 x lO-'d-'



This value corresponds to the lower limit of the rates measured under laboratory conditions (albeit at larger concentrations). Given the various assumptions which had to be made to get the above result, check how robust the conclusion is regarding NTA degradation in the lake. Therefore
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calculate the hypothetical steady-state concentration of NTA in Greifensee provided that NTA was conservative (kNTA= 0). From Eq. 12-49b:



I C = h - r n Vk, Q



13 mol d-' =38~10-~M 0.34x104m3d-'



This number is 10 times larger than the measured concentration. Thus, NTA must be removed by some process in the lake. We will continue the discussion on NTA in Greifensee in Illustrative Example 21.2.



Time Variability and Response External and internal conditions are seldom constant in natural systems. For instance, in the previous case of PCE in Greifensee, external input (I,) and airwater exchange velocity (vidW)are probably the most important source of time variability. The latter depends on wind speed, ui0, that is, on the variability of the weather, the former on the consumer's behavior regarding the use of products containing PCE. Hence, although we are in principle able to solve Eq. 21-6 for time-variable coefficients (Box 12.1, Eq. 9), often this capability is not of great value. If the model is employed for diagnostic purposes, often the needed input data either do not exist or do not have the necessary temporal resolution. In the case of a predictive use of the model the situation is even worse, as human behavior and weather are difficult fields for prognostication. Fortunately, not every wiggle affects a system in the same way. Linear systems have particular ranges of temporal variability which they feel strongly while others are averaged out. Here we want to derive a simple tool which allows the modeler to distinguish between relevant and irrelevant time variation.



To do so we observe that typical temporal variations of quantities like air temperature, wind speed, flushing rate, but also of man-made parameters like the input of some anthropogenic organic compound into the environment, can be described by just two distinct types of variability: (1) by long-term trends, and (2) by period fluctuations. In the following the subscript i is omitted for brevity. To describe the long-term trend we use an exponential growth or decay curve and characterize it by the rate constant a [T-'I:



(21-11) where a [T-'1 is positive for growth and negative for decay. For the fluctuations we employ the example of a sinusoidal function with time period zp: J ( t ) =J(l+A,sinot)



(2 1- 12)



where 7 is the mean, A, the relative amplitude, and CO the angular frequency which is related to the period zpby: 27t [T-'1 (2 1-13) CO =-
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If J(t) from Eq. 2 1- 11 or 2 1- 12 is inserted into Eq. 2 1-4, we get a linear differential equation with a time variable inhomogeneous term but constant rate k. The corresponding solution is given in Box 12.1, Eq. 8. Application of the general solution to the above case is described in Box 21.3. The reader who is not interested in the mathematics can skip the details but should take a moment to digest the message which summarizes our analytical exercise.



Box 21.3



Time-Dependent External Forcing of Linear One-Box Model



We discuss the solutions of the linear differential equation: dC = J(t)-kCi dt with constant k and either of the following input functions: ( 4 J ( t ) = J, eat (b) J(t)= T(1 + AJ s i n o t ) The general solution of Eq. 1 is given in Box 12.1 (Eq. 8). Case a.



t



C(t) = COe-kt+ J o s e-k(t-r') eat' dt'



+



= c,,eekr J ,



eat - e - k t



0



(4)



k+a



For furtLLerdiscussion we consider only the case k > 0; the case k < 0 is not meaning&- if Eq. 1 is a mass balance model. Then for large times (kt >>l), we can neglect the term containing e-', hence:



Case b.



0



0



where cp= tan-'(dk). Again we are interested in large times and neglect all terms containing e-?



J C(t) = - + k



JA~ sin(ot-cp), (k' +az)"'



kt>>1
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Exponential change. For large times (kt >> l), the solution of Eq. 21-4 with exponential external forcing, Eq. 21-1 1, is (Box 21.3, Eq. 5): (2 1-14) This looks almost like the time-dependent steady-state solution of Eq. 2 1-4 which one gets by putting dC/dt = 0 and solving for C = C, : J =(21-15) , k If J(t) is variable, we can still define such a hypothetical steady-state (even if it is never reached) and design it as:



c



(2 1- 16) The time argument behind C, points to the fact that it is related to a variable input, J(t).C,(t), would be attained only ifJremained constant long enough. (In fact, “long enough” would mean that kt >> 1.) Now we can compare the actual concentration of the system (Eq. 2 1-14) with the hypotheticaz steady-state (Eq. 2 1-16): (2 1- 17)



For a T~~ = 3 / k (see Box 12.1, Eq. 4). This means that if the period of the perturbation, T ~ is , much larger than the response time of the system, then actual state and steady-state are approximately the same. The other extreme case is given by w >> k (or zP C", reaction is the dominant removal process. If the actual concentration deviates only little from steady-state, that is, if:



the change of 6C can be approximated by the linear expression:



-d@C) - - ( k W dt



+2k2C,)6C



Thus, according to Eq. 4 of Box 12.1, time to steady-state 75%



depends on C, and thus on the input, J o r Gin.



=



k,



+ 2k2C,



(8)
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Higher-Order reaction of Nitrilotriacetic Acid (NTA) in Greifensee



Advanced Topic



Problem In Illustrative Example 21.2 we identified the possibility of a nonlinear (apparent) degradation reaction of NTA in Greifensee as one of several sources of uncertainty regarding the interpretation of the fate of NTA in the lake. In IllustrativeExample 2 1.1, we found that at the concentration CNTA = 3.7 x 10-9 M the (pseudo-)first-order rate constant is kNTAl = 2.1 x lo-' d-'. From Eq. 21-23 the corresponding second-order rate constant would be k N T m = 5.7 x 1o6 M-' d-*. compare the steady-state concentration C N p m of NTA in Greifensee for an NTA input, &TA, between 1C2and 10' mol d-I for the following three different assumptions: (a) NTA is conservative,@) NTA is degraded by a first-order reaction with rate kNTAl= 2.1 x 1W2 d-', (c) NTA is degraded by an apparent second-order reaction with rate kNTAz= 5.7 x 106M-' d-' . (d) Give a simple argument that the real degradationrate can be first-order while the apparent degradation in the lake looks like a second-order reaction.



Answer (a) The steady-state concentration for a conservative substance is (Eq. 12-51 with = 0):



,k



C(a)~ ~ ~ m = C ~ ~ ~ i n = Z ~ T A5 m / 3Qd -1=)(-1 3ZNTA .4~10



ZNTA in [mol d-'I,



C,,



in [mol m-3]



(b) The steady-state concentration for degradation by first-order reaction is (Eq. 12-51 with hot= kNTA1):



Note that CC4,- is 10% of Cg4,- and both concentrations are proportional to INTA. (c) Degradation by second-order reaction (see Box 2 1S ) :the characteristic concentration is:



and



cgAw = 4.0 x lO-"M 2



[-l+(i+



4cNTAin



4.0 x lO-"M



I'")



(3)



The three models are compared in the figure below (note the double logarithmic scale). As predicted by Eq. 3 of Box 21.5, if the mean input concentration, CNTA i n , is much smaller than C* = 4.0 x 10-'oM, then Ck4,- = C, in;* that is, NTA behaves >> C , Ck;Am increases as like a conservative compound. In contrast, for CNTAin the square root of the input. Note that for the three models an interpolation from the measured input rate (13 mol d-I)to other input rates predict very different CN,, values.
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(d) As long as the NTA concentrations in the lake are fairly constant, the biomass concentration of the microorganisms that degrade NTA would probably reach a steady-state, B, ,determined by a growth rate which is proportional to the available NTA concentration, C, and a loss rate (flushing through the outlet, sedimentation) which is proportional to B, . As a result, B, turns out to be proportional to the NTA concentration, C. In turn, the NTA degradation rate is first order with respect to C and proportional to the concentration of the degrading microorganisms, B, ,thus: = -constant (%),,,,ation



c B,



= -constant C '



since B, is proportional to C. input concentration Gin (M)



NTA input /NTA (mol d-1)



There are still other causes of nonlinearities than (apparent or real) higher-order transformation kinetics. In Section 12.3 we discussed catalyzed reactions, especially the enzyme kinetics of the Michaelis-Menten type (see Box 12.2). We may also be interested in the modeling of chemicals which are produced by a nonlinear autocatalytic reaction, that is, by a production rate function, p( C,), which depends on the product concentration, Ci.Such a production rate can be combined with an elimination rate function, r(C,), which may be linear or nonlinear and include different processes such as flushing and chemical transformations. Then the model equation has the general form:
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dc'= p(C,)- r(C,) dt
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(2 1-26)



The functionsp(C,) and r(CJ can be plotted in the same graph (Fig. 21.6). Wherever the two curves cross, that is, for concentrations obeying



P 0) ;



p



- - ac - D-ax



(22- 1)



[M L-'T-']



where D is diffusivity. The superscript diffindicates that the flux is by diffusion.



Now we need the corresponding expression for advective transport. Note that the advective velocity along the x-axis, v,, can be interpreted as a volume flux (of water, air, or any other fluid) per unit area and time. Thus, to calculate the flux of a dissolved chemical we must multiply the fluid volume flux with the concentration of the chemical, C:



F$"



I



diff



F,
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I



F,"" = v, C



[M L-2T-']



(22-2)



Note the difference between Eqs. 22-1 and 22-2 regarding the sign (that is, the direcis determined tion) of the flux. Since C is always positive or zero, the sign of Fxadv by the sign of the velocity v,. All chemicals in the fluid are transported in the same direction, which is given by the direction of the fluid flow. In contrast, the sign of Fxdiffis determined by the sign of the concentration gradient since D is positive (see - X Fig. 18.3). Thus the signs of the diffusive fluxes of two compounds in the same Figure 22.1 Relation between con- system can be different if their concentration profiles are different. Figure 22.1 gives centration profile and flux by diffu- two examples.



sion and advection, respectively. For profile 1 both fluxes are positive; for profile 2 they have opposite signs.



?\,



I



C



I



flow (V,>



In Chapter 18 we derived the Gauss 'theorem (Eq. 18-12), which allows us to relate a general mass flux, F,, to the temporal change of the local concentration, a C / a t (see Fig. 18.4). Applying this law to the total flux,



0)



----c-F



,



\



I



I I



(22-3)



yields (with v,, D = const.):



transport



-



dF?



ax



--v,-+D7



ax



ax



[ML-'T-l]



(22-4)



\



\



In Fig. 22.2, the profiles of Fig. 22.1 are analyzed in terms of the sign of the two terms on the far right-hand side of Eq. 22-4. Note that for profile 1 the two terms have opposite signs while for profile 2 they are both negative. The dependency of the pairs, advection/difusion andflux/concentration change, on the concentration profile C(x) can be represented in a two-dimensional scheme which helps to remember these relationships (Table 22.1). Note that in this scheme every move to the right (from flux to concentration change) or downward (from advection to diffusion) involves a sign change as well as an additional differentiation of C with respect to x.



Figure 22.2 Relation between concentration profile and temporal One-Dimensional / Diffusion / Advection / Reaction Equation concentration change, ac / a t , for the same profiles as shown in Fig. To extend the transport equation (22-4) to other processes affecting the spatial distri22.1. As indicated by the straight lines. diffusion always shifts a con- bution of a chemical we introduce a zero-order production rate, J [M L-'T-'], and a centration profile to concave side. first-order decay rate (specific reaction rate k, [T-'I):
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Table 22.1 Scheme to Describe Flux and Temporal Concentration Change Due to Advection and Diffusion (or Dispersion) Flux F



Advection



V:



ac ax a2c +D-



vc



-V -



ac



Diffusion



D: C:



Concentration



--D-



ax



a



x2



Advection velocity [LT-'I Diffusivity [L2T-'] Concentration [ML"]



(g)



(22-5)



=J-krC



reaction



Combining Eqs. 22-4 and 22-5 yields the transportheaction equation:



at



a2c ax



ac



=D7-v,--krC+J transport



reaction



ax



(22-6)



This is a second-order linear partial differential equation. Note that the transport terms (Eq. 22-4) are linearper se, while the reaction term (Eq. 22-5) has been intentionally restricted to a linear expression. For simplicity, nonlinear reaction kinetics (see Section 2 1.2) will not be discussed here. For the same reason we will not deal with the time-dependent solution of Eq. 22-6; the interested reader is referred to the standard textbooks (e.g. Carslaw and Jaeger, 1959; Crank, 1975). We will now discuss the steady-state solutions of Eq. 22-6. Remember that steadystate does not mean that all individual processes (diffusion, advection, reaction) are zero, but that their combined effect is such that at every location along the x-axis the concentration C remains constant. Thus, the left-hand side of Eq. 22-6 is zero. Since at steady-state time no longer matters, we can simplify C(x,t) to C(x) and replace the partial derivatives on the right-hand side of Eq. 22-6 by ordinary ones: d2C



dC -v,--krC+ Ddx2 dx



J=O



(22-7)



In contrast to all the differential equations which we have discussed in Chapter 2 1, here the state variable C is not treated as a function of time t but of space x. For the solution of Eq. 22-7, this is irrelevant,except for the type of boundary conditionsthat can
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Table 22.2 Solution of DiffusiodAdvectionIReaction Equation at Steady-State: A, and A, of Eq. 22-9 for Different Types of Boundary Conditions Boundaries at x = 0 and x = L. Boundary conditions are given either as values or as spatial derivatives (see Eqs. 22-8a, b). See Box 22.1 for definition of variables. Given Boundary Conditions"



A1



A2



(3) CO, CO'



(4)



C O ,



CLf



If the system is unbounded on one side (e.g., L -+ m), only one boundary condition is needed, CO or COf: 0



CO- J l k ,



The two omitted combinations (CL,CL'and C:, CL)can be derived by redefining the coordinate x such that x = 0 becomes x = L , and vice versa.



a



occur. The solution of Eq. 22-7 requires two boundary conditions, that is, two explicit values of either a concentration, C, or a concentration derivative, dCldx. If C were considered as a function of time, then the only meaningful choice for the required boundary conditions would be to give the initial values at the initial time to, C(to=O) and (dC / dt),,," . Usually, the initial time is defined as to = 0.



In contrast, if C is considered as a function of x, our choice is greater. Imagine that we are looking for the solution of Eq. 22-7 within a given spatial range along the x-axis, say between x = 0 and x = L. Then we have six choices to specify the boundary conditions: we can either prescribe the two boundary values, CO= C(x = 0); CL = C(x,) (22-8a) or the two boundary gradients,
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(22-8b) or we give a mixture of the two (one value, one gradient). These possibilities influence the solution of Eq. 22-7 and reflect the different real situations for which Eq. 22-7 has to be analyzed. Now we also understand why differential equations in time are simpler. In the physical world of causality it does not make sense to use boundary conditions at a later time to describe the behavior of a system at an earlier time. The future cannot influence the past; teleological concepts have been banned fiom modem science. But let us go back to Eq. 22-7. As shown in Box 22.1, its general solution can be written in the form: J (22-9) C(X)= - + A , ehIx+ A , eh?, kr



where A , and A , are determined by the model parameters (D, v,, k,, .I) and by the boundary conditions (Table 22.2). A,,h, are the eigenvahes of Eq. 22-7. They are determined by D, v,, and k, alone and depend neither on the inhomogeneous term J nor on the boundary conditions.



Box 22.1



One-Dimensional Diffusion/Advection/Reaction Equation at Steady-State



The one-dimensional diffusion/advection/reaction equation at steady-state is (22-7): d2C D-dx2



V,



dC -- k, C + J = 0 dx



(22-7)



We assume D,k, 1 0; v, can have either sign. Substituting C by a new variable, C* = C - J / k,, the equation becomes homogeneous: d2C*



Ddx2-vx--



dC* k,C* = O dx



The general solution of Eq. 1 can be written as a linear combination of two basic functions of the form ehox( a= 1,2): c*(X)



= A , ehix+ A , eh?,



(2)



where ha [L-’1 are the eigenvaluesof Eq. 1. Inserting the basic functions, eh,,, into Eq. 1yields a quadratic equation for &,



Dh: -v,h,



-k, = O



(3)



which has the two solutions: 112



a



If v,



f



20



vf+4Dkr}



]



, a=1,2



(4)



0, Eq. 4 can be written in the form (sgn(v,) = +1 is the sign of v,):



sgn(v,)



+ (1 + 4.Da)”’I



(5)
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where Da is the nondimensional Damkohler Number:



Since Da 2 0, A, is always positive while A, is negative. Depending on the size of Da, the eigenvalues can be approximated by: (a) For Da >> 1



Vf



0:



2-



VX



kr ---'



v, < 0:



VX



1-



VX



Convince yourself that h, is always positive and A, is always negative. For case (a) the eigenvalues have the same absolute size, while for case (b) the role of h, and A, change according to the sign of v,: IfDa1 >l D k , Da



v, > 0:



v, < 0:



The coefficients A , and A, of Eq. 2 are determined by the boundary conditions (see Table 22.2). Thus: J



*



C(x)= -+ C ( x ) = kr



J -+



kr



A, ehlx+ A 2



(22-9)



If C(x) is confined to the finite interval x = (0, L } , we can rewrite Eq. 22-9 with the nondimensional coordinate 5 = x / L ( 5 varies between 0 and 1):



J



The nondimensional eigenvalues A*, are:



A*, =A,L= where Pe is the Peclet Number:



C(5) = -+ A, eh;' kr



+ A2eh;e



-Pe [ [ s g n ( ~ ~ ) f { l + 4 D a } ~,~ a~ =] 1 , 2 2



Pe=-IVX IL D



(22- 10)



(10)



(11)
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Peclet Number and Damkohler Number The size of the eigenvalues ha(a = 1,2) determines the shape of the profile C(x). To illustrate this point we assume that the profile is bound to the interval x = (0, L ) . As shown in Box 22.1,Eq. 22-9 can then be written as a function of the nondimensional coordinate 5 = x / L which varies between 0 and 1: J (22-10) C(5) = -+ +A,ehlS, 05551 kr where the nondimensional eigenvalues A*,(Eq. 10 of Box 22.1) can be expressed in terms of two nondimensional numbers: IVXlL 1 0 Pe = D D a Dkr = y 20



Peclet Number



(22-lla)



Damkohler Number



(22-llb)



VX



The Peclet Number can be interpreted as the ratio between the transport time over the distance L by diffusion and by advection, respectively. Transport time by difksion is expressed by the relation of Einstein and Smoluchowski (Eq. 18-8): t,,



L2 D



=-



7



(22- 12a)



where the factor 2 in the denominator of Eq. 18-8 is conventionally omitted. Transport time by advection is simply: L



(22-12b)



Thus: (22-13) In other words: The Peclet Number Pe measures the relative pace of transport by advection and diffusion, respectively. If Pe > 1, advection outruns diffusion. Note that Pe depends on the distance L over which transport takes place. If L is large enough, advection always becomes dominant since the time of advection t& grows linearly with L whereas tdi, grows as L2. In turn, for extremely small distances diffusion is always dominant. The situation can also be viewed another way: given specific values for D and vx, we can calculate the critical distance, LCrit,at which advection is as important as diffusion, that is, where Pe = 1. Inserting Pe = 1 into Eq. 22-1 l a and solving for L = Lcrityields: D (22-14) L,,, =IVXJ



Typical values of Lcritfor various situations are given in Table 22.3. They clearly
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Table 223 Critical Distance Lcritat Which the Influence of Diffusion and Advection Is Equal (Eq. 22-14) For L >> LCfiit, transport by diffusion is negligible compared to advective transport. Diffusivitv a



Critical Length, 



1 Advection



[m]



10-2



1



102



103



Molecular in water in air



10-9 10-5



10-5 10-1



10-7 10-3



10-9 10-5



10-1‘ 10-7



10-12



Turbulent in water vertical horizontal



10-6 1



10-2



10-4 102



10-6 1



10-8



10-9 10-3



104



10-2



10-8



Turbulent in atmosphere 102 Typical sizes of (molecular and turbulent) diffusivities are taken from Table 18.4. Such small advection velocities do not occur in a turbulent atmosphere.



a



show that molecular diffusion plays a role only if the advection velocity is extremely small or zero. In a similar way the Damkohler Number (Eq. 22-1 1b) measures the relative pace of diffusion versus advection in the time period t, = ki’, which corresponds to the mean life of the reactive chemical. In fact: (22-15) where



(22-16)



is the diffusion distance in time t,, and (22- 17) is advection distance in time t,. Note that in the scientific literature there are several other definitions of the Damkohler Number (see Box 22.2). Situations in which either Da or Pe are much larger or much smaller than 1 indicate that in the diffusion-advection-reaction equation some of these processes are dominant while others can be disregarded. Figure 22.3 gives an overview of such cases. A first distinction is made according to the size of Da: (a) Da >> 1, i.e., v: >Dk,



c



(Dael)



cLm Gm



CO



0



LX



diffusion



CO



diffusionadvection



diffusion and reaction



0



LX



advection 0



advection (at boundaries diffusion)



cLm



C O



0



LX



(see Fig. 22.3, case A). The profile is purely diffusive;neither advection nor reaction plays a significant role. If Eq. 22-19 does not hold, but Da is still large, the profile adopts an exponential slope (Fig. 22.3, case B); this is the diffusiodreaction case.



(b) Da Dk, : As shown in Box 22.1, now the absolute size of the two eigenvalues is very different. Which one of the two, A, or &, has a larger absolute size depends on the sign of v, (see Box 22.1, Eq. S), but in both cases the larger eigenvalue has the value v, ID.



As before we consider a finite range along the x-axis and ask for the condition to keep the absolute values of the exponents in Eq. 22-19 significantly below 1 . This is the case if: (22-21)



cLm



CO 0



CO



LX



Since according to Eq. 9 of Box 22.1 the absolute value of the other eigenvalue is even smaller, we can replace both exponential functions by their linear approximations. Thus, Eq. 22-9 turns into Eq. 22-20 indicating a linear concentration profile. We call this the case of slow advection (Fig. 22.3, case C).



In contrast, if Eq. 22-21 does not hold, we have the situation of fast advection (Fig. 22.3, case D). Note that in both cases (C and D) the reaction rate k, has no significant influence on the slope of the profile. 0



LX



A first application of Eq. 22-7 is given in Illustrative Example 22.1.
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Illustrative Example 22.1



Vertical Distribution of Dichlorodifluoromethane (CFC-12) in a Small Lake Problem



F\,c=c,F' F



CI



Dichlorodifluoromethane (CC12F2,CFC-12) enters a small lake (surface area A, = 2 x 104m2, maximum depth z, = 10 m) from the atmosphere by air-water exchange. The top 2 m of the lake are well mixed. Vertical turbulent diffusivity between 2 and 10 m is estimated to be E, = 1 x lO-' m2s-' (more about turbulent diffusion in Section 22.2). Groundwater infiltrates at the bottom of the lake adding fresh water at the rate of Qgw= 100 L s-'. The only outlet of the lake is at the surface. The CFC-12 concentration in the mixed surface water is CO= 10 x 10-l2mol L-' and below detection limit in the infiltrating groundwater. (a) Calculate the vertical profile of CFC-12 between 2 and 10 m depth at steadystate provided that all relevant processes (turbulent mixing, discharge rate of groundwater, mixed-layer concentration) remain constant. (b) How long would it take for the profile to reach steady-state? (c) Calculate the vertical flux of CFC-12 at 2 and 6 m depth. (d) Somebody claims that CFC-12 might not be stable in the water column. To check this possibility you compare your model with a vertical CFC-12 profile measured in the lake. How big would a hypothetical first-order reaction rate constant, k,, have to be in order to be detected by your model? Assume that the absolute accuracy of your CFC- 12 analysis is k 10%. Note: Disregard the variable bathymetry of the lake. Assume that the cross-sectional area of the lake is A , at all depths. See Problem 22.4 for variable cross-sectionalarea.



Answer (a) To calculate the vertical profile of CFC-12, define a vertical coordinate z which is oriented downward such that z= 0 at 2 m depth (lower boundary of mixed layer) and z = L = 8 m at the bottom of the lake. At steady-state, the profile can be calculated from Eq. 22-7 with k,, J = 0 and D replaced by E,:



The vertical advection (upwelling) velocity is: V



Qgw -



=----



A0



0.1 m3s-' 100 Ls-' -= -0.5x10-5ms-' 2 x 1 0 ~ ~2 ~x 1 0 ~ ~ ~



Since the Damkohler Number Da = 0 (Eq. 22-1lb), the eigenvaluesare (Eq. 4, Box 22.1): - >V=- -



1-



E,



0.5 x 10-jm s-' = -0.5 m-I; I x 10-'m2s-'



h, = 0
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With L = 8 mythe Peclet Number is (Eq. 22-1 la):



I



L~V



p e = z = E,



8 m-0.5x10"m s-' =4 IXIO-~~~S-'



indicating an intermediate advection regime (Fig. 22.3). To calculate the profile you need two boundary conditions. The first one is given by C(z = 0) = CO=10 x 10-'2mol L-'. The second one is less obvious. You observe that no CFC-12 is entering the lake at the bottom (nor at another depth). If CFC-12 is nonreactive, the sum of the vertical advective and difisive fluxes anywhere in the profile must be zero. Thus, from Eq. 22-3:



ac F,"' =V~C-E,-=O



aZ



This equation also must be valid at z = 0:



This is the second boundary condition. The two conditions correspond to case 3 of Table 22.2. Since J = 0, h2= 0, you get:



Thus, from Eq. 22-9 the profile has a simple exponential shape: ~ ( z =) COehlz= (10x10-'2mol L-') exp (-0.5



z)



Note that at the bottom (z = L = 8 m), the concentration has dropped to C(8 m) = (10 x 10-12molL-')e4= (1Ox 10-'2mol L-') 0.018 = 0.18 x 10-12molL-'. Answer (b)



Since Pe > 1, advection is more effective to distribute the chemical in the water column (see Eq. 22-13). Diffusion would then just be needed for the local adjustment of the profile. Thus: L IvzI



tad"= -=



8m =1.6x106s or about 19days 0.5 x 10-5m s'l



Answer (c) As mentioned before, the vertical net flux is zero throughout the profile.



Answer (d) It is helpful to make some approximate considerations before going too much into the details of this question. First note that even without degradation of CFC-12, the
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concentration at the lake bottom has dropped to less than 2% of the value in the mixed layer. Obviously, any decomposition of CFC-12 would reduce the vertical penetration of CFC-12 even more. Thus, you can treat the problem as if the lower boundary did not exist. Then you are left with case 5 of Table 22.2 with v, < 0. The “reactive” profile, C,, has the form:



where A, is the negative eigenvalue. From Eq. 4 of Box 22.1:



h = - -I-(1+{1+ V 4Da)l”) = 2 h(1+ q ) 2Ez 2 where A,= - 0.5 m-l is the eigenvalue of the nonreactive case and q = { l+Da}”’. Both profiles, C(z)and C,(z), are pure exponentials. The relative differencebetween both curves,



becomes largest at the bottom of the lake (z = 8 m). Taking A = 0.1 as the criterion that both profiles are different, you get 1 h, -h, = - ln0.9 = -0.013 rn-l 2



In turn,



h, -h,=‘(q-l) h



=-0.25 m-’({l+Da~i?-l)



2 Thus, (1 +



= 1.052 . Finally



The critical reaction rate constant that CFC-12 would have to exceed in order to make the profile different from the conservative curve is: 2



k, 20.1



L =0.02 d-’ EZ



1019



Turbulent Diffusion



Turbulent Diffusion In Section 18.5 we discussed the distinction between laminar and turbulent flow. The Reynolds Number Re (Eq. 18-69) serves to separate the two flow regimes. Large Reynolds Numbers indicate turbulent flow. It is difficult to define turbulence. Intuitively, we associate it with the fine-structure of the fluid motion, as opposed to the flow pattern of the large-scale currents. Although it is not possible to describe exactly the distribution in space and time of this small-scale motion, we can characterize it in terms of certain statistical parameters such as the variance of the current velocity at some fixed location. A similar approach has been adopted to describe the motion at the molecular level. It is not possible to describe the movement of some “individual” molecule, but groups of molecules obey certain characteristic laws. In this way the individual behavior of many molecules sums to yield the average motion in response to macroscopic forces.



In light of this analogy, we anticipate that the effect of turbulence may be dealt with in a similar manner like the random motion of molecules for which the gadient-flux law of diffusion (Eq. 18-6) has been developed. In addition, the mass transfer model (Eq. 18-4) may provide an alternativetool for describing the effect of turbulence on transport. Turbulent Exchange Model Let us start with the exchange model and assume that the concentration of a compound along the x-axis, C(x), is influenced by turbulent velocity fluctuations. For simplicity the mean velocity is assumed to be zero. The effect of the fluctuations can be pictured by the occasional exchange of water parcels across a virtual plane located at x, (Fig. 22.4). Owing to the continuity of water flow, any water transport in the positive x-direction has to be compensated for by a corresponding flow in the negative x-direction. In a simplified way we can thus visualize the effect of turbulence as occasional exchange events of water volumes qexover distance L, across the interface x,. A single exchange event causes a net compound mass transport of the magnitude (C, - C,) qex.The concentration difference (C, - C,) can be approximated by the linear gradient of the concentration curve, (-Lx aC / ax) . Summation over all exchange events across some area Au within a given time interval At yields the mean turbulent flux of the compound per unit area and time: (22-22) The coefficientExis called the turbulent (or eddy) diffusion coefficient; it has the same dimension as the molecular diffusion coefficient [L2T’]. The index x indicates the coordinate axis along which the transport occurs. Note that the turbulent difksion coefficient can be interpreted as the product of a mean transport distance times a mean velocity T = ( A u At)-’ Z q,, , as found in the random walk model, Eq. 18-7.




 0. Thus the two fluctuations “covary.” That is why mathematicians call the right-hand side of Eq. 22-28 “covariance.” In the above case covariance would be negative; positive flux fluctuations coincide with negative concentration fluctuations. Consequently, FFbwould only be zero either in the absence of turbulence (v: = 0) or if the concentration distributionwere completelyhomogeneous (aC / dx = 0, thus C’ = 0). In turn, we expect C’(and thus to increasewith increasingmean gradlent (a /a x). We may even assume a linear relationship between FXmb and the mean d e n t : FXmb = constant (a x). Th~s brings us back to the expressionwhich we derived for the exchange model (Fig. 22.4). In fact, we can interpretthe concentrationgradent in Eq. 22-22 as a mean value; thus we get similar expressions for FXmb in both models:



cturb)



c



/a



(22-29) The empirical coefficient E,., formally defined by (22-30) depends only on the fluid motion (the turbulence structure of the fluid, to be more precise), and not on the substance described by the concentration C. This is an important difference from the case of molecular diffusion which is specific to the physicochemical properties of the substance and the medium. Since the intensity of turbulence must strongly depend on the forces driving the currents (wind, solar radiation, river flow, etc.), the coefficients of turbulent diffusion constantly vary in space and time. Of course, we cannot tabulate them in chemical or physical handbooks as we do their molecular counterparts. The decomposition of turbulent motion into mean and random fluctuations resulting in the separation of the flux, Eq. 22-27, leaves us a serious problem of ambiguity. It concerns the question of how to choose the averaging interval s introduced in Eq. 22-24. In a schematic manner we can visualize turbulence to consist of eddies of different sizes. Their velocities overlap to yield the turbulent velocity field. When these eddies are passing a fixed point, they cause fluctuation in the local velocity. We expect that some relationship should exist between the spatial dimension of those eddies and the typical frequencies of velocity fluctuations produced by them. Small eddies would be connected to high frequencies and large eddies to low frequencies.
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Consequently, the choice of the averaging time s determines which eddies appear in the mean advective transport term and which ones appear in the fluctuatingpart (and thus are interpreted as turbulence). The scale dependence of turbulent diffusivity is relevant mainly in the case of horizontal diffusion where eddies come in very different sizes, basically from the millimeter scale to the size of the ring structures related to ocean currents like the Gulf Stream, which exceed the hundred-kilometer scale. Horizontal diffusion will be further discussed in Section 22.3; here we first discuss vertical diiksivity where the scale problem is less relevant.



Vertical Turbulent Diffusivity While molecular diffusivity is commonly independent of direction (isotropic, to use the correct expression), turbulent difhsivity in the horizontal direction is usually much larger than vertical diffusion. One reason is the involved spatial scales. In the troposphere (the lower part of the atmosphere) and in surface waters, the vertical distances that are available for the development of turbulent structures, that is, of eddies, are generally smaller than the horizontal distances. Thus, for pure geometrical reasons the eddies are like flat pancakes. Needless to say, they are more effective in turbulent mixing along their larger axes than along their smaller vertical extension. Yet, there is another and often more important factor which distinguishes vertical from horizontal diffusion, that is, the influence of vertical density gradients. Water bodies are usually vertically stratified, meaning that water density is increasing with depth. The strength of the stratification can be quantified by the vertical density gradient of the fluid, (dp/dz). Yet, the rather peculiar units which such a quantity would have (kg m“) do not really help to understand its relationship to the classical concept of stability used in mechanics. According to this concept, a stable system can be characterized by a restoring force, which brings the system back to its original state every time a perturbation drives it away from the stability point. Examples are the pendulum or a mass hanging on a spring. The “restoration capacity” (that is, the stability) can be described by the time needed to move the system back: small restoring times would then indicate large stabilities. Conversely, we get a direct correlation if we use the inverse of the restoring time (the restoring rate or frequency): large restoring frequencies mean large stabilities. Therefore, the so-called stability frequency is often used to describe the stability of a fluid system. In the case of a vertically stratified water column, the appropriate quantity is called the Brunt-Vaisala frequency, N. It is defined by (22-31) where dp/& is the vertical cent of the water density p, and g is the accelerationof gravity (9.81m 8). In this expressionthe vertical coordinatezis increasing downward.Thw, a stable stratificationof the water column means that density, p, increases with depth, z. If the density gradient depends only on temperature and not on dissolved chemicals, N can be written as:
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Figure 22.5 Analogy behveen stability oscillation in ( a ) a stratified water column and (bj the motion of a body hanging on a spring (linear oscillator). For small vertical displacements, k &, the restoring forces are proportional to 6z and to the specific restoring force constant (density gradient or spring constant, respectively). This triggers an oscillation with a characteristic frequency.
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(22-3 l a)



where a = -(1 /p) (dp /dT) is the thermal expansivity of water (see Appendix B). The meaning of Ncan be understood by looking at a small water parcel which moves vertically within a stratified water column without exchanging heat or solutes with its environment, that is, without changing its density (Fig. 22.52). If the water parcel is displaced upward, its own density is larger than the density of the surrounding fluid. Therefore, the parcel experiences a “restoring” force downward which is proportional to the vertical excursion 6z and the vertical density gradient dp/dz. The reverse happens if the parcel moves below its equilibrium depth. Thus, the so-called buoyancy forces act on the water parcel in an analogous way as gravity acts on a sphere hanging on a spring (the so-called linear oscillator); both situations result in an oscillation around the equilibrium point. The stronger the spring (or the density gradient), the larger will be the frequency of oscillations about the equilibrium point. Therefore, large stability frequencies indicate strong stratification. In a stratified fluid, the turbulent motion is concentrated along the planes of constant density (which are practically horizontal surfaces), while across these planes (in the vertical direction) the turbulent motion is suppressed. Given a fixed mechanical energy input (e.g., by wind), a large density gradient makes the typical vertical size of the eddies, L,, small and thus, according to Eq. 22-22, reduces the vertical diffusivity E,, while a small gradient allows for large eddy sizes. Based on theoretical considerations on the nature of turbulence (Welander, 1968) quantified this relationship by an equation of the form: E, =a(N2)-B



(22-32)



where the parameter a depends on the overall level of kinetic energy input and the exponent q depends on the mechanism that transforms this energy into turbulent motion. Welander distinguished between two extreme cases: (1) q = 0.5, for sheargenerated turbulence (i.e., turbulence produced by the friction between waters flowing at different velocity), and (2) q = 1, for turbulence generated by energy cascading from the large-scale motion (such as tidal motion) down to the small-scale turbulent motion. Before we analyze the validity of Welander’s equation, we have to discuss how turbulent diffusion coefficients are actually measured. Although the relation between E, and turbulent fluctuations (Eq. 22-30) would, in principle, provide a basis how to determine E, from measurements of current velocity and temperature, such experiments are not trivial. Furthermore, they only yield information on the instantaneous and often highly variable size of E,. In contrast, the dispersion of organic compounds in natural systems is usually a long-term process influenced by the action of turbulence integrated over some space and time interval (days, months, or years). Thus, we are interested in a method which integrates or averages the influence of turbulent diffusion rather than giving an instantaneous but not representative value. In closed basins (lakes, estuaries), the long-term dynamics of the vertical temperature distribution provides such a tool (Fig. 22.6). Let us assume that in a lake the
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Fig. 22.6 Comparison of vertical



temperature profiles measured at consecutive times t, and f + , can be used to determine the vertical turbulent difksivity E,. From Imboden et al. (1979).



temperature varies only in the vertical, not in the horizontal. This means that at a fixed depth, for instance at 10 m, the water temperature is constant across the lake. (In fact, this assumption is not true for an instantaneous view of the lake since the surfaces of constant temperature move up and down like waves at the water surface; yet for the time-averaged temperatures the picture of a horizontally homogeneous temperature field is mostly reasonable.) Consequently, if we obtain a vertical temperature profile taken at time ti we can calculate the heat content of the whole lake or part of it, for instance, of the zone between depth z and the lake bottom at zB: ZB



p j A(z’)T(z’) dz’



heat content =cp



[Joule]



(22-33)



z



where the integration over the depth variable z’ goes from depth z to the lake bottom at zB.The vertical temperature profile, T(z’) , is weighted by the local cross-sectional area A(z’). It is assumed that the specific heat, cp, and density, p, of water are constant. Note that cppis the specific heat per water volume. Owing to vertical (turbulent) diffusion, heat is transported from regions of warm water to adjacent colder layers. Mathematically this appears as a heat flux against the vertical temperature gradient (remember Fick’s first law, Eq. 18-6). Thus, at a later time, ti+,,we expect to find warmer water between z and zB.The change of the heat content with time A is:



(22-34)



(Note that A(z’)does not change with time. Furthermore, differentiation with respect to time and integration over space can be interchanged.) If other sources and sinks of thermal energy can be excluded, the changing heat
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content, A, must be related to the total turbulent heat flux through the area A@). According to Eq. 18-6 this flux is: total heat flux per unit time = -A(z) E, (22-35)



where (c,pT) is heat energy per unit volume. Note that D from Eq. 18-6 was replaced by the vertical eddy diffusivity, E,. Since the left-hand sides of Eqs. 22-34 and 2-35 must be equal, we can solve the equation for E,:



(22-36)



The E, values calculated by this method represent the average turbulent diffusivity at depth z for the time interval between tiand ti+l. Application of Eq. 22-36 is demonstrated in IllustrativeExample 22.2. Note that the same method could also be applied to the vertical profile of any chemical substanceprovided that in situ reactions are absent or can be quantified.An example is Bven in Problem 22.3. (Text continues on page I028 )



Illustrative Example 22.2



Vertical arbulent Diffusion Coefficient in a Lake Problem



You are responsible for the water quality monitoring in Lake X (surface area A , = 16 km’, maximum depth z, = 40 m). Among the various physical and chemical parameters which you measure regularly is the vertical distribution of water temperature T. The following table gives two profiles measured during the same summer. The table also gives some information on lake topography, i.e., on the variation of lake cross-section with depth, A(z). (a) Calculate the vertical turbulent diffusion coefficient, E,, at the following depths: 7.5, 12.5, 17.5,25 and 35 meters. (b) Since you are interested in understanding the physical processes in the lake, you compare the calculated E, values with the vertical stability frequency, N, by applying Eq. 22-32. What can you learn from the size of the exponent q? 20 temperature 10



Note: Assume that the density gradient in the water column is not influenced by dissolved solids.
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Lake X Depth z



Water Temperature T (CO)



Area A



(m) 0 5 10 15 20 30 40



June 16 22.o 19.0 10.5 7 .O 6.1 5.3 4.9



(h2) 16 14



12 10 8



4 0



August 1 21.7 19.8



10.7 7.4 6.3 5.6 5.5



Answer (a) To apply Eq. 22-36, you need a method for evaluating the integral in the numerator from the temperature data and lake areas which are available at discrete depths only. You know that in the age of computers nobody would really execute such a computation by hand anymore. Yet, even if you use a computer program you make a certain choice as to how you are going to approximate the integral, although in many cases you are not aware of it. Thus it may be instructive to learn from a simple example, step by step, how the calculation proceeds. First, you note that A(z) decreases linearly with depth z according to:



0



Figure 1 The subdivision of the lake volume into sublayers centered around the depths of measurements (black dots) serves to evaluate Eq. 22-36 by numerical approximation. The black line shows the crosssectional area as a function of depth. The numbers in the figure arranged in three columns give (from left to right) the cross-sectional area at the interfaces, the volume of the sublayers, and the depth of the sublayer boundaries.
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Next, you divide the lake into zones which are bounded by planes located halfway between the depths for which temperature data exist (see Fig. 1). Since A ( z ) is linear, the volume for each zone is simply the arithmetic mean of the cross-sections above and below the layer multiplied by the thickness of the layer. These volumes are multiplied by the corresponding temporal temperature changes. The results are summarized in the following table. The last column, the cumulative sum of the weighted temporal temperature gradient summed from below, is an approximation of the numerator of Eq. 22-36. Zone a (m)



Volume V, (1o6m')



aTa iat



va(ara/ a t )



xva(aTaiat)



(K d-1)



( 106K m3d-')



( 106K m3d-I)



5 40 56 50 60



0.0133 0.0067 0.0044 0.0089 0.0044



0.067 0.268 0.246 0.445 0.264



0.067 0.335 0.581 1.026 1.290



35 - 40 25 -.35 17.5 - 25 12.5 - 17.5 7.5 - 12.5



Note: The absolute temperature changes within 45 days at a given depth are small. Thus, it would be convenient to have an instrument which allows us to measure T with an accuracy of at least 0.01 K. Furthermore, an absolute calibration stability of k 0.01 K is a prerequisite to calculate E, from T. _+



The following table summarizes the remaining steps to evaluate Eq. 22-36.



a



depth



area A(z)



aT, / dz



(m>



( 106m2)



(K m-I)



7.5 12.5 17.5 25 35



13 11 9 6 2



1.66 - 0.68 - 0.20 - 0.08 - 0.025 -



a



ZV,(~T,/ a t ) b ( 106K m3d-')



1.290 1.026 0.581 0.335 0.067



E, (m2d-')



(cm2s-')



0.060 0.14 0.32 0.70 1.3



0.0069 0.016 0.037 0.081 0.16



Arithmetic mean of gradient of the two temperature profiles. From preceding table. From Eq. 22-36 with 1 m2d-' = 0.116 cm2s-I



Answer (b) Since it is assumed that the density gradient is not influenced by dissolved chemicals, the stability frequency, N, can be calculated from the temperature profiles alone:
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ar / az



ab



Depth (m)



Ta ("C)



( 1OW6K-')



7.5 12.5 17.5 25 35



15 9 6.7 5.8 5.3



151 74 39 26 19



(K m-') 1.66 - 0.68 - 0.20 - 0.08 - 0.025 -



~~~~



E,



N c ( I O - ~s-')



(cm2s-')



49.6 22.2 8.7 4.5 2.2



0.0069 0.016 0.037 0.081 0.16



~~



Mean value of the two profiles interpolated. From Appendix B. From Eq. 22-3 la. From preceding table. a



Equation 22-32 can be written in the form lnE, = h a -2qInN Figure 2 shows a nearly perfect correlation with q = 0.5 and a = exp (- 8.01) = 3.3 x IW', which is indicative for turbulence produced by local shear.
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Figure 2 The correlation between stability frequency, N , and vertical turbulent diffusivity, E , according to Eq. 22-32 yields q = 0.5.
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Let us now come back to the relationship between vertical diffUsivity, E,, and density stratification quantified by the Brunt-Vaisala frequency, N (Eq. 22-3 1). Numerous examples from lakes and oceans show that the exponent q of Eq. 22-32 commonly lies between 0.5 and 0.7. Two different situations are shown in Fig. 22.7. Both data sets originate from two fairly deep Swiss lakes (Imboden and Wiiest, 1995). Figure 22.7a shows the long-term average E, values from a basin of Lake Lucerne with q = 0.5 indicating that turbulence is mainly shear-produced. In contrast, the data from Lake Zug (Fig. 22.7b) were obtained during an extreme storm event. Note that beside the different q value, the turbulent diffusivity, E,, is two to three orders of magnitude larger than for the case of Lake Lucerne. This indicates the enormous influence which single events can have as well as the difficulty of using models for the prediction of mixing.
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O0 \ Figure 22.7 Vertical turbulent di&sivity E, versus square of stability 7Urnersee July 10 - OCt 29, frequency N 2 in two Swiss lakes 5: 1986 (see Eq. 22-32). ( a ) For Urnersee 3 (maximum depth 196 m), a basin of Lake Lucerne, the data refer to in \'\ q = 112 10-100 m depth and indicate 10-1shear-produced turbulence. ( b ) 2 7 \& .A For Zugersee (maximum depth Y 198 m) the values are calculated Lu" 5 - E, = 3.2 x 10-4(N 2)-1/2 \, for an extreme storm of about two \ days duration. The data refer to the \ (4 \ depth interval between 10 and 70 10-2 I I I I I I I I I I I I I , I .
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N2 (s-2) (From Imboden and Wiiest., 1995.)



Radioactive or stable isotopes of noble gases are also used to determine vertical turbulent diffusion in natural water bodies. For instance, the decay of tritium (3Ht_ either produced by cosmic rays in the atmosphere or introduced into the hydrosphere by anthropogenic sources-causes the natural stable isotope ratio of helium, 'He/ 4He, to increase. Only if water contacts the atmosphere can the helium ratio be set back to its atmospheric equilibrium value. Thus the combined measurement of the 'H-concentration and the 3He/4Heratio yields information on the so-called water age, that is, the time since the analyzed water was last exposed to the atmosphere (Aeschbach-Hertig et al., 1996). The vertical distribution of water age in lakes and oceans allows us to quantify vertical mixing. Another procedure is based on the measurement of the radioactive isotope radon-222 (half-life 3.8 days), the decay product of natural radium-226. At the bottom of lakes and oceans, radon diffuses from the sediment to the overlying water where it is transported upward by turbulence. Broecker (1965) was among the first to use the vertical profile of 222Rnin the deep sea to determine vertical turbulent diffusivityin the ocean. z (i.e., The one-dimensional diffusion-decay equation of the excess radon activity, C the radon activity exceeding the activity of its parent isotope radium-226) is given by:



(22-37) where A, = 0.18 1 d-' is the decay constant of radon-222. In Eq. 22-37 horizontal transport is disregarded, and the eddy diffusivity E, is assumed to be independent of height above the sediment surface, h. Because of the relatively short half-life of radon-222, the vertical radon distribution approaches steady-state within about a week, once the turbulent conditions remain constant. With aC: / a t = 0, the solution of Eq. 22-37 is:



1



C g ( h )= C z ( h =0) exp - ("twjll?hj



Thus, a plot of In -(ARn /Ez)"2.Since



(22-38)



versus h should yield a straight line with slope E, can be determined from the slope.
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Figure 22.8 Vertical profile of dissolved excess radon-222 activity (i.e., the radon-222 activity exceeding the activity of its parent nucleus radium-226) in the bottom waters of Greifensee (Switzerland) serves to compute vertical turbulent diffiwivity E,. Activity units are “decay per minute per liter” (dpm L-I). Data from Imboden and Emerson (1978).
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Figure 22.8 gives an example from Greifensee, Switzerland (see Table 21.1 for characteristic data of the lake). Though there are limits to the one-dimensional interpretation of the data brought about by lateral transport from the sides (Imboden and Emerson, 1978), under certain conditions the method still can be usefkl to yield insight into the vertical mixing regime at the bottom of lakes and oceans. We see that in this small lake E, was between 0.1 and 1 cm2s-’, thereby indicating vertical Rn-222 transport far greater than that explainable by molecular diffusion.



Horizontal Diffusion: Two-Dimensional Mixing Turbulence Theory and the “4/3 Law” As mentioned earlier, turbulent motion is usually more intensive along the horizontal than the vertical axis. Turbulent structures (eddies) can be horizontally very large. For instance, the eddies or gyres produced by the Gulf Stream are more than 100 km wide. Thus, for horizontal transport the separation between random and directed motion plays a more crucial role than for the case of vertical diffusion. Let us make this point clearer by the following hypothetical experiment. At some initial time to a droplet of dye is put on the surface of a turbulent fluid (Fig. 22.9). At some later time t, the large-scale fluid motion has moved the dye patch to a new location which can be characterized by the position of the center of mass of the patch. In addition, the patch has grown in size because of the small (turbulent) eddies, more precisely, those eddies with sizes similar to or smaller than the patch size. If horizontal diffusivity were isotropic (Ex=Ey)and constant with time, then according
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Figure 22.9 Horizontal growth and movement of a tracer patch under the influence of turbulent currents. While the mean currents move the patch as a whole (represented by the center of mass; black dots), the turbulent components increase the size of the patch. Usually, the spreading is faster in the direction of the mean current. Therefore, the patch develops approximately into an ellipse with major and minor principle axes, IS, and omi.From Peeters et al. (1996).



to Box 18.3, an initial small dye patch would develop into a two-dimensional circular normal distribution with variance (3 =2o: =2o:. According to Eq. 18-17 the patch would grow with time as: (22-39)



Thus, observing the growth of a tracer patch would allow us to calculate the horizontal diffusion coefficient. The above expression would still hold if the growing effect of random motion with patch size were considered as inferred by the picture of a spectrum of turbulent structures of different size. The turbulent difisivities, E, and Ey, would then depend on oxor oy. In fact, the scale-dependence of the horizontal diffusivity Eh with length scale, L, as expressed in a well-known figure by Okubo (1971), is still an extremely popular model for describing mixing conditions in the ocean. Okubo’s interpretation is based on the so-called inertial subrange theory of turbulence (Kolmogorov, 194l), which leads to the famous “4/3 law.” According to this law, horizontal diffusivity depends on the length scale as:



E,, =(0.2 to 1) L4‘3 where



(22-40)



Ehis horizontal diffusivity in em's-' L is length scale in m



This empirical relation is based on data extending from L = 10 m to L = 1000 km, yielding horizontal diffusivities between Eh = 10 cm2s-’ and 108cm2s-’, respectively. Yet, Okubo’s law and the physical model on which it is based disregard two important properties of measured tracer distributions. The first one concerns the shape of tracer clouds. As indicated in Fig. 22.9, clouds usually develop into elongated structures which can be approximated by ellipses with major and minor principal axes, omaand omi.The major axis points in the direction of the mean flow. When Okubo
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Turbulent Diffusion and Spatial Scale



The following considerations are based on an overview of horizontal diffusion theories by Peeters et al. (1996). Turbulence theory suggests a power law with unknown exponent m to describe the growth of cloud size o2with elapsed time t: 0 2 ( t ) =const. tm



(1)



Due to Eq. 18-17, horizontal turbulent diffusivity, Eh, and o2are related by: do2 -- const. Eh dt



Combining Eq. 1 and 2 yields: m -1 do2 -= const. tm-1= const. ( 0 2 )m =



at



If o is used as a measure for the horizontal scale, L: Eh =const. L



2( 1-



);



(4)



According to Kolmogorov’s (1941) inertial subrange theory of turbulence, the exponent in Eq. 1 is m = 3 . Inserting into Eq. 4: Eh =const. L ~ ‘ ~( m= 3) This is Okubo’s “4/3 law” (Eq. 22-40). Experiments show that real tracer clouds can be approximated by ellipses with major and minor principal axes, o, and 0.;, Their growth with time yields: Major axis: m = 1.5 k 0.2 + E,, Minor axis: m = 1.O f 0.1



3



= const. L(0.67’o.2)



Emi= const. Leo+- o.2)



The growth of omiseems to obey the normal Fickian law with constant diffusivity E,;. 1 The composite size, o2= 2omaomi(Eq. 22-41), grows with rn = -(1.5 +1.0) =1.25 = 5 / 4 , thus from Eq. 4: 2 E, = const. L2I5



(5)
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derived his “413 law,” he circumvented the problem posed by noncircular patch shape by defining a composite patch size of the form: 2



0



=20maCTmi



(22-41)



For two-dimensional normal distributions (see Appendix A, Eq. A-3), the lines of equal concentrations are ellipses. The ellipse that corresponds to e-’ (37%) of the maximum concentration encloses 63% of the total mass (Appendix A, Table A. 1) = no2. and has an area A = 271 omi Although the definition of Eq. 22-41 seems to be a successful recipe for making even elliptical tracer clouds suitable for the “4/3 law,” there is a more fundamental problem with Eq. 22-40. As shown in Box 22.3, this expression in combination with the corresponding law which relates difisivity and growth of patch size (see Eq. 22-39) would be equivalent to the following power law for o2as a function of elapsed time t: 0 2 ( t >= const. t 3



(22-42)



The growth rate of the patch size 02(t)determines the dilution of a chemical into the environment and thus the drop of the maximum concentration of the chemical. Therefore, the power law relating 02(t)and t is of great practical importance, for instance, to predict the behavior of a pollutant cloud in the environment. As it turns out, the specific power law which follows from Okubo’s theory, Eq. 22-42, greatly exaggerates the effect of dilution compared to observations made in the field. The shear diffusion model which will be discussed next gives a more realistic picture.



The Shear Diffusion Model Peeters et al. (1 996) have made a series of experiments with artificial tracers added to the upper hypolimnion of several Swiss lakes or basins of lakes (basin size between 5 and 220 km2).They always found elongated cloud shapes which they approximated by ellipses. The principal axes grew with time as:



2 omi =conSt. t(l.Of0.1)



Consequently, the ratio,



(22-43b)



02: 02,increases with time.



The different exponents found in Eq. 22-43 indicate that the spreading of a tracer cloud is caused by two processes: perpendicular to the flow direction, that is, along the minor principal axis, the spreading is compatible with normal Fickian diffusion with scale-independent horizontal diffusivityEh(see Box 22.3, Eq. 6b). An additional effect is important along the axis of flow, the process of longitudinal dispersion. Dispersion will be discussed in the subsequent section. At this point we only mention that dispersion always occurs in fluids with a distinct direction of advective flow. It originates from the velocity difference between adjacent streamlines. This effect is called velocity shear.
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Figure 22.10 Fit of measured horito the shear zontal cloud size, 02, diffusion model by Carter and Okuto (1965), Eq. 22-44, of several tracer experiments in different basins of Lake Lucerne (Switzerland) and in Lake Neuchitel (Switzerland) (different symbols). From Peeters et al. (1996).
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As pointed out by Peeters et al. (1996), based on their own experiments and on the reinterpretation of published field data, the adequate model to describe horizontal diffusion in lakes and oceans is the shear diffusion model by Carter and Okubo (1965). The model is described in Box 22.4. The most important consequence of this model is that the "4/3 law" and the equivalent $-power law for 02(t)expressed by Eq. 22-42 are replaced by an equation which corresponds to a continuous increase of the exponent m from 1 to 2 (Box 22.4, Eq. 1): (22-44) The meaning and typical sizes of the coefficients A , and A2 are discussed in Box 22.4. From Eq. 22-44 we note that for small times t, 02(t)grows as t, whereas for large times it grows as t2. The critical time, tcrit,defined in Eq. 3 of Box 22.4 separates the two regimes. Figure 22.10 shows 02(t) curves from different experiments conducted in Swiss lakes. In Illustrative Example 22.3 the shear diffusion model is applied to the case of an accident in which a pollutant is added to the thermocline of a lake.
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The Shear Diffusion Model



As shown by Peeters et al. (1996), horizontal diffusion experiments in lakes and oceans can be best described with the shear-difision model of Carter and Okubo (1965). The model yields the following relation between cloud size, 02,and time, t:



The spreading results from a combination of two processes, ( 1) Fickian horizontal diffusion with scale-independent diffusivity Eh, and (2) dispersion by velocity shear in the direction of the mean flow. The process of dispersion is discussed in Section 22.4. It is related to the flow velocity difference (called “velocity shear”) between adjacent streamlines. Since water parcels traveling on different streamlines (e.g., at different depth) have different velocities, a tracer cloud is elongated along the direction of the mean flow (see figure below). Equation (1) contains two parameters, A , and A,. In the framework of the shear diffusion model they can be identified with real physical quantities: A1 =Eh



A, = %(



[L’T-’1 : horizontal diffusivity



2) 2



+4L(%)



2



[L’T”]



where v, is velocity of flow along the x-direction



% is horizontal shear perpendicular to the flow aY



% is vertical shear az is horizontal diffkivity E is vertical diffusivity



Note that according to Eq. 1, the exponent m of the power law 02(t)= const. t (see Box 22.3) increases from m = 1 to m = 2. The critical time, tcrit,when both terms in the square root of Eq. 1 are equal, is:



=( ?) 112



tent



(3)



are given in the table below. The values are taken from Peeters et al. (1996); these Typical sizes of A , , A,, and authors successfully reanalyzed several published tracer experiments in terms of the shear-diffusion model. An example is shown in Fig. 22.10.
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Typical Values for Coefficients of Eq. 1 A1 (m2s-')



Lakes, calm windy Ocean



0.04 0.2 0.1



A2



tcrit



( 10-10~2~-3)



1 100 500



(s)



(Eq. 3) (hours)



7.7~10~ 1.5x104 0 . 5 104 ~



22 4



1.4



Y



I



I



F L



Illustrative Example 22.3



- _ x



t ) =



action of horizontal turbulent diffusivity, Eh



A Patch of the Pesticide Atrazine Below the Surface of a Lake



Problem



ANANANHI



HI



atrazine



M, = 215.7 g mol-'



A total amount of 5 kg of the herbicide atrazine is spilled fi-om a cornfield into a creek only a small distance upstream of the point where it discharges into Lake G. An employee from the local water authority happens to be on a boat taking water samples. With her turbidity meter she detects the turbid water from the accident at 12 m depth. Based on a few profiles she estimates the pollutant cloud to be 1 m thick, 40 m long, and 10 m wide. The cloud is drifting at a speed of about 5 cm s-' toward the intake of a local drinking-water supply, which is about 5 km away from the river mouth. Is it necessary to stop the pumps of the water plant if she wants to prevent atrazine concentration larger than the tolerable drinking-water concentration (0.1 pg L-') from entering the plant?



Answer Obviously, there is not much time to organize an elaborate measurement campaign and to run a sophisticated lake model. Thus a worst-case scenario must be sufficient for a quick decision. Based on the estimated cloud size the initial concentration of atrazine in the lake is about: CO=



5 kg - 5 x103g/ 215.78 mol-' lmx40mxl0m 4 x 105L



E



0.5 x 104mol L-'



Note: The aqueous solubility of atrazine at 25°C is 1.5 x 104 mol L-'.
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If the water currents transport the pollutant cloud directly to the intake of the water plant, the transport time would be about:



fbansport



- 5x103m =1x105s=28hours - 0.05 m s-l



During this time the cloud will grow in size, and the atrazine will be diluted. The following estimates are lower limits and thus on the safe side: (a) Vertical mixing:



E, = 109 cm2s-'



+=oz=(2E,tuansport)liZ =(2x10-2cm2s-' ~ 1 0 ~ s= )0.45 ~ 'm ~ Since the cloud is already 1 m thick, the additional thickening can be disregarded. (b) Horizontal mixing: Use Eq. 22-44 with A I = 0.02 m's-', A2 = 0 . 1 ~ 1 0 -m2s-3. ' ~ According to the table in Box 22.4, these values are small and thus safe. Critical time (Eq. 3, Box 22.4):



tcrit



=(



12 x 0.02 m2s-l 1x IO-" m2s-3



= 1.5 x 105s = 43 hours



Thus, while the cloud is traveling toward the intake, its size, a*,mainly grows like t. To calculate the initial cloud size from Eq. 22-4 1,we use cma = 20 m, 



450 0.67 0.45 1.10 I .8 x 10-13 6.0 x 105



390 0.58 0.48 1.17 1.2 x 10-14 2.0 x 107



fw



(--I



0.998



0.973



It



(mol y r l )



100



30



I, / V = kw Ctin



(mol m-3yr1) (mol m-3yr1)



8.2 ~ 1 0 - l ~ 66 x 10-'*



2.5 x 10-l2 2.0 x 10-12



Va VW VdW



kdw



= vdWlh



c a



KO, KO,



Kd Kds



kdw



Ca 1 Ka/w



(YF')



k k = f w kdw



(Yr') (Y+)



5.8 x 10-3 1.10 3.4 x 10-3



5.8 x 10-3 0.83 0.046



ct-



(mol m-3) (mol m-3)



6.7 x 10-" 6.7 x 10-"



0.38 ~ 1 0 - l ~ 0.37 x IO-"



(mol kg;')



0.33 x 10-9



o .26 x 10-9



(mol m-3)



( 1 0 + 9 ) ~ 1 0 - ~ ~ (2.5k 1.9)~10-"



(molkg:) (mol kg;') (kg, m-3)



(5.4+2.3)~10-~ (1.6+0.8)~10-~ (0.19 & 0.04)~10-~(0.48 k 0.13) x I O - ~ 50 (20.. .200) 60 (20.. .200)



kW



k,*= (l-fw) ks



c@o c =- - fw c,,



c d m = fw S"



rSW



Measured concentrations Dissolved Surface waters" c w Sorbed Epilimnetic particles8 CS CSS Sediment surface Apparent distribution coefficient Kd= C, 1 C,



" From Baker and Eisenreich (1990).



Calculated for wind speed ul0 = 5 m s-' (Table 23.3) using Eqs. 20-25 and 20-27 with exponents 0.67. Molecular diffusivities are approximated from molar mass (see Eqs. 18-45 and 18-55).'Kd calculated from KO, (Appendix C and f, values (Table 23.3) using Eqs. 9-26a and 9-22. From Eisenreich et al. (1989). 'No in-situ degradation (kcbem, kphoto, kbio = 0). Note that for both congeners, given the measured lake concentration, the net input (input minus removal) is negative, that is, directed from the lake into the atmosphere. From Baker and Eisenreich (1989)
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Assuming that no significant in-situ degradation of PCBs occurs ( klh,, = kih,,, = kti0 = O), three elimination pathways remain which, if described in terms of first-order reaction rates, can be directly compared with respect to their relative importance for the elimination of each PCB congener from the water column. As shown by the removal rates listed in Table 23.4, for both compounds the flux to the atmosphere is by far the most important process. Because of its larger K,, value, removal of the heptachlorobiphenylto the sediments is predicted to be also of some importance. By the way, from this simple model we would expect to find the heptachlorobiphenylrelatively enriched in the sediments compared to the trichlorobiphenyl. We shall see later whether this is true. Given the PCBs’ inputs, It, and the atmospheric concentrations, Ca, we can now calculate the total steady-state concentration in the lake for the two congeners from Eq. 5 of Box 23.1. Note that among the input processes (nominator of Eq. 5) only the input from the rivers and the atmosphere are different from zero, whereas among the removal processes (denominator of Eq. 5) flushing, aidwater exchange, and sedimentationare relevant. Thus, we can formulate the steady-state explicitly for the case of the two PCB congeners: (23-20) From C, C, =fw



we can also calculate the dissolved steady-state concentrations,



C , and compare them to concentrations measured in the surface waters of



Lake Superior (Table 23.4). Average measured values of the trichlorobiphenyl congener are about 30% larger than the calculated steady-state value, a remarkable consistency if we consider the many simplifying assumptions and estimates made to derive Eq. 23-20. A more severe discrepancy is found for the heptachlorobiphenyl congener; the measured values are about 7 times larger than the calculated steadystate concentration. There are numerous reasons why the model calculation could be wrong. The following discussion demonstrates how modelers should proceed from simple to more refined schemesby comparingtheir calculations to field data in order to decide which processes to include in their model. Let us discuss some of the factors affecting the results yielded by use of Eq. 23-20: 1. The input It may be wrong. Since the input estimation is based on PCB mixtures and typical relative congener compositions, an error of 30% is not unlikely and could thus explain the discrepancy found for the trichlorobiphenyl. For the heavier congener, the discrepancy seems to be too large to be solely explained by an input error. 2. The concentration measured in the surface waters may not represent the mean lake concentration. This hypothesis is supported by concentrations of sorbed PCBs which are very different for solids collected from different depths (Baker and Eisenreich, 1989). This point is discussed below. 3. The air-water exchange rate, k,,, the dominant removal rate for both congeners, may be overestimated by taking a mean wind velocity of 5 m s-’. Since for PCB33
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air-water exchange is dominant for both the input terms (nominator of Eq. 23-20) and the loss terms (denominator of Eq. 23-20), a decrease of kdw by, for example, 10% would affect both numerator and denominator of Eq. 23-20 about equally and thus leave the size of C, practically unchanged. In contrast, for PCB 185 the atmospheric input is less than 50% of the total input, whereas removal to the atmosphere is still more than 95% (see values in Table 23.4). Thus, a reduction of kdw by 10% would reduce the nominator of Eq. 23-20 by about 5%, and the denominator by about 10%, thus leading to an increase of C, of about 5%. Although the trend may be right, the air-water exchange flux alone can hardly explain the sevenfold discrepancy between model and measurements. 4. The influence of water temperature on KO,(see Eqs. 9-29 and 9-30) and thus on Kd was neglected. In fact, at 5°C & of the PCB33 and PCB 185 is, respectively, 1.8 and 2.5 times larger than at 25°C. 5. The presence of organic colloids may give rise to a third fraction of the biphenyl molecules, the fraction sorbed to nonsettling microparticles and macromolecules. This fraction neither contributes to the air-water exchange equilibrium nor participates in the process of particle settling. By generalizing the notation introduced in Eq. 9-23 one can write: (23-21) and define:



fDOC



=



--‘DO, KDOC [DOCI 1+ ysw Kd + KDoc[DOC] - C,



WKd L = l+r,,Kd G+K,,,,[DOC]



-c -



CP



(23-22b)



(23-22~)



where CDocis the amount of chemical sorbed to colloidal organic matter per unit bulk volume, [DOC] is the concentration of organic colloids in the water, and KDOC is the colloid-fluid distribution coefficient. In Table 23.5 the characteristic parameters of the modified three-phase model for the two selected PCB congeners are listed. The sorption to colloids slightly reduces the dissolved fraction of the PCB33,fw,makes the air-water exchange,f.k,,, a little bit less effective, and thus slightly increases the steady-state concentration Ctm.The changes for PCB 185 are more spectacular.About 35% of the congener is now sorbed to the colloids and “feels” the drive to participate neither in air-water exchange nor in sedimentation. Realizing that the “dissolved” fraction reported in the literature includes the colloidal fraction as well, the measured and calculated “dissolved” concentrations come closer, although there is still a factor of 4 between them.
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Table 23.5 Three-Phase Model for Two Selected PCB Congeners in Lake Superior“ Unit IUPAC No. Concentration of colloidal organic carbon Distribution coefficient



[DOClb KDOC



[Docl Kd



KDOC rsw



(Equation 23-22a) (Equation 23-22b)



fw



fDOC



fs =



-fw-fDOC



Modified terms of Eq. 23-20 and Table 23.4 Removal rates Flushing kw To the atmosphere = f w kalw Sedimentation k, =fs k s Steady-state concentration (calculated) Total ct“Dissolved” (incl. colloids) (fw +fDoc) C, On non-colloidal (“large”) particles c,, = U;1 r,w >c, Apparent distribution, calculated‘ K,aPp



qw



(mol m-3) (mol m-3) (mol kg;’) (kg m-31



2‘,3,42,2’,3,4,55‘,6Trichlorobiphenyl Heptachlorobiphenyl PCB33 PCB 185 1.6 x 10-3 27 0.043 0.002 0.957 0.04 1 0.002



1.6 x 10-3 360 0.576 0.028 0.623 0.359 0.018



5.8 ~ 1 0 - 3 1.05 3.4 x 10-3



5.8 ~ 1 0 - 3 0.729 0.031



7.0 x10-l1 7.0 ~ 1 0 - l ~ 0.35 x 10-9 5



0.59 x 10-” 0.58 x 1O-I’ 0.26 x 10-9 45 ~~



aIf not stated otherwise, all parameter values are as in Tables 23.3 and 23.4. bFrom Baker and Eisenreich (1989). ‘Assuming KoOc = KOc. See Tables 23.3 and 23.4. See Eq. 23-23.



Based on the three-phase model we can define an apparent & value:



As shown in the last line of Table 23.5, for PCB33 the three-phase model has little effect on the calculated Kd value. Both values are much smaller than the observed one, although the uncertainty of the latter is large. In contrast, for PCB 185 the new calculated apparent distribution coefficient is reduced as compared to the “large particle” value of Table 23.4 (from 70 to 45 m3kg-’). 6. There is still another point to be discussed, which may limit the calculations presented in Tables 23.4 and 23.5. In 1986, when the concentrations were measured, the lake may not have been at steady-state. In fact, the PCB input, which mainly occurred through the atmosphere, dropped by about a factor of 5 between 1965 and 1980. However, the response time of Lake Superior (time to steady-state, calculated according to Eq. 4 of Box 12.1 from the inverse sum of all removal rates listed in Table 23.4) for both congeners would be less than 3 years. This is quite short, especially if we use the model developed for an exponentially changing input (Chapter 2 1.2, Eq. 2 1-17) with a specific rate of change a = - 0.1 yr-’ (that is, the rate which
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(4 -0



reduces the input by a factor of 5 every 15 years) to formally analyze the time delay between input and lake concentration. tween open water (op) and sedi-



Figure 23.3 The processes which ‘Ontribute



to the exchange flux be-



ment coiumn (sc): (.> settling of suspended particles; (b) exchange phase flux Of a stagnant bottom boundary layer, ( c ) particle resuspension followed by equilibration between particle and open water.



However, there are indications that the lake as a whole may possess a much longer memory than the one that we calculated from taking account of the water column alone. The obvious candidate for the additional memory is the sediment. Remember that there is a significant $lux to the sediment for at least the higher molecular mass congener. The lake water “feels” the sediment memory, which means that we have to consider a process that mediates the exchange of sedimentary constituents back into the free-water column. Let us thus discuss how to expand our one-box model to account for this additional process



Exchange at the Sediment-Water Interface In this section we treat the exchange at the sediment-water interface in the same manner as the air-water exchange. That is, we assume that the concentration in the sediments is a given quantity (an “external force,” to use the terminology of Box 2 1.1). In Section 23.3 we will discuss the lakekediment system as a two-box model in which both the concentration in the water and in the sediments are model variables. The flux between open water (superscript op) and sediment column (sc) results from three different processes: 1. The settling ofparticles (Eqs. 23-18 and 23-19) is a directed flux (like the advective flux of Eq. 22-2). It is always directed from the water into the sediments (Fig. 23.3~). 2. Molecular diffusion of the dissolved phase of the chemical between the open water and the pore water accompanied by sorptioddesorption with the “local” particles can be described by an exchange flux (see Fig. 23.3b and Box 23.2): eeddiff



=



-”



’:‘(



sed diff



-



cc )



[M L-2T-1]



(23-24)



where vSeddiE is the sediment-water exchange velocity Cip is the aqueous concentration in the open water is the aqueous concentration in the sediment pore water in Cz equilibrium with the concentration of the sediment particles, C,sc
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Box 23.2 Model of Sediment-Water Exchange The diffusive flux of the aqueous species of a chemical between the open water (op) and the pore water of the sediment column (sc) can be described by the linear expression: (23-24) where a positive flux corresponds a sediment-to-water-columntransfer. For equilibrium sorptioddesorption, C:p is related to the total concentration per bulk volume, Cpp,by (see Box 18.5):



with @op = 1. The aqueous concentration in the pore water of the sediment bed, Cc ,is related to the sorbed concentration on the sediment particles by:



c, =-K r sc



L s



Inserting Eqs. 1 and 2 into Eq. 23-24 yields: Fsed diff . =-v



(3)



The flux resulting from sediment resuspension is assumed to be proportional to the difference between the concentration on the resuspended sediment particles, C; , and the sorbed concentration, Csop,which the particles would have in equilibrium with the aqueous concentration in the water column, C:p : Fresuspension



=



p,,(c:c-cpp)



=



p,,(c;c-K:C:p)



= p,,, (C,sC- K Z f," Cp')



(4)



The parameter pres(units: particle mass per unit area and time) depends on the sedimentary mass which is resuspended per unit area and time. If the sediment particles were to completely equilibrate with the open water during the equilibration process, preswould be exactly the resuspended mass. If equilibration is only partial, presis the resuspended mass multiplied with the relative degree of equilibration. Combining the two fluxes yields: 0.1 m’kg;’) are predominantly sorbed to the solid phase. Therefore, C,””offers itself as the natural choice for the second state variable. To do the mass balance for the SMSL, we have to consider the total compound per unit bulk volume, C: . That is, we sum the fraction sorbed on the particles and the fraction dissolved in the pore water: C: = $“c:



+ (I - $” ) p, c,SC



(mol m-’



(23-27)



If the aqueous and sorbed phase are always at equilibrium, we can use Eq. 23-1 to replace C::
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Figure 23.5 Processes considered for the combined sediment-water two-box model to describe the fate of PCB congeners in lakes.



permanent sediment



(23-28a) Let us compare the relative size of the two terms on the right-hand side of Eq. 23-28a for a chemical with KF = 0.1 m3kgi'. (Note that for still smaller Kdvalues not much of the compound is being removed to the sediments, thus the sediment model is not relevant anyway.) As an example we choose (Pc = 0.9, ps= 2.5 x 103kg,m-3 and get (Pc / K p = 9 kgsm-3 and (l-(P)p, = 250 kg,m-3. Thus the sorbed phase contains more than 96% of the chemical. For K: > 0.1 m3kg,' the fraction is even larger. It is therefore justified to approximate Eq. 23-28a by (see Eq. 23-26): (23-28b)



The following processes contribute to the mass balance of the chemical in the SMSL (see Fig. 23.4):



A. Input as sorbed species on settling particles, v,



























des documents recommandant







[image: alt]





Advanced Organic Chemistry 

Show a retrosynthetic analysis and suggest reagents and conditions for carrying out ...... E. J. Reist, R. R. Spencer, B. R. Baker, and L. Goodman, Chem.










 


[image: alt]





Advanced Organic Chemistry 

The control of reactivity to achieve specific syntheses is one of the ...... reaction conditions on the structure and reactivity of the nucleophile; (3) the regio- and .... An unsymmetrical dialkyl ketone can form two regioisomeric enolates on ..... 










 


[image: alt]





environmental chemistry dbid gww 












 


[image: alt]





ms chauhan organic chemistry solution pdf 

We have many PDF Ebook and user guide is also associated with ms chauhan organic chemistry solution PDF Ebook, include : Motivation And Emotion ...










 


[image: alt]





What is organic chemistry? - M2 SO-IPA 

H. O alternative and wrong structure for paracetamol. 500. 1000. 1500. 2000. 2500 ...... phases of a p orbital could be labelled in the same way (and you may ...










 


[image: alt]





The Organic Chemistry of Drug Synthesis 

... Reduction of the latter with lithium aluminum hydride gives nexeridine (73)* ... (CH3)2NCNHCNH? (86) substitution of one of the NH hydrogens by an alkyl.










 


[image: alt]





Organic Molecules ~ Structure, Chemistry and Nomenclature (cont 

4. Relative free energies of cyclohexane conformations molecular configuration. âˆ†. G. 0. [kcal/mol]. 10. 8. 6. 4. 2. 0. Planar representation of cyclic compounds.










 


[image: alt]





bolt action 2nd edition 

BOLT ACTION 2ND EDITION ... The player executes the unit's resulting action. 5 ..... Blacker Bombard for British Army / Ampulomet for Soviet Union with special.










 


[image: alt]





environmental chemistry bockris j om dbid o4x 












 


[image: alt]





ENGINEERING CHEMISTRY 2ND SEM RTU PDF 

Manual Vtec, Engineering Maths By Ss Patel, Erwin Blumenfeld, Essais Historiques Sur Les Causes. Et Les Effects De La Ravolution De La France Avec Des ...










 


[image: alt]





laboratory manual of environmental chemistry pdf 

laboratory manual of environmental chemistry | Get Read & Download Ebook laboratory manual of environmental chemistry as PDF for free at The Biggest ...










 


[image: alt]





bolt action 2nd edition 

friendly unit, mistaking it for enemy. Place a Fire order by the unit. The opposing player chooses the target. The target must have an enemy unit within 12'',.










 


[image: alt]





Engineering Design Process, 2nd Edition 

Dec 2, 1981 - Lab 7: Kano Model Customer Needs Assessment 126. Chapter 5 ...... Simulation ...... The Harvard Business Review, Mayâ€“June,. No. 3, pp.










 


[image: alt]





The Organic Chemistry of Drug Synthesis, Volume.. - The-Eye.eu! 

those given by the authors; this book is not intended .... a mixture of R and S isomers. ..... 21 disease. Amantadine (78) reacts with methyl 2,4- dibromobutyrate to give ester 84 ... group changed the emphasis of the biological response ..... family










 


[image: alt]





The Organic Chemistry of Drug Synthesis, Volume.. - The-Eye.eu! 

are just like compulsive gamblers: the next compound will be the real winner." ... "Organic Chemistry of Drug Synthesis, Volume 2" is addressed to the ...... A slightly more complex scheme is required for preparation of an ...... administered as a wa










 


[image: alt]





The Organic Chemistry of Drug Synthesis - Pharma Research Library 

are just like compulsive gamblers: the next compound will be the real winner." ... "Organic Chemistry of Drug Synthesis, Volume 2" is addressed to the ...... A slightly more complex scheme is required for preparation of an ...... administered as a wa










 


[image: alt]





the organic chemistry of drug synthesis - the-eye.eu 

as the occurrence of brand-new structural types as drugs made .... glandin El 9 F2, A2 , etc*)* with their powerful associated act- ... anhydride is used to form enolacetate _n_, which intermediate is ... Carbaprost can be converted to the metabolica










 


[image: alt]





espaces 2nd edition workbook pdf 

Libert Lunivers De Charles Albert Cingria Actes Du Colloque De Luniversit De Lausanne Les Cahiers. De La Nrf, Essential Of Investments 9th Edition Solutions ...










 


[image: alt]





confession 2nd edition dbid 1c8a 












 


[image: alt]





download organic chemistry study gde solutions dbid pkz29 












 


[image: alt]





lg wade jr organic chemistry 8th edition solutions manual pdf pdf 

PDF File: lg wade jr organic chemistry 8th edition solutions manual pdf ... Best of all, they are entirely free to find, use and download, so there is no cost or stress ...










 


[image: alt]





Ring Enlargement in Organic Chemistry - M2 SO-IPA 

acetic acid, gave the expected 1:1 mixture of the twelve-membered dilactams,. 11/124 and .... 11/157) is a method for synthesis of primary amines. But the ...... product is the ring opened primary amide, IV/110, derived from IV/107 or. IV/109 by ...










 


[image: alt]





espaces 2nd edition supersite pdf 

... edition supersite PDF, include : Essai Philosophique. Concernant Lentendement Humain Oa Lon Montre Quelle Est Latendue De Nos Conno, Fairy Realm.










 


[image: alt]





multimedia cartography 2nd edition pdf 

You will be glad to know that right now multimedia cartography 2nd ... Best of all, they are entirely free to find, use and download, so there is no cost or stress at ...










 














×
Report Environmental Organic Chemistry, 2nd Edition





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



