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Abstract. The nervous system uses two basic types of formats for encoding information. The parameters of many sensory (and some premotor) signals are represented by the pattern of activity among an array of neurons each of which is optimally responsive to a di€erent parameter value. This type of code is commonly referred to as a place code. Motor commands, in contrast, use rate coding: the desired force of a muscle is speci®ed as a monotonic function of the aggregate rate of discharge across all of its motor neurons. Generating movements based on sensory information often requires converting signals from a place code to a rate code. In this paper I discuss three possible models for how the brain does this.



1 Introduction Sensory maps or place codes are ubiquitous throughout the brain. For information processing, several features of this style of representation are of critical importance. First, the individual neurons that make up sensory maps respond maximally to di€erent ``preferred'' values of the sensory parameter being encoded, and their responses decrease if the actual stimulus either exceeds or falls short of that particular favorite parameter value. These non-monotonic response functions dictate the second key feature of sensory maps: the representation of the sensory parameter must be distributed across an array of neurons with di€erent preferred parameter values. The discharge rate of any one neuron is ambiguous ± except at the peak of the tuning curve, the same response level corresponds to at least two possible values of the sensory parameter. Thus, only by examining the responses of a population of such receptors is it possible to deduce what the stimulus actually looks, sounds, feels, smells, or tastes like. If these tuned neurons are topographically Correspondence to: J. M. Groh (Tel.: +1-603-6460241, Fax: +1-603-6461419 e-mail: [email protected])



organized according to their preferred parameter values, a given stimulus will evoke activity at a given site in the population, hence the term place code. The neural representation of motor commands shares some similarities with sensory systems. Each muscle exerts force along a particular direction, and the motor neurons that control those muscles show tuning for these pulling directions. The overall direction of movement is represented by the ratio of activity in di€erent groups of motor neurons controlling muscles with di€erent pulling directions. However, motor commands di€er from sensory maps in how the magnitude of the force of each muscle group is controlled. To move a body part farther or faster requires a monotonic increase in motor neuron activity. This can occur by increasing the activity level of a given set of motor neurons, by recruiting additional motor neurons, or both. It does not involve activating a completely di€erent set of motor neurons, as is the case for place codes. Because this monotonic discharge rate can be an unambiguous signal of a parameter of interest, this type of code is commonly referred to as a rate code. Motor commands do not have a monopoly on rate coding: the responses of sensory neurons can also vary as a monotonic function of certain sensory parameters. Visual neurons, for example, are usually tuned for the location of a visual stimulus (the receptive ®eld), but the response can vary monotonically with the intensity of the stimulus. Indeed, the responses of many if not all sensory neurons can be in¯uenced by more than one sensory parameter, and show place coding for some parameters and rate coding for others. I will consider these issues in more detail later, and concentrate for the moment on those individual sensory parameters that are represented through place codes. Guiding movements based on this kind of sensory information requires translation of place-coded sensory signals into ratecoded motor commands. In this article I will discuss three models for how this place-to-rate transformation may be accomplished by the brain. I will draw heavily on examples involving oculomotor responses to sensory stimuli, but similar issues apply for more complex skeletal movements such as
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reaching movements in which the body interacts with objects in space. A preliminary report of this work has been presented elsewhere (Groh 1997). 2 Methods Simulations were conducted using Matlab (Mathworks, Natick, Mass.). Interneurons and output neurons were simulated as linear threshold units. Weights were assigned in the principled manner described in detail below. Inhibitory synapses were treated either as divisive (the weighted average model) or as multiplication by zero (the summation-saturation model, Koch 1999). The consequences of these assumptions are discussed in detail below. 3 Results 3.1 Model 1: weighted summation The simplest way to convert place-coded signals into a rate code is to multiply the level of activity (a) of each neuron in the place code by a synaptic weight (w) that represents that neuron's preferred value, and sum the totals. X wi ai …1† output ˆ i



This is essentially the same calculation that computers perform when converting a binary number into a voltage level for an analog output channel. A network of neurons can perform this type of weighted summation calculation very easily (Fig. 1a). This type of network has been proposed previously (e.g., Van Gisbergen et al. 1987; Scudder 1988; Groh and Sparks 1992; Lefevre et al. 1998), and has a certain elegant simplicity. Indeed, graded anatomical projections of the type needed to perform such a computation have been identi®ed in the brain (Moschovakis et al. 1998). However, it also has some obvious problems. One major problem concerns what happens when there are multiple sites of activity in the place code. This situation c Fig. 1. a The weighted summation model for converting signals from a map of tuned neurons into a rate code. Each neuron in the map is tuned for a di€erent parameter value. The synaptic weights (wi) of the projections onto the rate code unit scale monotonically with the preferred parameter values. The rate code unit calculates the weighted sum of its inputs. b The weighted average model. A second set of projections with a uniform pattern of synaptic weights (denominator channel) is divided into the output of the ®rst set (numerator channel), yielding an overall output that is normalized for the total amount of activity in the map, and corresponds to the average location of activity within the map. c The summation-saturation model. The activity in the numerator and denominator channels will charge up until the denominator channel reaches a certain threshold. This triggers an inhibitory neuron, which shuts o€ the input to the numerator channel. The numerator channel will then ignore any additional activity in the map, but will hold steady at a value that indicates the average location of the activity that occurred up until that point



might arise naturally when more than one value of a sensory parameter is present. Suppose, for example, that two (or more) visual stimuli are present in the visual
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scene ± a situation that is obviously the rule, not the exception. Imagine that these stimuli are located at 10° and 12° to the right of ®xation. A rate code can only represent one value at time, so the brain must somehow convert the two sites of activity into one. One option is to select only one of these stimuli for representation as a rate-coded signal, an algorithm known as winner-takeall. The output would correspond to either the 10° or the 12° stimulus. Another alternative would be to represent only the average location of the stimuli as a rate code, producing an output of 11°. But there is little to be gained from calculating the sum of these two values, or 22°, which represents a location far away from either of the actual stimuli. Mounting evidence from behavioral as well as microstimulation and inactivation experiments in a variety of brain areas suggests that the brain either calculates an average (Robinson 1972; Schiller et al. 1979; Findlay 1982; Lee et al. 1988; Groh et al. 1997; Nichols and Newsome 1998) or uses a winner-take-all algorithm to eliminate all but one stimulus value (Salzman and Newsome 1994), but comparatively little evidence for summation alone has been obtained. An additional closely related problem is that neural responses are generally in¯uenced by more than one factor. For example, as described earlier, neurons in visual areas tend to be sensitive not just to the locations of visual stimuli but also to the contrast of those stimuli relative to other visual stimuli. Suppose the activity levels (ai) of the input neurons in the neural circuit in Fig. 1a vary as a function of the contrast of the sensory P stimulus. The output of the circuit, wi ai , will therefore also vary as a function of contrast, and a given output level could be produced in more than one way ± by a low contrast stimulus at one location or a high contrast stimulus at another. In short, because both the number of active sites and the level of activity at those sites can vary, a summation mechanism alone would not be su�cient to account for the translation of neural signals from maps to rate codes. Such a mechanism would produce serious errors, and experimental evidence for its existence is lacking. 3.2 Model 2: weighted averaging An algorithm involving averaging or normalization would be consistent with most experimental ®ndings on this question. Many models involving the read-out of neural maps propose that this is the calculation being performed (for review, see Tweed and Vilis 1990); some also suggest a speci®c neural architecture that accomplishes this (e.g., Bozis and Moschovakis 1998). How could this computation be performed by neural circuitry? An average di€ers from a sum only by a normalization factor, so a component capable of performing normalization must be added to the circuit. P w i ai



i output ˆ P i



ai



…2†



Figure 1b shows a new neural circuit, consisting of the same circuit shown in Fig. 1a with a normalization component added. The original circuit performs the ``numerator'' portion of Pthe computation, the calculation of a weighted sum wi ai . The neurons in the place code send a second set of projections that has a uniform pattern of synaptic weights. This second set of projections, the ``denominator'' portion ofPthe model, calculates the total amount of activity, or ai . This quantity is then divided into the numerator to produce an output corresponding to the average location of activity in the place code (as indicated by the average synaptic weight of the active neurons). An alternative model that places a normalization process within the place code itself, rather than as part of the read-out, has been proposed by several authors. In this scenario, an inhibitory process involving the lateral connections among the neurons within the sensory map e€ectively normalizes the pattern of activity within the map before it is read-out by any subsequent representations (Van Opstal and Van Gisbergen 1989; Heeger 1992; Snowden and Hammett 1992; Carandini and Heeger 1994; Carandini et al. 1997; see also Bozis and Moschovakis 1998). Under this scheme, mutual inhibitory in¯uences between two competing sites of activity would reduce the level of activity at both, providing the normalization component of the average computation. Models of this type can calculate a weighted average by computing: ! X ai wi P …3† output ˆ i



ai



i



This computation is mathematically equivalent to the one performed by the model described here, but it di€ers in the order in which the elements of the computation are actually carried out: the activity of each neuron is normalized before the weighted sum is computed. Evidence from microstimulation experiments suggests that lateral inhibition, although it very likely contributes to normalization under certain circumstances, might not be the sole means of performing normalization for the place-to-rate transformation. Suppose that microstimulation within the place code drives individual neurons so strongly that the e€ects of lateral inhibitory connections are overridden ± the stimulated neurons would be ``clamped'' at a discharge rate related primarily to the stimulation parameters. While it is not known precisely what e€ect microstimulation has on the stimulated neurons (but see Nowak and Bullier 1998a,b), a variety of experiments have shown that the normalization still occurs, and the output corresponds to the average location of activity. Microstimulation in concert with visual stimulation in the middle temporal visual area produces an output that corresponds to the average site of activity (Groh et al. 1997), as does stimulation at two sites within the superior colliculus (Robinson 1972) or at one site within the superior colliculus and one site within the frontal eye ®elds (Schiller et al. 1979). Therefore,
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internal normalization via lateral inhibition seems unlikely to be the sole form of normalization, at least in the cases where this has been tested. The downside of conducting the normalization operation in the manner used for model 2, however, is that it places a tremendous computational burden on a small number of critical synapses. a single neuron is P Indeed, P ai , because the responsible for dividing wi ai by operation of division cannot be broken up and distributed across successive stages. Although there might be multiple synapses involved to duplicate the calculation and provide greater accuracy through redundancy, the number of synapses involved in performing this operation would nevertheless probably have to be quite limited if this model is correct. This concern did not apply as severely to the ®rst model because that model relied primarily on addition, which is a commutative operation that can easily be distributed across multiple synapses. This limitation is worrisome, and it gets worse: the dynamic range of the synapses performing division would also have to be very large. The numerator and denominator channels could both carry a huge range of possible values that would have to be divided accurately. The inhibitory mechanisms that occur at synapses all revolve around ion species that have reversal potentials comparatively near to the resting potential of the neuron. This suggests that the range in which inhibitory interactions would have a divisive nature should be limited (Holt and Koch 1997). As soon as excitatory in¯uences moved the membrane potential substantially away from the resting value, inhibitory in¯uences would tend to have a subtractive nature as well (Koch and Poggio 1987).



(quasi-denominator channel). A local, positive feedback loop causes both the numerator and denominator neurons to integrate their input over time. When the level of activity in the denominator neuron reaches a criterion value, it exceeds the threshold of an inhibitory interneuron. This neuron inhibits the input to the numerator neuron via presynaptic inhibition on the synaptic terminals of the numerator channel projections. Thus, the input to the numerator neuron is terminated when a speci®ed total number of action potentials has been discharged by the neurons in the place code. By ensuring that the total number of action potentials entering the numerator channel is a constant, the circuit eliminates the need for an explicit operation of division. As long as the level of activity in the place code always exceeds the threshold under normal circumstances, variations in the overall level of activity will be ignored. The demands this circuit places on individual synapses are much less severe than they were for model 2, because the operations can be distributed (addition) or do not require great precision (multiplication by zero). 3.4 Simulations, experimental evidence, and predictions Figure 2a shows a simulation of all three models (Matlab), illustrating the relationship between the



3.3 Model 3: summation with saturation These drawbacks suggest that it would be well worth exploring other means to accomplish this computation circumventing the need to perform precise division at inhibitory synapses. One way to achieve this goal is to substitute an equivalent computation. An alternative method of normalizing is to control how much of the overall activity from the map actually contributes to the computation. If the contributing activity were held constant, further normalization would be unnecessary. When calculating the grades of students in a class, the rank order can be determined by either averaging or summing the scores of each student on each assignment provided they have all performed the same number of assignments. The average and the sum produce an identical ranking since they di€er only by a constant that is the same for each student. Figure 1c shows a model that e€ectively implements normalization in just this fashion. This model performs the place-to-rate conversion without using the operation of division. Instead, it performs an operation analogous to summation with saturation. As before, the neurons forming the place code have two sets of projections, either weighted according to the location/preferred stimulus value (quasi-numerator channel) or unweighted



Fig. 2. a Simulation of the summation, averaging, and summationsaturation models. Each curve represents the output value that occurs for ``microstimulation'' of a unit at one of ®ve sites in the input map as a function of the number of pulses of microstimulation delivered to that site. b Comparison with actual microstimulation data from the superior colliculus (Stanford et al. 1996). Microstimulation was conducted at a single site (site number 0202.777) for two di€erent pulse frequencies and for varying durations. The amplitude of the evoked movement initially varies with the number of pulses, then saturates. This behavior is most similar to the summation-saturation model
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output and both the location and the amount of activity. Each line represents the output for a single site of activity occurring at one of ®ve di€erent locations in the place code. For the summation model, the output rises at a rate that depends on the site of stimulation. For the averaging model, the output holds steady at a constant level that depends on the site of stimulation. For the summation-saturation model, the output initially rises with the amount of activity, regardless of location. However, the output rises faster for sites specifying larger parameter values, and a plateau occurs when a certain level of input activity has been reached. The level of the asymptote depends on the location ± not the amount ± of activity in the input layer. The summation-saturation model provides an attractive explanation for recent experimental ®ndings that the level of activity within a map can in¯uence the output value up until some threshold is reached. Microstimulation experiments in the place code of the superior colliculus for saccade vector (Sparks et al. 1976) show that the amplitude of the evoked eye movement scales with strength of microstimulation, but then it saturates at a level corresponding to the location of the stimulating electrode within the map (Fig. 2b; Stanford et al. 1996; see also du Lac and Knudsen 1990; Pare et al. 1994). Various perceptual experiments have also suggested that normalization for visual stimulus contrast may also be incomplete (Stone and Thompson 1992; Thompson et al. 1996; Thompson and Stone 1997; Snowden et al. 1998; but see McKee et al. 1986). Thus, converging lines of evidence support the need for a biologically plausible neural place-to-rate conversion circuit that can simultaneously account for both proper normalization and the failures of normalization that are found experimentally. The utility of models lies in their ability to provide insight and generate testable experimental predictions. The summation-saturation model proposed above makes a prediction about what should occur when two sites in a place code are stimulated with varying levels of activity. When small amounts of activity are introduced at both sites, this model predicts that the output should resemble a sum of the outputs that would have occurred for the same amount of activity at either site alone. When the total activity levels are increased to the point that the inhibitory interneuron is activated, the output reverts to a value that corresponds to the average location. A simulation of this is shown in Fig. 3 for each of the three models. The results of the simulation of simultaneous stimulation at the two sites show that the summation-saturation model predicts a transition from behavior resembling summation at low levels of activity to averaging at high levels of activity. Thus, two-site microsimulation could be used to distinguish between these models experimentally. 4 Discussion The translation of signals from a place code to a rate code is not as simple as has sometimes been assumed. In



Fig. 3a±c. The predictions of the three models for simultaneous stimulation at two sites with varying levels of activity. The two light solid lines show the results of stimulation of each of the models (a±c) at two sites individually for varying levels of activity. The heavy solid trace illustrates the output of each model for simultaneous stimulation at both sites. For simulation of dual-site stimulation, the stimulation parameters (e.g. pulse frequency, number of pulses) for each site were identical to one another



particular, a single weighted projection pattern from units in a place code to a recipient unit will produce a rate-coded output (weighted summation model), but that output will depend not only on the location but also on the amount of activity, and thus does not constitute a true place-to-rate transformation. Some form of normalization is needed, which motivates the design of the averaging and the summation-saturation models. Both employ normalization, but in di€erent fashions. The averaging model calculates a true average, while the summation-saturation model calculates a weighted sum and discards any excess activity present in the place code. The summation-saturation model enjoys somewhat greater biological plausibility, and its pattern of output most closely resembles the results of recent microstimulation experiments in the superior colliculus (du Lac and Knudsen 1990; Pare et al. 1994; Stanford et al. 1996). It is worth pointing out which aspects of the summation-saturation model are essential and which are useful abstractions that are not integral to its algorithm. Features such as the number of neurons used for the simulation, the precise weighting pattern or threshold levels
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Fig. 4a±c. A variant of the summation-saturation model. a The denominator channel has a weighting pattern, with input units coding for small parameter values having stronger weights than input units coding for large parameter values. The numerator channel has a uniform pattern of synaptic weights. b Simulation of this model shows that the output initially rises at a uniform rate, regardless of the locus of input activity, but the threshold of the inhibitory interneuron is reached later for sites that represent large parameter values. c The relationship between the latency to reach threshold and the site of activity



chosen are, of course, not essential to the model itself since many di€erent combinations of these parameters can produce the same output. The essential features are the two read-out pathways, one that is primarily responsible for ensuring that output is graded according to the location of activity, and another that clips o€ excess activity to ensure that the level of activity at that location does not unduly in¯uence the output level. However, it is not necessary that these pathways be anatomically distinct in the brain, nor is it even necessary that the graded weights occur in the so-called numerator channel rather than in the denominator channel. The synapses in the denominator channel could be inversely related to the preferred parameter value while the synapses in the numerator channel could be uniform (Fig. 4a). In this variation, the numerator channel will always charge at the same rate, regardless of the location of activity, but the amount of time that elapses before the denominator channel clips o€ the excess input will vary as a function of the location (Fig. 4b). This variant of the model can provide an attractive explanation for the ®nding that



saccade latency increases with saccade amplitude (Fig. 4c; White et al. 1962). The use of integration in the model, although it may not be absolutely essential, is certainly a useful component. Several mechanisms for neural integration have been proposed, ranging from an accumulation of neurotransmitter in synapses over time to positive feedback circuits that feed excitatory activity back on itself, causing the activity to build up over time (Robinson 1989). Although the integration is important to the model, it is not necessary for the operation of integration to be performed perfectly ± a leaky neural integrator works perfectly well, provided that the integrators in the numerator and denominator channels decay with approximately the same time constant. A small modi®cation is necessary to the circuit if the integration is leaky ± the inhibitory interneuron must inhibit the inputs to both the numerator and the denominator channel integrators. As the denominator channel integrator decays below threshold, the inhibitory interneuron shuts down, allowing both the numerator and denominator channels to recharge momentarily. Finally, although I have drawn from the primate visual and oculomotor literature in deriving these models, these are by no means the only systems in which signals must be translated from a place to a rate code. Every organism and many sensory systems must perform this operation in order to generate motor commands that are monotonically related to certain sensory parameters. The models presented herein constitute a ®rst step towards elucidating the mechanisms underlying this process, subject to the constraints imposed by experimental evidence from the visual and oculomotor ®elds. Does the brain actually employ this solution? Only further experimental and theoretical e€orts will tell. Acknowledgements. I thank Drs. Terry Stanford, Ed Freedman, and Davi Sparks for providing the data for ®gure 2a. I also thank Drs. Ken Britten, Michael Shadlen, Howard Hughes, and Robert Fendrich for their valuable comments on the manuscript. This work was supported by grants from the Helen Hay Whitney Foundation, the Sloan Foundation, the McKnight Foundation, the Whitehall Foundation, the John Merck Scholars Program, and the ONR Young Investigator Program.
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