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1. What we mean by a probability law? Basics of probability theory ◮



We may re-consider the classical definitions of random variable and probability.



◮



Hazard does not exists.



◮



When we say that a quantity is random, it means that we do not have enough information about it.



◮



A probability measures a degree of rational belief in the truth of a proposition (Bernoulli 1713 and Laplace 1812)



◮



A probability law is not inherent to physics or real world.



◮



We assign a probability law to a quantity to translate what we know about it.



◮



A probability law is a mathematical model.



◮



A probability law is always conditional to what we know.
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Direct and undirect observation?



◮



Direct observation of a few quantities are possible: length, time, electrical charge, number of particles



◮



For many others, we only can measure them by transforming them. Example: Thermometer transforms variation of temeprature to variation of length.



◮



When measuring (observing) a quantity, the errors are always present.



◮



Even for direct observation of a quantity we may define a probability law
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Discrete and continuous variables ◮ ◮



A quantity can be discrete or continuous For discrete value quantities we define a probability distribution P (X = k) = πk , k = 1, · · · , K



with



K X



πk = 1



k=1



◮



For continuous value quantities we define a probability density. Z +∞ Z b p(x) dx = 1 p(x) dx with P (a < X ≤ b) = a



◮



−∞



For both cases, we may define: ◮ ◮ ◮ ◮ ◮



Most probable Expected value Variance Higher order moments Entropy
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Representation of signals and images ◮



Signal: f (t), f (x), f (ν) ◮



◮



◮



◮



Image: f (x, y), f (x, t), f (ν, t), f (ν1 , ν2 ) ◮



◮ ◮



◮



f (t) Variation of temperature in a given position as a function of time t f (x) Variation of temperature as a function of the position x on a line f (ν) Variation of temperature as a function of the frequency ν f (x, y) Distribution of temperature as a function of the position (x, y) f (x, t) Variation of temperature as a function of x and t ...



3D, 3D+t, 3D+ν, ... signals: f (x, y, z), f (x, y, t), f (x, y, z, t) ◮



◮



◮



f (x, y, z) Distribution of temperature as a function of the position (x, y, z) f (x, y, z, t) Variation of temperature as a function of (x, y, z) and t ...
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Representation of signals
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Signals and images ◮



A signal f (t) can be represented by p(f (t), t = 0, · · · , T − 1) 4
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◮



An image f (x, y) can be represented by p(f (x, y), (x, y) ∈ R)



◮



Finite domaine observations f = {f (t), t = 0, · · · , T − 1}



◮



Image F = {f (x, y)} a 2D table or a 1D table f = {f (x, y), (x, y) ∈ R} For a vector f we define p(f ). Then, we can define



◮



◮ ◮ ◮ ◮



Most probable value: fb = arg max R f {p(f )} Expected value : m = E {f } = f p(f ) df CoVariance matrix: Σ = E {(f −Rm)(f − m)′ } Entropy H = E {− ln p(f )} = − p(f ) ln p(f ) df
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2. How to assign a probability law to a quantity? ◮



A scalar quantity f is directly observed N times: f = {f1 , · · · , fN }. We want to assign a probability law p(f ) to it to be able to compute its most probable value, its mean, its variance, its entropy, ...



◮



This is an ill-posed problem: Many possible solutions



◮



Needs prior knowledge



◮



Main Mathematical methods: ◮ ◮ ◮ ◮



Maximum Entropy Maximum Likelihood approach Parametric Bayesian approach Non Parametric Bayesian approach
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Maximum Entropy ◮



First select a finite set of φk (.). For example arithmetic moments φk (x) = xk or harmonic moments φk (x) = ejωk x and then compute: E {φk (f )} =



N 1 X φk (fj ) = dk , N



k = 1, · · · , K



j=1



◮



Next, find p(f ) which has its entropy Z H = − p(f ) ln p(f ) df maximum subject to the constraints Z E {φk (f )} = φk (f ) p(f ) df = dk ,



◮



k = 1, · · · , K.



Lagrangian technic
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Maximum Entropy



◮



Solution: "K # "K # X X 1 p(f ) = exp λk φk (f ) = exp λk φk (f ) Z k=1



k=0



with φ0 = 1 and λ0 = − ln Z and where "K # Z X Z = exp λk φk (f ) df k=1



and where λk , k = 1, · · · , K are obtained R from the K constraints and Z from the normailty p(f ) df = 1.
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Maximum Likelihood ◮



First select a parametric family p(fj |θ) (Prior knowledge)



◮



Then, assuming that the data are observed independently from each other, the likelihood is defined p(f |θ) =



N Y



p(fj |θ)



j=1 ◮



Maximum Likelihood estimte of θ:   N   X b = arg max {p(f |θ)} = arg min − ln p(fj |θ) θ  θ θ  j=1



◮



For generalized exponential families, there is a direct link between ME and ML methods.
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Parametric Bayesian ◮ ◮ ◮



◮



Select a parametric family p(fj |θ) (Prior knowledge) Q Define the likelihood: p(f |θ) = N j=1 p(fj |θ)



Assign a prior probabilty law p(θ) to θ (Jeffrey’s priors, Conjugate priors, Reference priors, Invariance principles, Fischer Information, ...) Use the Bayes rule: p(θ|f ) =



◮



◮



p(f |θ) p(θ) p(f )



Estimate θ, for example: b = arg maxθ {p(θ|f )} Maximum A Posteriori (MAP) : θ R b Posterior Mean (PM) : θ = θ p(θ|f ) dθ



b Use it p(f |θ)
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Non Parametric Bayesian ◮ ◮



◮



How to define a probability law to a probabilty law ? Infinite dimentional: Dirichlet Process, Pitman-Yor Process. ... Pitman-Yor Infinite Mixture of Gaussians: ∞ X p(fj |θ) = αk N (fj |µk , vk ) k=1



◮



In practice, the number of components K ∗ is obtained from the data ∗



p(fj |θ) =



K X



∗



αk N (fj |µk , vk ) with



k=1



◮



Needs priors on αk , µk , vk :



K X



αk = 1



k=1



p(α) = D(α|α0 ) p(µk |vk ) = N (µk |m0 , vk /ρ0 ) p(vk ) = IG(vk |α0 , β0 ) A. Mohammad-Djafari, Tutorial talk: Bayesian inference for inverse problems..., WOSSPA, May 11-15, 2013, Mazafran, Algiers, 14/96



3. Inverse problems : 3 main examples ◮



Example 1: Measuring variation of temperature with a therometer ◮ ◮



◮



Example 2: Seeing outside of a body: Making an image using a camera, a microscope or a telescope ◮ ◮



◮



f (t) variation of temperature over time g(t) variation of length of the liquid in thermometer



f (x, y) real scene g(x, y) observed image



Example 3: Seeing inside of a body: Computed Tomography usng X rays, US, Microwave, etc. ◮ ◮



f (x, y) a section of a real 3D body f (x, y, z) gφ (r) a line of observed radiographe gφ (r, z)



◮



Example 1: Deconvolution



◮



Example 2: Image restoration



◮



Example 3: Image reconstruction
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Measuring variation of temperature with a therometer ◮



f (t) variation of temperature over time



◮



g(t) variation of length of the liquid in thermometer



◮



Forward model: Convolution Z g(t) = f (t′ ) h(t − t′ ) dt′ + ǫ(t) h(t): impulse response of the measurement system



◮



Inverse problem: Deconvolution Given the forward model H (impulse response h(t))) and a set of data g(ti ), i = 1, · · · , M find f (t)



A. Mohammad-Djafari, Tutorial talk: Bayesian inference for inverse problems..., WOSSPA, May 11-15, 2013, Mazafran, Algiers, 16/96



Measuring variation of temperature with a therometer Forward model: Convolution Z g(t) = f (t′ ) h(t − t′ ) dt′ + ǫ(t) 0.8
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Inversion: Deconvolution 0.8
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Seeing outside of a body: Making an image with a camera, a microscope or a telescope ◮



f (x, y) real scene



◮



g(x, y) observed image



◮



Forward model: Convolution ZZ g(x, y) = f (x′ , y ′ ) h(x − x′ , y − y ′ ) dx′ dy ′ + ǫ(x, y) h(x, y): Point Spread Function (PSF) of the imaging system



◮



Inverse problem: Image restoration Given the forward model H (PSF h(x, y))) and a set of data g(xi , yi ), i = 1, · · · , M find f (x, y)
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Making an image with an unfocused camera Forward model: 2D Convolution ZZ g(x, y) = f (x′ , y ′ ) h(x − x′ , y − y ′ ) dx′ dy ′ + ǫ(x, y) ǫ(x, y)



f (x, y) ✲ h(x, y)



❄ ✎☞ ✲ + ✲g(x, y) ✍✌



Inversion: Image Deconvolution or Restoration ? ⇐=
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Seeing inside of a body: Computed Tomography ◮



f (x, y) a section of a real 3D body f (x, y, z)



◮



gφ (r) a line of observed radiographe gφ (r, z)



◮



Forward model: Line integrals or Radon Transform Z gφ (r) = f (x, y) dl + ǫφ (r) L



ZZ r,φ f (x, y) δ(r − x cos φ − y sin φ) dx dy + ǫφ (r) =



◮



Inverse problem: Image reconstruction Given the forward model H (Radon Transform) and a set of data gφi (r), i = 1, · · · , M find f (x, y)
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Computed Tomography: Radon Transform



Forward: Inverse:



f (x, y) f (x, y)



−→ ←−



g(r, φ) g(r, φ)
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Fourier Synthesis in different imaging systems G(ωx , ωy ) = v



ZZ



f (x, y) exp [−j (ωx x + ωy y)] dx dy v



u



X ray Tomography



v



u



Diffraction



v



u



Eddy current



u



SAR & Radar



Forward problem: Given f (x, y) compute G(ωx , ωy ) Inverse problem : Given G(ωx , ωy ) on those algebraic lines, cercles or curves, estimate f (x, y) A. Mohammad-Djafari, Tutorial talk: Bayesian inference for inverse problems..., WOSSPA, May 11-15, 2013, Mazafran, Algiers, 22/96



General formulation of inverse problems ◮



General non linear inverse problems: g(s) = [Hf (r)](s) + ǫ(s),



◮



Linear models: g(s) =



Z



r ∈ R,



s∈S



f (r) h(r, s) dr + ǫ(s)



If h(r, s) = h(r − s) −→ Convolution. ◮



Discrete data:Z g(si ) = h(si , r) f (r) dr + ǫ(si ),



i = 1, · · · , m



◮



Inversion: Given the forward model H and the data g = {g(si ), i = 1, · · · , m)} estimate f (r)



◮



Well-posed and Ill-posed problems (Hadamard): existance, uniqueness and stability



◮



Need for prior information
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Inverse problems: Z Discretization g(si ) =



◮



h(si , r) f (r) dr + ǫ(si ),



i = 1, · · · , M



f (r) is assumed to be well approximated by N X f (r) ≃ fj bj (r) j=1



with {bj (r)} a basis or any other set of known functions Z N X g(si ) = gi ≃ fj h(si , r) bj (r) dr, i = 1, · · · , M j=1



g = Hf + ǫ with Hij = ◮ ◮



Z



h(si , r) bj (r) dr



H is huge dimensional b LS solution P : f = arg 2minf {Q(f )} with Q(f ) = i |gi − [Hf ]i | = kg − Hf k2 does not give satisfactory result.
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Convolution: Discretization ǫ(t) f (t) ✲



g(t) =



Z



′



′



h(t)



′



❄ ✲ +♠✲ g(t)



f (t ) h(t − t ) dt + ǫ(t) =



Z



h(t′ ) f (t − t′ ) dt′ + ǫ(t)



◮



The signals f (t), g(t), h(t) are discretized with the same sampling period ∆T = 1,



◮



The impulse response is finite (FIR) : h(t) = 0, for t such that t < −q∆T or ∀t > p∆T . p X g(m) = h(k) f (m − k) + ǫ(m), m = 0, · · · , M k=−q
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Convolution: Discretized matrix vector forms g(0) g(1) . . . . . . . . . . . . . . . . . . g(M )







 h(p)        0       .   .   .     .   .   .   =   .   .   .     .     .   .     .   .   .  0







··· .



.



h(0)



··· .



.



h(p)



.



.



h(0)



···



.



···



···



···



h(0)



···



.



···



h(−q)



. . .



···



0 .



.



···



.



h(−q)



.



.



.



. 0



h(p)



···



f (−p)  .  .  0 .    . f (0)   .   . f (1)    . .  . .   . .    . .  . .  . .    . .  . .  . .   . .   . .  . .   f (M )    f (M + 1) 0   . h(−q)  .  . f (M + q)



                                  



g = Hf + ǫ ◮ ◮ ◮ ◮



g is a (M + 1)-dimensional vector, f has dimension M + p + q + 1, h = [h(p), · · · , h(0), · · · , h(−q)] has dimension (p + q + 1) H has dimensions (M + 1) × (M + p + q + 1).
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Convolution: Discretized matrix vector form ◮







If system is causal (q = 0) we obtain 







h(p) · · · g(0)  g(1)      0    . ..    . .    .    . . .   =  .. .       . ..    .. .    ..    .    .. . g(M ) 0 ··· ◮ ◮ ◮ ◮



h(0)



0



···



···



h(p) · · ·



h(0)



···



h(p) · · ·



0







 f (−p) ..   0 .   ..    .   f (0)    ..   f (1)   .   .    .. ..    .   .    .. ..    .   ..   .  0    ..   h(0) . f (M ) 



g is a (M + 1)-dimensional vector, f has dimension M + p + 1, h = [h(p), · · · , h(0)] has dimension (p + 1) H has dimensions (M + 1) × (M + p + 1).
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Convolution: Causal systems and causal input              



g(0) g(1) .. . .. . .. . .. . g(M )















h(0)



    h(1) . . .     ..   .    =  h(p) · · ·     ..   0 .     ..   . 0 ···



h(0) ..



.



0 h(p) · · ·



h(0)



◮



g is a (M + 1)-dimensional vector,



◮



f has dimension M + 1,



◮



h = [h(p), · · · , h(0)] has dimension (p + 1)



◮



H has dimensions (M + 1) × (M + 1).



            



f (0) f (1) .. . .. . .. . .. . f (M )
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Discretization of Radon Transfrom in CT S•



y ✻



r



✒ ❅ ❅ ❅ ❅ ❅ f (x, y)❅ ❅❅ ✁ ❅ ✁ ❅ ✁ φ ❅ ✲ ❅ x ❅ ❍ ❍❍ ❅ ❅ ❅ ❅ •D



g(r, φ)



g(r, φ) =



Z



◗



Aij



f1◗◗



◗◗ f◗ j◗◗ ◗ ◗g



i



fN P f b (x, y) j j j 1 if (x, y) ∈ pixel j bj (x, y) = 0 else f (x, y) =



✁



f (x, y) dl



gi =



L



N X



Hij fj + ǫi



j=1



g = Hf + ǫ A. Mohammad-Djafari, Tutorial talk: Bayesian inference for inverse problems..., WOSSPA, May 11-15, 2013, Mazafran, Algiers, 29/96



Inverse problems: Deterministic methods Data matching ◮



Observation model gi = hi (f ) + ǫi , i = 1, . . . , M −→ g = H(f ) + ǫ



◮



Misatch between data and output of the model ∆(g, H(f )) b = arg min {∆(g, H(f ))} f f



◮



Examples:



– LS



∆(g, H(f )) = kg − H(f )k2 =



X



|gi − hi (f )|2



i



– Lp – KL



p



∆(g, H(f )) = kg − H(f )k = ∆(g, H(f )) =



X i



◮



X



|gi − hi (f )|p ,



1 
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