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1. Forward and Inverse problems through examples ◮



Direct observation of a few quantities are possible.



◮



For many others, we only can measure them by transforming them.



◮



Relating measurable quantity g to the desired quantity f is called Forward modeling: g = H(f ).



◮



Predicting the measurements g if we knew the desired quantity f and the measurement system is called Forward problem.



◮



Infering on the desired quantity f from the measurement g is called Inverse problem.



◮



When measuring (observing) a quantity, the errors are always present.



◮



Even for direct observation of a quantity we may define a probability law.



A. Mohammad-Djafari, Seminar 1: School of Mathematics and Computational Science, Sun Yat-sen University, Guangzhou, China 3/59



Inverse problems examples ◮



Example 1: Therometer ◮ ◮



◮



Example 2: Seeing outside of a body: Making an image using a camera, a microscope or a telescope ◮ ◮



◮



◮ ◮



◮ ◮ ◮



f (x, y) real scene g(x, y) observed image



Examples 3: Seeing inside of a body: Computed Tomography: X rays, Microwave, Ultrasound,... ◮



◮



f (t) variation of temperature over time g(t) variation of length of the liquid in thermometer



f (x, y) a section of a 3D body f (x, y, z) gφ (r) a line of observed radiographe gφ (r, z) or g(u, v) the Fourier Transform of some measured diffracted wave



Example Example Example Example



1: 2: 3: 4:



Deconvolution Image restoration Image reconstruction Fourier Synthesis in different imaging systems
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Measuring variation of temperature with a therometer ◮



f (t) variation of temperature over time



◮



g(t) variation of length of the liquid in thermometer



◮



Forward model: Convolution Z g(t) = f (t′ ) h(t − t′ ) dt′ + ǫ(t) h(t): impulse response of the measurement system



◮



Inverse problem: Deconvolution Given the forward model H (impulse response h(t))) and a set of data g(ti ), i = 1, · · · , M find f (t)
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Seeing outside of a body: Making an image with a camera, a microscope or a telescope ◮



f (x, y) real scene



◮



g(x, y) observed image



◮



Forward model: Convolution ZZ g(x, y) = f (x′ , y ′ ) h(x − x′ , y − y ′ ) dx′ dy ′ + ǫ(x, y) h(x, y): Point Spread Function (PSF) of the imaging system



◮



Inverse problem: Image restoration Given the forward model H (PSF h(x, y))) and a set of data g(xi , yi ), i = 1, · · · , M find f (x, y)
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Seeing inside of a body: Computed Tomography ◮



f (x, y) a section of a real 3D body f (x, y, z)



◮



gφ (r) a line of observed radiographe gφ (r, z)



◮



Forward model: Line integrals or Radon Transform Z gφ (r) = f (x, y) dl + ǫφ (r) L



ZZ r,φ f (x, y) δ(r − x cos φ − y sin φ) dx dy + ǫφ (r) =



◮



Inverse problem: Image reconstruction Given the forward model H (Radon Transform) and a set of data gφi (r), i = 1, · · · , M find f (x, y)
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Fourier Synthesis in different imaging systems G(ωx , ωy ) = v



ZZ



f (x, y) exp [−j (ωx x + ωy y)] dx dy v



u



X ray Tomography



v



u



Diffraction



v



u



Eddy current



u



SAR & Radar



Forward problem: Given f (x, y) compute G(ωx , ωy ) Inverse problem : Given G(ωx , ωy ) on those algebraic lines, cercles or curves, estimate f (x, y) A. Mohammad-Djafari, Seminar 1: School of Mathematics and Computational Science, Sun Yat-sen University, Guangzhou, China 8/59



General formulation of inverse problems ◮



General non linear inverse problems: g(s) = [Hf (r)](s) + ǫ(s),



◮



Linear models: g(s) =



Z



r ∈ R,



s∈S



f (r) h(r, s) dr + ǫ(s)



If h(r, s) = h(r − s) −→ Convolution. ◮



Discrete data:Z g(si ) = h(si , r) f (r) dr + ǫ(si ),



i = 1, · · · , m



◮



Inversion: Given the forward model H and the data g = {g(si ), i = 1, · · · , m)} estimate f (r)



◮



Well-posed and Ill-posed problems (Hadamard): existance, uniqueness and stability



◮



Need for prior information
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Inverse problems: Z Discretization g(si ) =



◮



h(si , r) f (r) dr + ǫ(si ),



i = 1, · · · , M



f (r) is assumed to be well approximated by N X f (r) ≃ fj bj (r) j=1



with {bj (r)} a basis or any other set of known functions Z N X g(si ) = gi ≃ fj h(si , r) bj (r) dr, i = 1, · · · , M j=1



g = Hf + ǫ with Hij = ◮ ◮



Z



h(si , r) bj (r) dr



H is huge dimensional b LS solution P : f = arg 2minf {Q(f )} with Q(f ) = i |gi − [Hf ]i | = kg − Hf k2 does not give satisfactory result.
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General Data-Model matching method ◮



Observation model gi = hi (f ) + ǫi , i = 1, . . . , M −→ g = H(f ) + ǫ



◮



Misatch between data and output of the model ∆(g, H(f )) b = arg min {∆(g, H(f ))} f f



◮



Examples:



– LS



∆(g, H(f )) = kg − H(f )k2 =



X



|gi − hi (f )|2



i



– Lp – KL



p



∆(g, H(f )) = kg − H(f )k = ∆(g, H(f )) =



X i



◮



gi ln



gi hi (f )



X



|gi − hi (f )|p ,



1 
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