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PREFACE Regardless of the branch of science or engineering, theoreticians have always been enamored with the notion of expressing their results in the form of closed-form expressions. Quite often, the elegance of the closed-form solution is overshadowed by the complexity of its form and the difficulty in evaluating it numerically. In such instances, one becomes motivated to search instead for a solution that is simple in form and simple to evaluate. A further motivation is that the method used to derive these alternative simple forms should also be applicable in situations where closed-form solutions are ordinarily unobtainable. The search for and ability to find such a unified approach for problems dealing with evaluation of the performance of digital communication over generalized fading channels is what provided the impetus to write this book, the result of which represents the backbone for the material contained within its pages. For at least four decades, researchers have studied problems of this type, and system engineers have used the theoretical and numerical results reported in the literature to guide the design of their systems. Whereas the results from the earlier years dealt mainly with simple channel models (e.g., Rayleigh or Rician multipath fading), applications in more recent years have become increasingly sophisticated, thereby requiring more complex models and improved diversity techniques. Along with the complexity of the channel model comes the complexity of the analytical solution that enables one to assess performance. With the mathematical tools that were available previously, the solutions to such problems, when possible, had to be expressed in complicated mathematical form which provided little insight into the dependence of the performance on the system parameters. Surprisingly enough, not until recently had anyone demonstrated a unified approach that not only allows previously obtained complicated results to be simplified both analytically and computationally but also permits new results to be obtained for special cases that heretofore had resisted solution in a simple form. This approach, which the authors first presented to the public in a tutorialstyle article that appeared in the September 1998 issue of the IEEE Proceedings, has spawned a new wave of publications on the subject that, we foresee based on the variety of applications to which it has already been applied, will continue well into the new millennium. The key to the success of the approach relies xv
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on employing alternative representations of classic functions arising in the error probability analysis of digital communication systems (e.g., the Gaussian Qfunction1 and the Marcum Q-function) in such a manner that the resulting expressions for average bit or symbol error rate are in a form that is rarely more complicated than a single integral with finite limits and an integrand composed of elementary (e.g., exponential and trigonometric) functions. By virtue of replacing the conventional forms of the above-mentioned functions by their alternative representations, the integrand will contain the moment generating function (MGF) of the instantaneous fading signal-to-noise ratio (SNR), and as such, the unified approach is referred to as the MGF-based approach. In dealing with application of the MGF-based approach, the coverage in this book is extremely broad, in that coherent, differentially coherent, partially coherent and noncoherent communication systems are all handled, as well as a large variety of fading channel models typical of communication links of practical interest. Both single- and multichannel reception are discussed, and in the case of the latter, a large variety of diversity types are considered. For each combination of communication (modulation/detection) type, channel fading model, and diversity type, the average bit error rate (BER) and/or symbol error rate (SER) of the system is obtained and represented by an expression that is in a form that can readily be evaluated.2 All cases considered correspond to real practical channels, and in many instances the BER and SER expressions obtained can be evaluated numerically on a hand-held calculator. In accomplishing the purpose set forth by the discussion above, the book focuses on developing a compendium of results that to a large extent are not readily available in standard textbooks on digital communications. Although some of these results can be found in the myriad of contributions that have been reported in the technical journal and conference literature, others are new and as yet unpublished. Indeed, aside from the fact that a significant number of the reference citations in this book are from 1999 publications, many others refer to papers that will appear in print in the new millennium. Whether or not published previously, the value of the results found in this book is that they are all colocated in a single publication with unified notation and, most important, a unified presentation framework that lends itself to simplicity of numerical evaluation. In writing this book, our intent was to spend as little space as possible duplicating material dealing with basic digital communication theory and system performance evaluation, which is well documented in many fine textbooks on the subject. Rather, this book serves to advance the material found in these books and so is of most value to those desiring to extend their knowledge 1 The Gaussian Q-function has a one-to-one mapping with the complementary error function erfc x p [i.e., Q x D 12 erfc x/ 2] commonly found in standard mathematical tabulations. In much of the engineering literature, however, the two functions are used interchangeably and as a matter of convenience we shall do the same in this text. 2 The terms bit error probability (BEP) and symbol error probability (SEP) are quite often used as alternatives to bit error rate (BER) and symbol error rate (SER). With no loss in generality, we shall employ both usages in this book.
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beyond what ordinarily might be covered in the classroom. In this regard, the book should have a strong appeal to graduate students doing research in the field of digital communications over fading channels as well as to practicing engineers who are responsible for the design and performance evaluation of such systems. With regard to the latter, the book contains copious numerical evaluations that are illustrated in the form of parametric performance curves (e.g., average error probability versus average SNR). The applications chosen for the numerical illustrations correspond to real practical channels, therefore the performance curves provided will have far more than academic value. The availability of such a large collection of system performance curves in a single compilation allows the researcher or system designer to perform trade-off studies among the various communication type/fading channel/diversity combinations so as to determine the optimum choice in the face of his or her available constraints. The book is composed of four parts, each with an express purpose. The first part contains an introduction to the subject of communication system performance evaluation followed by discussions of the various types of fading channel models and modulation/detection schemes that together form the overall system. Part 2 starts by introducing the alternative forms of the classic functions mentioned above and then proceeds to show how these forms can be used to (1) evaluate certain integrals characteristic of communication system error probability performance, and (2) find new representations for certain probability density and distribution functions typical of correlated fading applications. Part 3 is the “heart and soul” of the book, since in keeping with its title, the primary focus of this part is on performance evaluation of the various types of fading channel models and modulation/detection schemes introduced in Part 1 for both single- and multichannel (diversity) reception. Before presenting this comprehensive performance evaluation study, however, Part 3 begins by deriving the optimum receiver structures corresponding to a variety of combinations concerning the knowledge or lack thereof of the fading parameters (i.e., amplitude, phase, delay). Several of these structures might be deemed as too complex to implement in practice; nevertheless, their performances serve as benchmarks against which many suboptimum but practical structures discussed in the ensuing chapters might be compared. In Part 4, which deals with practical applications, we consider first the problem of optimum combining (diversity) in the presence of co-channel interference and then apply the unified approach to studying the performance of single- and multiple-carrier direct-sequence codedivision multiple-access (DS-CDMA) systems typical of the current digital cellular wireless standard. Finally, in Part 5 we extend the theory developed in the preceding parts for uncoded communication to error-correction-coded systems. In summary, the authors know of no other textbook currently on the market that addresses the subject of digital communication over fading channels in as comprehensive and unified a manner as is done herein. In fact, prior to the publication of this book, to the authors’ best knowledge, there existed only two works (the textbook by Kennedy [1] and the reprint book by Brayer [2]) that like our book are totally dedicated to this subject, and both of them are more than a
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quarter of a century old. Although a number of other textbooks [3–11] devote part of their contents3 to fading channel performance evaluation, by comparison with our book the treatment is brief and therefore incomplete. In view of the above, we believe that our book is unique in the field. By way of acknowledgment, we wish to thank Dr. Payman Arabshahi of the Jet Propulsion Laboratory, Pasadena, CA for providing his expertise in solving a variey of problems that arose during the preparation of the electronic version of the manuscript. Mohamed-Slim Alouini would also like to express his sincere acknowledgment and gratitude to his PhD advisor Prof. Andrea J. Goldsmith of Stanford University, Palo Alto, CA for her guidance, support, and constant encouragement. Some of the material presented in Chapters 9 and 11 is the result of joint work with Prof. Goldsmith. Mohamed-Slim Alouini would also like to thank Young-Chai Ko and Yan Xin of the University of Minnesota, Minneapolis, MN for their significant contributions in some of the results presented in Chapters 9 and 7, respectively. MARVIN K. SIMON MOHAMED-SLIM ALOUINI Jet Propulsion Laboratory Pasadena, California University of Minnesota Minneapolis, Minnesota
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1 INTRODUCTION As we step forward into the new millennium with wireless technologies leading the way in which we communicate, it becomes increasingly clear that the dominant consideration in the design of systems employing such technologies will be their ability to perform with adequate margin over a channel perturbed by a host of impairments not the least of which is multipath fading. This is not to imply that multipath fading channels are something new to be reckoned with, indeed they have plagued many a system designer for well over 40 years, but rather, to serve as a motivation for their ever-increasing significance in the years to come. At the same time, we do not in any way wish to diminish the importance of the fading channel scenarios that occurred well prior to the wireless revolution, since indeed many of them still exist and will continue to exist in the future. In fact, it is safe to say that whatever means are developed for dealing with the more sophisticated wireless application will no doubt also be useful for dealing with the less complicated fading environments of the past. With the above in mind, what better opportunity is there than now to write a comprehensive book that provides simple and intuitive solutions to problems dealing with communication system performance evaluation over fading channels? Indeed, as mentioned in the preface, the primary goal of this book is to present a unified method for arriving at a set of tools that will allow the system designer to compute the performance of a host of different digital communication systems characterized by a variety of modulation/detection types and fading channel models. By set of tools we mean a compendium of analytical results that not only allow easy, yet accurate performance evaluation but at the same time provide insight into the manner in which this performance depends on the key system parameters. To emphasize what was stated above, the set of tools developed in this book are useful not only for the wireless applications that are rapidly filling our current technical journals but also to a host of others, involving satellite, terrestrial, and maritime communications. Our repetitive use of the word performance thus far brings us to the purpose of this introductory chapter: to provide several measures of performance related to practical communication system design and to begin exploring the analytical 3
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methods by which they may be evaluated. While the deeper meaning of these measures will be truly understood only after their more formal definitions are presented in the chapters that follow, the introduction of these terms here serves to illustrate the various possibilities that exist, depending on both need and relative ease of evaluation.



1.1 1.1.1



SYSTEM PERFORMANCE MEASURES Average Signal-to-Noise Ratio



Probably the most common and best understood performance measure characteristic of a digital communication system is signal-to-noise ratio (SNR). Most often this is measured at the output of the receiver and is thus related directly to the data detection process itself. Of the several possible performance measures that exist, it is typically the easiest to evaluate and most often serves as an excellent indicator of the overall fidelity of the system. Although traditionally, the term noise in signal-to-noise ratio refers to the ever-present thermal noise at the input to the receiver, in the context of a communication system subject to fading impairment, the more appropriate performance measure is average SNR, where the word average refers to statistical averaging over the probability distribution of the fading. In simple mathematical terms, if  denotes the instantaneous SNR [a random variable (RV)] at the receiver output, which includes the effect of fading, then  1







D



p  d



1.1



0



is the average SNR, where p  denotes the probability density function (PDF) of . To begin to get a feel for what we will shortly describe as a unified approach to performance evaluation, we first rewrite (1.1) in terms of the moment generating function (MGF) associated with , namely, 



1



p es d



M s D



1.2



0



Taking the first derivative of (1.2) with respect to s and evaluating the result at s D 0, we see immediately from (1.1) that  dM s  D ds sD0



1.3



That is, the ability to evaluate the MGF of the instantaneous SNR (perhaps in closed form) allows immediate evaluation of the average SNR via a simple mathematical operation: differentiation. To gain further insight into the power of the foregoing statement, we note that in many systems, particularly those dealing with a form of diversity



SYSTEM PERFORMANCE MEASURES
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(multichannel) reception known as maximal-ratio combining (MRC) (discussed in great detail in Chapter 9), the output SNR, , is expressed as a sum  (combination) of the individual branch (channel) SNRs (i.e.,  D LlD1 l , where L denotes the number of channels combined). In addition, it is often reasonable in practice to assume that the channels are independent of each other (i.e., the RVs l jLlD1 are themselves independent). In such instances, the MGF M s can be expressed as the product of the MGFs associated with  each channel [i.e., M s D LlD1 Ml s], which for a large variety of fading channel statistical models can be computed in closed form.1 By contrast, even with the assumption of channel independence, computation of the probability density function (PDF) p , which requires convolution of the various PDFs pl l jLlD1 that characterize the L channels, can still be a monumental task. Even in the case where these individual channel PDFs are of the same functional form but are characterized by different average SNR’s,  l , the evaluation of p  can still be quite tedious. Such is the power of the MGF-based approach; namely, it circumvents the need for finding the first-order PDF of the output SNR provided that one is interested in a performance measure that can be expressed in terms of the MGF. Of course, for the case of average SNR, the solution  is extremely simple, namely,  D LlD1  l , regardless of whether the channels are independent or not, and in fact, one never needs to find the MGF at all. However, for other performance measures and also the average SNR of other combining statistics [e.g., the sum of an ordered set of random variables typical of generalized selection combining (GSC) (discussed in Chapter 9)], matters are not quite this simple and the points made above for justifying an MGF-based approach are, as we shall see, especially significant. 1.1.2



Outage Probability



Another standard performance criterion characteristic of diversity systems operating over fading channels is the outage probability denoted by Pout and defined as the probability that the instantaneous error probability exceeds a specified value or equivalently, the probability that the output SNR, , falls below a certain specified threshold, th . Mathematically speaking, 



th



Pout D



p  d



1.4



0



which is the cumulative distribution function (CDF) of , namely, P , evaluated at  D th . Since the PDF and the CDF are related by p  D 1 Note



that the existence of the product form for the MGF M s does not necessarily imply that the channels are identically distributed [i.e., each MGF Ml s is allowed to maintain its own identity independent of the others]. Furthermore, even if the channels are not assumed to be independent, the relation in (1.3) is nevertheless valid, and in many instances the MGF of the (combined) output can still be obtained in closed form.
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dP /d, and since P 0 D 0, the Laplace transforms of these two functions are related by2 pO  s 1.5 PO  s D s Furthermore, since the MGF is just the Laplace transform of the PDF with argument reversed in sign [i.e., pO  s D M s], the outage probability can be found from the inverse Laplace transform of the ratio M s/s evaluated at  D th , that is,  Cj1 1 M s sth Pout D e ds 1.6 2j j1 s where  is chosen in the region of convergence of the integral in the complex s plane. Methods for evaluating inverse Laplace transforms have received widespread attention in the literature. (A good summary of these can be found in Ref. 1.) One such numerical technique that is particularly useful for CDFs of positive RVs (such as instantaneous SNR) is discussed in Appendix 9B and applied in Chapter 9. For our purpose here, it is sufficient to recognize once again that the evaluation of outage probability can be performed based entirely on knowledge of the MGF of the output SNR without ever having to compute its PDF. 1.1.3



Average Bit Error Probability



The third performance criterion and undoubtedly the most difficult of the three to compute is average bit error probability (BEP).3 On the other hand, it is the one that is most revealing about the nature of the system behavior and the one most often illustrated in documents containing system performance evaluations; thus, it is of primary interest to have a method for its evaluation that reduces the degree of difficulty as much as possible. The primary reason for the difficulty in evaluating average BEP lies in the fact that the conditional (on the fading) BEP is, in general, a nonlinear function of the instantaneous SNR, the nature of the nonlinearity being a function of the modulation/detection scheme employed by the system. For example, in the multichannel case, the average of the conditional BEP over the fading statistics is not a simple average of the per channel performance measure as was true for average SNR. Nevertheless, we shall see momentarily that an MGF-based approach is still quite useful in simplifying the analysis and in a large variety of cases allows unification under a common framework. 2 The



symbol “^” above a function denotes its Laplace transform. discussion that follows applies, in principle, equally well to average symbol error probability (SEP). The specific differences between the two are explored in detail in the chapters dealing with system performance. Furthermore, the terms bit error rate (BER) and symbol error rate (SER) are often used in the literature as alternatives to BEP and SEP. Rather than choose a preference, in this book we use these terms interchangeably. 3 The
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Suppose first that the conditional BEP is of the form Pb Ej D C1 expa1 



1.7



such as would be the case for differentially coherent detection of phase-shiftkeying (PSK) or noncoherent detection of orthogonal frequency-shift-keying (FSK) (see Chapter 8). Then the average BEP can be written as  1  D Pb E Pb Ejp  d 0







1



C1 expa1 p  d D C1 M a1 



D



1.8



0



where again M s is the MGF of the instantaneous fading SNR and depends only on the fading channel model assumed. Suppose next that the nonlinear functional relationship between Pb Ej and  is such that it can be expressed as an integral whose integrand has an exponential dependence on  in the form of (1.7), that is,4 



2



C2 h exp[a2 g] d



Pb Ej D



1.9



1



where for our purpose here h and g are arbitrary functions of the integration variable, and typically both 1 and 2 are finite (although this is not an absolute requirement for what follows).5 Although not at all obvious at this point, suffice it to say that a relationship of the form in (1.9) can result from employing alternative forms of such classic nonlinear functions as the Gaussian Q-function and Marcum Q-function (see Chapter 4), which are characteristic of the relationship between Pb Ej and  corresponding to, for example, coherent detection of PSK and differentially coherent detection of quadriphase-shift-keying (QPSK), respectively. Still another possibility is that the nonlinear functional relationship between Pb Ej and  is inherently in the form of (1.9); that is, no alternative representation need be employed. An example of such occurs for the conditional symbol error probability (SEP) associated with coherent and differentially coherent detection of M-ary PSK (M-PSK) (see Chapter 8). Regardless of the particular case at hand, once again averaging (1.9) over the fading gives (after interchanging the order of integration) 







1



Pb E D



1  2



C2 h exp[a2 g] dp  d



Pb Ejp  d D 0



0



1



4 In the more general case, the conditional BEP might be expressed as a sum of integrals of the type in (1.9). 5 In principle, (1.9) includes (1.7) as a special case if h is allowed to assume the form of a Dirac delta function located within the interval 1    2 .
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2



D C2 1







1



exp[a2 g]p  d d



h 0



2



hM [a2 g] d



D C2



1.10



1



As we shall see later in the book, integrals of the form in (1.10) can, for many special cases, be obtained in closed form. At the very worst, with rare exceptions, the resulting expression will be a single integral with finite limits and an integrand composed of elementary functions.6 Since (1.8) and (1.10) cover a wide variety of different modulation/detection types and fading channel models, we refer to this approach for evaluating average error probability as the unified MGF-based approach and the associated forms of the conditional error probability as the desired forms. The first notion of such a unified approach was discussed in Ref. 2 and laid the groundwork for much of the material that follows in this book. It goes without saying that not every fading channel communication problem fits the foregoing description; thus, alternative, but still simple and accurate techniques are desirable for evaluating system error probability in such circumstances. One class of problems for which a different form of MGF-based approach is possible relates to communication with symmetric binary modulations wherein the decision mechanism constitutes a comparison of a decision variable with a zero threshold. Aside from the obvious uncoded applications, the class above also includes the evaluation of pairwise error probability in error-correctioncoded systems, as discussed in Chapter 12. In mathematical terms, letting Dj denote the decision variable,7 the corresponding conditional BEP is of the form (assuming arbitrarily that a positive data bit was transmitted) 



0



Pb Ej D PrfDj < 0g D



pDj D dD D PDj 0



1.11



1



where pDj D and PDj D are, respectively, the PDF and CDF of this variable. Aside from the fact that the decision variable Dj can, in general, take on both positive and negative values whereas the instantaneous fading SNR, , is restricted to positive values, there is a strong resemblance between the binary probability of error in (1.11) and the outage probability in (1.4). Thus, by analogy with (1.6), the conditional BEP of (1.11) can be expressed as Pb Ej D 6 As



1 2j







Cj1



j1



MDj s ds s



1.12



we shall see in Chapter 4, the h and g that result from the alternative representations of the Gaussian and Marcum Q-functions are composed of simple trigonometric functions. 7 The notation Dj is not meant to imply that the decision variable explicitly depends on the fading SNR. Rather, it is merely intended to indicate the dependence of this variable on the fading statistics of the channel. More about this dependence shortly.
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where MDj s now denotes the MGF of the decision variable Dj [i.e., the bilateral Laplace transform of pDj D with argument reversed]. To see how MDj s might explicitly depend on , we now consider the subclass of problems where the conditional decision variable Dj corresponds to a quadratic form of independent complex Gaussian RVs (e.g., a sum of the squared magnitudes of, say, L independent complex Gaussian RVs, or equivalently, a chi-square RV with 2L degrees of freedom). Such a form occurs for multiple (L)-channel reception of binary modulations with differentially coherent or noncoherent detection (see Chapter 9). In this instance, the MGF MDj s happens to be exponential in  and has the generic form MDj s D f1 s exp[f2 s]



1.13



 If, as before, we let  D LlD1 l , then substituting (1.13) into (1.12) and averaging over the fading results in the average BEP:8



Pb E D



1 2j







Cj1 j1



MD s ds s



1.14



where 







1



MD s D



MDj sp  d 0







1



exp[f2 s]p  dy D f1 sM f2 s



D f1 s



1.15



0



is the unconditional MGF of the decision variable, which also has the product form L  Ml f2 s 1.16 MD s D f1 s lD1



Finally, by virtue of the fact that the MGF of the decision variable can be expressed in terms of the MGF of the fading variable (SNR) as in (1.15) [or (1.16)], then analogous to (1.10), we are once again able to evaluate the average BEP based solely on knowledge of the latter MGF. It is not immediately obvious how to extend the inverse Laplace transform technique discussed in Appendix 9B to CDFs of bilateral RVs; thus other methods for performing this inversion are required. A number of these, including contour integration using residues, saddle point integration, and numerical integration by Gauss–Chebyshev quadrature rules, are discussed in Refs. 3, through 6 and covered later in the book. 8 The approach for computing average BEP as described by (1.13) was also described by Biglieri et al. [3] as a unified approach to computing error probabilities over fading channels.
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Despite the fact that the methods dictated by (1.14) and (1.8) or (1.10) cover a wide variety of problems dealing with the performance of digital communication systems over fading channels, there are still some situations that don’t lend themselves to either of these two unifying methods. An example of this is evaluation of the bit error probability performance of an M-ary noncoherent orthogonal system operating over an L-path diversity channel (see Chapter 9). However, even in this case there exists an MGF-based approach that greatly simplifies the problem and allows for a more general result [7] than that reported by Weng and Leung [8]. We now outline the method, briefly leaving the more detailed treatment to Chapter 9. Consider an M-ary communication system where rather than comparing a single decision variable with a threshold, one decision variable U1 j is compared with the remaining M  1 decision variables Um , m D 2, 3, . . . , M, all of which do not depend on the fading statistics.9 Specifically, a correct symbol decision is made if U1 j is greater than Um , m D 2, 3, . . . , M. Assuming that the M decision variables are independent, then in mathematical terms, the probability of correct decision is given by Ps Cj; u1  D PrfU2 < u1 , U3 < u1 , . . . , UM < u1 jU1 j D u1 g  u1 M1 D [PrfU2 < u1 jU1 j D u1 g]M1 D pU2 u2  du2 0



D [1  1  PU2 u1 ]M1



1.17



Using the binomial expansion in (1.17), the conditional probability of error Ps Ej; u1  D 1  Ps Cj; u1  can be written as Ps Ej; u1  D



M1  iD1



M1 i 











1iC1 [1  PU2 u1 ]i D g u1 



1.18



Averaging over u1 and using the Fourier transform relationship between the PDF pU1 j u1  and the MGF MU1 j jω, we obtain 



1



Ps Ej D



gu1 pU1 j u1  du1 0







D 0



1



1 2







1



MU1 j jωejωu1 gu1  dω du1



1.19



1



Again noting that for a noncentral chi-square RV (as is the case for U1 j) the conditional MGF MU1 j jω is of the form in (1.13), then averaging (1.19) over  9 Again the conditional notation on  for U is not meant to imply that this decision variable is 1 explicitly a function of the fading SNR but rather, to indicate its dependence on the fading statistics.
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transforms MU1 j jω into MU1 jω of the form in (1.15), which when substituted in (1.19) and reversing the order of integration produces Ps E D



1 2











1



f1 jωM f2 jω



1



 ejωu1 gu1  du1 dω



1.20



0



1



Finally, because the CDF PU2 u1  in (1.18) is that of a central chi-square RV with 2L degrees of freedom, the resulting form of gu1  is such that the integral on u1 in (1.20) can be obtained in closed form. Thus, as promised, what remains again is an expression for average SEP (which for M-ary orthogonal signaling can be related to average BEP by a simple scale factor) whose dependence on the fading statistics is solely through the MGF of the fading SNR. All of the techniques considered thus far for evaluating average error probability performance rely on the ability to evaluate the MGF of the instantaneous fading SNR . In dealing with a form of diversity reception referred to as equal-gain combining (EGC) (discussed in great detail in Chapter 9), the instantaneous  p  pfading 2 SNR at the output of the combiner takes the form  D 1/ L LlD1 l . In this case it is more convenient to deal with the MGF of the square root of the instantaneous fading SNR 



xD



p



L L 1 p 1  Dp l D p xl L lD1 L lD1



since if the channels are again assumed p then again this MGF takes independent, on a product form, namely, Mx s D LlD1 Mxl s/ L. Since the average BER can alternatively be computed from 



Pb E D



1



Pb Ejxpx x dx



1.21



0



then if, analogous to (1.9), Pb Ejx assumes the form 



2



Pb Ejx D



 C2 h exp  a2 gx 2 d



1.22



1



a variation of the procedure in (1.10) is needed to produce an expression for Pb E in terms of the MGF of x. First, applying Parseval’s theorem [9, p. 27] to (1.21) and letting Gjω D FfPb Ejxg denote the Fourier transform of Pb Ejx, then independent of the form of Pb Ejx, we obtain  1 1 GjωMx jω dω 2 1  1 1 D RefGjωMx jωg dω  0



Pb E D



1.23
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where we have recognized that the imaginary part of the integral must be equal to zero since Pb E is real, and that the even part of the integrand is an even function of ω. Making the change of variables & D tan1 ω, (1.23) can be written in the form of an integral with finite limits: Pb E D D



1  2 







/2



1 RefGj tan &Mx j tan &g d& cos2 &



/2



1 Reftan & Gj tan &Mx j tan &g d& sin 2&



0







0



1.24



Now, specifically for the form of Pb Ejx in (1.22), Gjω becomes 







2



Gjω D



C2 h



1



 exp  a2 gx 2 C jωx dx d



1.25



0



1



The inner integral on x can be evaluated in closed form as 



1







exp  a2 gx C jωx dx D



0



2



 jω2 a2 g exp 4a2 g  2  3 jω Cjω 1 F1 1, ; 1.26 2 4a2 g



1 2a2 g 











where 1 F1 a, b; c is the confluent hypergeometric function of the first kind [10, Eq. (9.210)]. Therefore, in general, evaluation of the average BER of (1.24) requires a double integration. However, for a number of specific applications [i.e., particular forms of the functions h and g], the outer integral on  can also be evaluated in closed form; thus, in these instances, Pb E can be obtained as a single integral with finite limits and an integrand involving the MGF of the fading. Methods of error probability evaluation based on the type of MGF approach described above have been considered in the literature [11–13] and are presented in detail in Chapter 9.



1.2



CONCLUSIONS



Without regard to the specific application or performance measure, we have briefly demonstrated in this chapter that for a wide variety of digital communication systems covering virtually all known modulation/detection techniques and practical fading channel models, there exists an MGF-based approach that simplifies the evaluation of this performance. In the biggest number of these instances, the MGF-based approach is encompassed in a unified framework which allows the development of a set of generic tools to replace the case-by-case analyses typical of previous contributions in the literature. It is the authors’ hope that by the time the reader reaches the end of this book and has experienced the
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exhaustive set of practical circumstances where these tools are useful, he or she will fully appreciate the power behind the MGF-based approach and as such will generate for themselves an insight into finding new and exciting applications.
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2 FADING CHANNEL CHARACTERIZATION AND MODELING Radio-wave propagation through wireless channels is a complicated phenomenon characterized by various effects, such as multipath and shadowing. A precise mathematical description of this phenomenon is either unknown or too complex for tractable communications systems analyses. However, considerable efforts have been devoted to the statistical modeling and characterization of these different effects. The result is a range of relatively simple and accurate statistical models for fading channels which depend on the particular propagation environment and the underlying communication scenario. The primary purpose of this chapter is to review briefly the principal characteristics and models for fading channels. More detailed treatment of this subject can be found in standard textbooks, such as Refs. 1,3. This chapter also introduces terminology and notation that are used throughout the book. The chapter is organized as follows. A brief qualitative description of the main characteristics of fading channels is presented in the next section. Models for frequency-flat fading channels, corresponding to narrowband transmission, are described in Section 2.2. Models for frequency-selective fading channels that characterize fading in wideband channels are described in Section 2.3.



2.1 2.1.1



MAIN CHARACTERISTICS OF FADING CHANNELS Envelope and Phase Fluctuations



When a received signal experiences fading during transmission, both its envelope and phase fluctuate over time. For coherent modulations, the fading effects on the phase can severely degrade performance unless measures are taken to compensate for them at the receiver. Most often, analyses of systems employing such modulations assume that the phase effects due to fading are perfectly corrected 15
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at the receiver, resulting in what is referred to as ideal coherent demodulation. For noncoherent modulations, phase information is not needed at the receiver and therefore the phase variation due to fading does not affect the performance. Hence performance analyses for both ideal coherent and noncoherent modulations over fading channels requires only knowledge of the fading envelope statistics and is the case most often considered in this book. Furthermore, for slow fading (discussed next), wherein the fading is at least constant over the duration of a symbol time, the fading envelope random process can be represented by a random variable (RV) over the symbol time. 2.1.2



Slow and Fast Fading



The distinction between slow and fast fading is important for the mathematical modeling of fading channels and for the performance evaluation of communication systems operating over these channels. This notion is related to the coherence time Tc of the channel, which measures the period of time over which the fading process is correlated (or equivalently, the period of time after which the correlation function of two samples of the channel response taken at the same frequency but different time instants drops below a certain predetermined threshold). The coherence time is also related to the channel Doppler spread fd by Tc '



1 fd



2.1



The fading is said to be slow if the symbol time duration Ts is smaller than the channel’s coherence time Tc ; otherwise, it is considered to be fast. In slow fading a particular fade level will affect many successive symbols, which leads to burst errors, whereas in fast fading the fading decorrelates from symbol to symbol. In the latter case and when the communication receiver decisions are made based on an observation of the received signal over two or more symbol times (such as differentially coherent or coded communications), it becomes necessary to consider the variation of the fading channel from one symbol interval to the next. This is done through a range of correlation models that depend essentially on the particular propagation environment and the underlying communication scenario. These various autocorrelation models and their corresponding power spectral density are tabulated in Table 2.1, in which for convenience the variance of the fast-fading process is normalized to unity. 2.1.3



Frequency-Flat and Frequency-Selective Fading



Frequency selectivity is also an important characteristic of fading channels. If all the spectral components of the transmitted signal are affected in a similar manner, the fading is said to be frequency nonselective or, equivalently, frequency flat. This is the case for narrowband systems in which the transmitted signal bandwidth is much smaller than the channel’s coherence bandwidth fc . This
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TABLE 2.1 Correlation and Spectral Properties of Various Types of Fading Processes of Practical Interest Type of Fading Spectrum



Fading Autocorrelation, 



Rectangular



sin2 fd Ts  2 fd Ts



Gaussian



exp[ fd Ts 2 ]



Land mobile



J0 2 fd Ts 



First-order Butterworth



exp2 jfd Ts j



Second-order Butterworth



Normalized PSD 2fd 1 , jfj  fd     f 2 p exp   fd 1 fd



 



jfd Ts j exp  p 2  



jfd Ts j



fd Ts ð cos p C sin p 2 2



[ 2 f 2  fd2 ]1/2 , jfj  fd    1 f 2



fd 1 C fd   4 1 f 1 C 16 fd



Source: Data from Mason [4]. a



PSD is the power spectral density, fd the Doppler spread, and Ts the symbol time.



bandwidth measures the frequency range over which the fading process is correlated and is defined as the frequency bandwidth over which the correlation function of two samples of the channel response taken at the same time but at different frequencies falls below a suitable value. In addition, the coherence bandwidth is related to the maximum delay spread max by fc '



1



max



2.2



On the other hand, if the spectral components of the transmitted signal are affected by different amplitude gains and phase shifts, the fading is said to be frequency selective. This applies to wideband systems in which the transmitted bandwidth is bigger than the channel’s coherence bandwidth.



2.2



MODELING OF FLAT FADING CHANNELS



When fading affects narrowband systems, the received carrier amplitude is modulated by the fading amplitude ˛, where ˛ is a RV with mean-square value  D ˛2 and probability density function (PDF) p˛ ˛, which is dependent on the nature of the radio propagation environment. After passing through the fading channel, the signal is perturbed at the receiver by additive white Gaussian noise (AWGN), which is typically assumed to be statistically independent of the fading amplitude ˛ and which is characterized by a one-sided power spectral density N0 (W/Hz). Equivalently, the received instantaneous signal power is modulated by ˛2 . Thus we define the instantaneous signal-to-noise power ratio (SNR) per
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symbol by  D ˛2 Es /N0 and the average SNR per symbol by  D Es /N0 , where Es is the energy per symbol.1 In addition, the PDF of  is obtained by introducing a change of variables in the expression for the fading PDF p˛ ˛ of ˛, yielding p p˛  / p p  D . 2.3 2 / The moment generating function (MGF) M s associated with the fading PDF p  and defined by 



1



p es d



M s D



2.4



0



is another important statistical characteristic of fading channels, particularly in the context of this book. In addition, the amount of fading (AF), or “fading figure,” associated with the fading PDF is defined as AF D



var˛2  E[˛2  2 ] E 2   E[]2 D D E[˛2 ]2 2 E[]2



2.5



with E[Ð] denoting statistical average and varÐ denoting variance. This figure was introduced by Charash [5, p. 29; 6] as a unified measure of the severity of the fading and is typically independent of the average fading power . We now present the various radio propagation effects involved in fading channels, their corresponding PDF’s, MGF’s, AF’s, and their relation to physical channels. A summary of these properties is tabulated in Table 2.2. 2.2.1



Multipath Fading



Multipath fading is due to the constructive and destructive combination of randomly delayed, reflected, scattered, and diffracted signal components. This type of fading is relatively fast and is therefore responsible for the short-term signal variations. Depending on the nature of the radio propagation environment, there are different models describing the statistical behavior of the multipath fading envelope. 2.2.1.1 Rayleigh Model. The Rayleigh distribution is frequently used to model multipath fading with no direct line-of-sight (LOS) path. In this case the channel fading amplitude ˛ is distributed according to



p˛ ˛ D



  2˛ ˛2 , exp   



˛½0



2.6



1 Our performance evaluation of digital communications over fading channels will generally be a function of the average SNR per symbol .
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Probability Density Function (PDF) and Moment Generating Function (MGF) of the SNR per Symbol
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TABLE 2.2 Channels
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and hence, following (2.3), the instantaneous SNR per symbol of the channel, , is distributed according to an exponential distribution given by   1  p  D exp  ,  



 ½0



2.7



The MGF corresponding to this fading model is given by M s D 1  s1



2.8



In addition, the moments associated with this fading model can be shown to be given by 2.9 E[ k ] D 1 C k k where Ð is the gamma function. The Rayleigh fading model therefore has an AF equal to 1 and typically agrees very well with experimental data for mobile systems, where no LOS path exists between the transmitter and receiver antennas [3]. It also applies to the propagation of reflected and refracted paths through the troposphere [7] and ionosphere [8,9] and to ship-to-ship [10] radio links. 2.2.1.2 Nakagami-q (Hoyt) Model. The Nakagami-q distribution, also referred to as the Hoyt distribution [11], is given in Nakagami [12, Eq. (52)] by



p˛ ˛ D



    1 C q2 ˛ 1 C q2 2 ˛2 1  q4 ˛2 exp  I , 0 q 4q2  4q2 



˛ ½ 0 2.10



where I0 Ð is the zeroth-order modified Bessel function of the first kind, and q is the Nakagami-q fading parameter which ranges from 0 to 1. Using (2.3), it can be shown that the SNR per symbol of the channel, , is distributed according to p  D



    1 C q2 1 C q2 2  1  q4  exp  I , 0 2q 4q2  4q2 



½0



2.11



It can be shown that the MGF corresponding to (2.11) is given by  1/2 2s2 q2 M s D 1  2s C 1 C q2 2



2.12



Also, the moments associated with this model are given by [12, Eq. (52)]  k



E  D 1 C k 2 F1



k k1 ,  ; 1,  2 2







1  q2 1 C q2



2 



k
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where 2 F1 Ð, Ð; Ð, Ð is the Gauss hypergeometric function, and the AF of the Nakagami-q distribution is therefore given by AFq D



21 C q4  , 1 C q2 2



0q1



2.14



and hence ranges between 1 (q D 1) and 2 (q D 0). The Nakagami-q distribution spans the range from one-sided Gaussian fading (q D 0) to Rayleigh fading (q D 1). It is typically observed on satellite links subject to strong ionospheric scintillation [13,14]. Note that one-sided Gaussian fading corresponds to the worst-case fading or, equivalently, the largest AF for all multipath distributions considered in our analyses. 2.2.1.3 Nakagami-n (Rice) Model. The Nakagami-n distribution is also known as the Rice distribution [15]. It is often used to model propagation paths consisting of one strong direct LOS component and many random weaker components. Here the channel fading amplitude follows the distribution [12, Eq. (50)]      2 2 21 C n2 en ˛ 1 C n2 ˛2 1 C n , p˛ ˛ D I0 2n˛ ˛½0 exp    



2.15 where n is the Nakagami-n fading parameter which ranges from 0 to 1 and which is related to the Rician K factor by K D n2 . Applying (2.3) shows that the SNR per symbol of the channel, , is distributed according to a noncentral chi-square distribution given by      2 2 1 C n  1 C n2 en 1 C n2  , p  D I0 2n ½0 exp     2.16 It can also be shown that the MGF associated with this fading model is given by   1 C n2  n2 s M s D 2.17 exp 1 C n2   s 1 C n2   s and that the moments are given by [12, Eq. (50)] E k  D



1 C k 2 k 1 F1 k, 1; n  1 C n2 k
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where 1 F1 Ð, Ð; Ð is the Kummer confluent hypergeometric function. The AF of the Nakagami-n distribution is given by AFn D



1 C 2n2 , 1 C n2 2



n½0
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and hence ranges between 0 (n D 1) and 1 (n D 0). The Nakagami-n distribution spans the range from Rayleigh fading (n D 0) to no fading (constant amplitude) (n D 1). This type of fading is typically observed in the first resolvable LOS paths of microcellular urban and suburban land-mobile [16], picocellular indoor [17], and factory [18] environments. It also applies to the dominant LOS path of satellite [19,20] and ship-to-ship [10] radio links. 2.2.1.4 Nakagami-m Model. The Nakagami-m PDF is in essence a central chi-square distribution given by [12, Eq. (11)]   2mm ˛2m1 m˛2 p˛ ˛ D , exp  m m 



˛½0



2.20



where m is the Nakagami-m fading parameter which ranges from 12 to 1. Figure 2.1 shows the Nakagami-m PDF for  D 1 and various values of the m parameter. Applying (2.3) shows that the SNR per symbol, , is distributed according to a gamma distribution given by p  D



  mm  m1 m  , exp  m m 



½0
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Channel Fade Amplitude α Figure 2.1. Nakagami PDF for  D 1 and various values of the fading parameter m.
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It can also be shown that the MGF is given in this case by 



1



M s D



s m



m
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and that the moments are given by [12, Eq. (65)] E[ k ] D



m C k k  mmk



2.23



which yields an AF of AFm D



1 , m



m½



1 2
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Hence, the Nakagami-m distribution spans via the m parameter the widest range of AF (from 0 to 2) among all the multipath distributions considered in this book. For instance, it includes the one-sided Gaussian distribution (m D 12 ) and the Rayleigh distribution (m D 1) as special cases. In the limit as m ! C1, the Nakagami-m fading channel converges to a nonfading AWGN channel. Furthermore, when m < 1, equating (2.14) and (2.24), we obtain a one-to-one mapping between the m parameter and the q parameter, allowing the Nakagami-m distribution to closely approximate the Nakagami-q (Hoyt) distribution, and this mapping is given by mD



1 C q2 2 , 21 C 2q4 



m1
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Similarly, when m > 1, equating (2.19) and (2.24) we obtain another one-to-one mapping between the m parameter and the n parameter (or, equivalently, the Rician K factor), allowing the Nakagami-m distribution to closely approximate the Nakagami-n (Rice) distribution, and this mapping is given by 1 C n2 2 , n½0 1 C 2n2  p m2  m p , m½1 nD m  m2  m



mD
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Finally, the Nakagami-m distribution often gives the best fit to landmobile [21–23] and indoor-mobile [24] multipath propagation, as well as scintillating ionospheric radio links [9,25–28]. 2.2.2



Log-Normal Shadowing



In terrestrial and satellite land-mobile systems, the link quality is also affected by slow variation of the mean signal level due to the shadowing from
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terrain, buildings, and trees. Communication system performance will depend on shadowing only if the radio receiver is able to average out the fast multipath fading or if an efficient microdiversity system is used to eliminate the effects of multipath. Based on empirical measurements, there is a general consensus that shadowing can be modeled by a log-normal distribution for various outdoor and indoor environments [21,29–33], in which case the path SNR per symbol  has a PDF given by the standard log-normal expression p  D p







10 log10   2 exp  2 2 2  







2.27



where  D 10/ ln 10 D 4.3429, and  (dB) and  (dB) are the mean and standard deviation of 10 log10 , respectively. The MGF associated with this slow-fading effect is given by Np p 1  Hxn exp10 2xn C/10 s M s ' p



nD1
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where xn are the zeros of the Np -order Hermite polynomial, and Hxn are the weight factors of the Np -order Hermite polynomial and are given by Table 25.10 of Ref. 50. In addition, the moments of (2.27) are given by 



k 1 E[ ] D exp  C  2 k



yielding an AF of







2 AF D exp 2



 2  k 2 



2.29







1



2.30



From (2.30) the AF associated with a log-normal PDF can be arbitrarily high. However, as noted by Charash [5, p. 29], in practical situations the standard deviation of shadow fading does not exceed 9 dB [3, p. 88]. Hence, the AF of log-normal shadowing is bounded by 73. This number exceeds the maximal AF exhibited by the various multipath PDFs studied in Section 2.2.1 by several order of magnitudes. 2.2.3



Composite Multipath/Shadowing



A composite multipath/shadowed fading environment consists of multipath fading superimposed on log-normal shadowing. In this environment the receiver does not average out the envelope fading due to multipath but rather, reacts to the instantaneous composite multipath/shadowed signal [3, Sec. 2.4.2]. This is often the scenario in congested downtown areas with slow-moving pedestrians and
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vehicles [21,34,35]. This type of composite fading is also observed in landmobile satellite systems subject to vegetative and/or urban shadowing [36–40]. There are two approaches and various combinations suggested in the literature for obtaining the composite distribution. Here, as an example, we present the composite gamma/log-normal PDF introduced by Ho and St¨uber [35]. This PDF arises in Nakagami-m shadowed environments and is obtained by averaging the gamma distributed signal power (or, equivalently, the SNR per symbol) of (2.21) over the conditional density of the log-normally distributed mean signal power (or equivalently, the average SNR per symbol) of (2.27), giving the following channel PDF:      1 m m1 m 10 log10 w  2 m   p p  D exp  dw exp  wm m w 2 2 2 w 0 2.31 For the special case where the multipath is Rayleigh distributed (m D 1), (2.31) reduces to a composite exponential/log-normal PDF which was initially proposed by Hansen and Meno [34]. The MGF is given in this case by Np p 1  Hxn 1  10 2xn C/10 s/mm M s ' p



nD1
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and the moments associated with a gamma/log-normal PDF are given by     m C k k 1 k 2 2 E[ ] D exp  C  mmk  2  k



2.33



and the resulting AF is given by AFm



 2 1Cm  D 1 exp m 2



2.34



Note that when shadowing is absent ( D 0), (2.34) reduces to (2.24), as expected. Similarly, as the fading is reduced (m ! 1), (2.34) reduces to (2.30), as expected. 2.2.4



Combined (Time-Shared) Shadowed/Unshadowed Fading



From their land-mobile satellite channel characterization experiments, Lutz et al. [39] and Barts and Stutzman [41] found that the overall fading process for land-mobile satellite systems is a convex combination of unshadowed multipath fading and a composite multipath/shadowed fading. Here, as an example, we present in more detail the Lutz et al. model [39]. When no shadowing is present,
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the fading follows a Rice (Nakagami-n) PDF. On the other hand, when shadowing is present, it is assumed that no direct LOS path exists and the received signal power (or, equivalently, SNR per bit) is assumed to be an exponential/lognormal (Hansen–Meno) PDF [34]. The combination is characterized by the shadowing time-share factor, which is denoted by A, 0  A  1; hence, the resulting combined PDF is given by      1 C KeK 1 C K K1 C K p  D 1  A exp  I0 2 u u u      1  10 log10 w  s 2 1  p CA dw exp  exp  w w 2 s 2 2  s w 0



2.35 where  u is the average SNR per symbol during the unshadowed fraction of time, and s and  s are the average and standard deviation of 10 log10  during the shadowed fraction of time, respectively. The overall average SNR per symbol, , is then given by s



s 2



 D 1  A u C A Ð 10 /10Cln 10 



/200
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Finally, the MGF can be shown to be given by   Ks u 1 C K exp M s ' 1  A 1 C K  s u 1 C K  s u Np p s 1  s C Ap Hxn 1  10 2 xn C /10 s1



nD1
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When wideband signals propagate through a frequency-selective channel, their spectrum is affected by the channel transfer function, resulting in a time dispersion of the waveform. This type of fading can be modeled as a linear filter characterized by the following complex-valued lowpass equivalent impulse response: Lp  ht D ˛l ej-l υt  l  2.38 lD1 L



L



p p , f-l glD1 , where υÐ is the Dirac delta function, l the channel index, and f˛l glD1 Lp and f l glD1 the random channel amplitudes, phases, and delays, respectively.
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In (2.38) Lp is the number of resolvable paths (the first path being the reference path whose delay 1 D 0) and is related to the ratio of the maximum delay spread to the symbol time. Under the slow-fading assumption, Lp is assumed Lp Lp Lp to be constant over a certain period of time, and f˛l glD1 , f-l glD1 , and f l glD1 are all constant over a symbol interval. If the various paths of a given impulse response are generated by different scatterers, they tend to exhibit negligible Lp correlations [33,42] and it is reasonable in that case to assume that the f˛l glD1 Lp are statistically independent RV’s. Otherwise, the f˛l glD1 have to be considered as correlated RV’s and various fading correlation models of interest will be presented in Section 9.6. Extending the flat fading notations, the fading amplitude ˛l of the lth resolved path is assumed to be a RV whose mean-square value ˛2l is denoted by l and whose PDF p˛l ˛l  can be any one of the PDFs presented above. Also as in the flat fading case, after passing through the fading channel, a wideband signal is perturbed by AWGN with a one-sided power spectral density N0 (W/Hz). The AWGN is assumed to be independent of the fading amplitudes f˛l gLlD1 . Hence the instantaneous SNR per symbol of the lth channel is given by l D ˛2l Es /N0 , and the average SNR per symbol of the lth channel is given by  l D l Es /N0 . The first arriving path in the impulse response typically exhibits a lower amount of fading than subsequent paths, since it may contain the LOS path [16,23,42] Furthermore, since the specular power component typically decreases with respect to delay, the last arriving paths exhibit higher amounts Lp are related to the channel’s power delay profile of fading [23,42]. The fl glD1 (PDP), which is also referred to as the multipath intensity profile (MIP) and which is typically a decreasing function of the delay. The PDP model can assume various forms, depending on whether the model is for indoor or outdoor environments and for each environment, the general propagation conditions. PDP’s for indoor partitioned office buildings, indoor factory buildings with heavy machinery, high-density office buildings in urban areas, low-density residential houses in suburban areas, open rural environment, hilly or mountainous regions, and maritime environment are described in Ref. 43. For example, experimental measurements indicate that the mobile radio channel is well characterized by an exponentially decaying PDP for indoor office buildings [33] and congested urban areas [29,44]: l D 1 e l / max ,



l D 1, 2, . . . , Lp



2.39



where 1 is the average fading power corresponding to the first (reference) propagation path and max is the channel maximum delay spread. In the literature the delays are often assumed to be equally spaced ( lC1  l is constant and equal to the symbol time Ts ) [1, Sec. 14-5-1; 45], and with this assumption, we get the equally spaced exponential profile given by l D 1 el1υ ,



υ ½ 0 and l D 1, 2, . . . , Lp



2.40
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where the parameter υ is the power decay factor, which reflects the rate at which the average fading power decays. Other idealized PDP profiles reported or used in the literature include the constant (flat) [46], the flat exponential [47], the double spike [46], the Gaussian [46], the power function (polynomial) [48], and other more complicated composite profiles [49].
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3 TYPES OF COMMUNICATION Digital modulation techniques are typically classified based on (1) the carrier attribute (e.g., phase, amplitude, frequency) that is being modulated, (2) the number of levels assigned to the modulated attribute, and (3) the degree to which the receiver extracts information about the unknown carrier phase in performing the data detection function (e.g., coherent, partially coherent, differentially coherent, noncoherent). Although most combinations of these classification categories are possible, some are more popular than others. In the simplest case, only a single carrier attribute is modulated, whereas a more sophisticated modulation scheme would allow for modulating more than one attribute (e.g., amplitude and phase), the latter affording additional degrees of freedom in satsifying the power and bandwidth requirements of the system. Our goal in this chapter is to review the most popular digital modulation techniques (i.e., those that are most often addressed in the literature) and discuss their transmitted signal form as well as their detection over the additive white Gaussian noise (AWGN) channel. In all cases we limit our consideration to receivers that implement the maximum a posteriori (MAP) decision rule [maximum-likelihood (ML) for equiprobable signal hypotheses] and as such are optimum from the standpoint of minimizing error probability. Emphasis is placed on those modulations that might be used in applications where the channel exhibits multipath fading.



3.1



IDEAL COHERENT DETECTION



Consider a complex sinusoidal carrier, cQ t t D Ac ej2fc tC c  , which in the simplest case is amplitude, phase, or frequency modulated by an M-level M D 2m ½ 2 digital waveform, at, t, or ft, respectively, in accordance with the digital data to be transmitted over the channel (Fig. 3.1). The corresponding j2fc tC c  Q bandpass complex transmitted signal then becomes sQ t D Ste , where Q St is the equivalent baseband complex transmitted signal and takes on the Q D Ac at, St Q D Ac ej t , and St Q D Ac ejftt , respectively. specific forms St 31
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n˜ (t ) Data Modulation



(e.g.,a(t ),e j 2πf (t), or e j q(t ))



m˜ (t )



s˜(t )



c˜t (t ) = e j (2πfct+qc) Transmitted Carrier Oscillator



r˜(t )



* x˜ (t )



Matched Filter and Decision Device



Detected Data



c˜r (t ) = e j (2πfct+qc) Received Carrier Oscillator



Figure 3.1. Generic complex form of transmitter and receiver for ideal coherent detection over the AWGN. (The asterisk on the multiplier denotes complex conjugate multiplication.)



When more than one attribute of the carrier is modulated (e.g., amplitude and phase), the transmitted signal would have the form sQt D Ac atej[2fc tC c C t] . Corresponding to any of the cases above, the total received complex signal is rQ t D ˛ch sQt C nt, Q where nt Q is a complex white bandpass Gaussian noise process with single-sided power spectral density (PSD) N0 (W/Hz) [i.e., Efnt Q nQ Ł t C g D N0 υt  ] and ˛ch is the attenuation introduced by the channel. For the case of a pure AWGN channel as considered here, ˛ch is a deterministic constant and for our purposes can be set equal to unity. For the fading channel considered later in the book, ˛ch is a complex random variable whose statistics depend on the particular type of fading (e.g., for a Rayleigh or Rician channel, ˛ch would be a complex Gaussian random variable). In the case of ideal phase coherent detection (often called simply coherent detection), the receiver reconstructs the carrier with perfect knowledge of the phase and frequency. Thus, the receiver forms the signal1 cQ r t D ej2fc tC c  D cQ t t and uses this to perform a complex conjugate demodulation of the received signal (Fig. 3.1). The output of this demodulation is then Q C ntQ xQ t D rQ tQcrŁ t D St Q crŁ t which depending on the particular form of modulation corresponding to the three simple cases above is either xQ t D Ac at C ntQ Q crŁ t, xQ t D Ac ej t C ntQ Q crŁ t, or xQ t D Ac ej[2ftt] C ntQ Q crŁ t. The optimum receiver then performs matched filtering operations on xQ t during each successive transmitted interval corresponding to the M possible transmitted information symbols in that interval and proceeds to make a decision based on the largest of the resulting M outputs. We now discuss a number of specific cases of the foregoing generic signal model along with the characteristics of the corresponding ideal coherent receiver. 1 Again since we are considering here only the pure AWGN channel with idealized demodulation, the amplitude of the carrier reference signal is deterministic and may be normalized to unity with no loss in generality. Later when considering the fading channel, we shall see that the statistics of the fading channel must be taken into account in modeling the demodulation reference signal.
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3.1.1 Multiple Amplitude-Shift-Keying or Multiple Amplitude Modulation



A multiple amplitude-shift-keyed (M-ASK) signal [more often referred to as multiple amplitude modulation (M-AM)] occurs when at takes on equiprobable symmetric2 values ˛i D 2i  1  M, i D 1, 2, . . . , M, in each symbol interval Ts which is related to the bit time Tb by Ts D Tb log2 M. As such, at is modeled as a random pulse stream, that is, at D



1 



an pt  nTs 



3.1



nD1



where an is the information (data) amplitude in the nth symbol interval nTs 



t n C 1Ts ranging over the set of M possible values ˛i as above, and pt is a unit amplitude rectangular pulse of duration Ts seconds. The signal constellation (i.e., the locus of points of the baseband complex signal in two dimensions) is a straight line along the horizontal axis with points spaced uniformly by two units. In the nth symbol interval the transmitted complex signal is sQ t D Ac an ej2fc tC c 



3.2



Note that because of the rectangular pulse shape, the complex baseband signal Q D Ac an is constant in this same interval. At the receiver, after complexSt conjugate demodulation by the ideal phase coherent reference cQ r t D ej2fc tC c  , we obtain Q 3.3 xQ t D Ac an C Nt Ł Q where Nt D ntc Q r t is a zero-mean baseband complex Gaussian process. Passing xQ t through M matched filters [integrate-and-dump (I&D) circuits for the assumed rectangular pulse shape of the modulation]3 results in the M outputs (Fig. 3.2a)
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nC1Ts



Q dt Nt



nTs



3.4 whereupon a decision corresponding to the largest RefyQ nk g D ˛k an Ac Ts C Q n g is made on the transmitted amplitude. Alternatively, the amplitude Ref˛k N scaling by the M possible levels ˛i and maximum selection can be replaced by an M-level quantizer acting on the single real decision variable (see Fig. 3.2b) yn D an Ac Ts C Nn ,



Q ng Nn D RefN



3.5



2 In our discussions of AM, we consider only the case wherein the amplitude levels are distributed symmetrically around the zero level. For a discussion of asymmetric AM, see Ref. 1. 3 As is well known, only a single matched filter is required whose output is scaled by the M possible values of ˛i .
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c~r (t ) = e j(2πfct+qc) Received Carrier Oscillator (b ) Figure 3.2. Complex forms of optimum receiver for ideal coherent detection of M-AM over the AWGN: (a) conventional maximum-likelihood form; (b) simpler decision threshold form.



3.1.2 Quadrature Amplitude-Shift-Keying or Quadrature Amplitude Modulation



A quadrature amplitude-shift-keyed (QASK) signal [more commonly referred to as quadrature amplitude modulation (QAM)] is a two-dimensional generalization of M-AM which can be viewed as a combined amplitude/phase modulation or more conveniently as a complex amplitude-modulated carrier. The signal constellation is a rectangular grid with points uniformly spaced along each axis by 2 units. Letting M still denote the number of possible transmitted waveforms,
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then in the nth symbol interval a QAM signal can be expressed as4 sQ t D Ac aIn C jaQn ej2fc tC c 



3.6



aQn range independently over the where the information amplitudes aIn and p p sets of equiprobable values ˛ D 2i  1  M, i D 1, 2, . . . , M, and ˛l D i p p 2l  1  M, l D 1, 2, . . . , M, respectively, and the I and Q subscripts denote the in-phase and quadrature channels. Here again, because of the assumed Q D Ac aIn C jaQn  is rectangular pulse shape, the complex baseband signal St constant in this same interval. At the receiver the signal is again first complexconjugate demodulated by cQ r t, which results in Q xQ t D Ac aIn C jaQn  C Nt



3.7



Performing matched filter operations on xQ t and recognizing the independence of the I and Q channels produces the decision variables (Fig. 3.3a) p yInk D RefyQ k g D ˛k aIn Ac Ts C ˛k NIn , k D 1, 2, . . . , M/2,  nC1Ts  Q Nt dt NIn D Re nTs



p yQnk D ImfyQ k g D ˛k aQn Ac Ts C ˛k NQn ,  nC1Ts  Q Nt dt NQn D Im



k D 1, 2, . . . ,



M/2, 3.8



nTs



whereupon separate decisions corresponding to the largest yInk and yQnk are made on the I and Q components of the amplitude transmitted in the zeroth signaling (symbol) interval 0 t Ts . Alternatively, the scaling by the M possible amplitude levels and maximum selection for the real and imaginary parts of the complex decision variable can be replaced by separate M-level quantizers acting on the single pair of I and Q decision variables yIn D aIn Ac Ts C NIn yQn D aQn Ac Ts C NQn



3.9



in which case the complex receiver of Fig. 3.3a can be redrawn in the I–Q form of Fig. 3.3b. 3.1.3



M-ary Phase-Shift-Keying



An M-ary phase-shift-keyed (M-PSK) signal occurs when t takes on equiprobable values ˇi D 2i  1/M, i D 1, 2, . . . , M, in each symbol interval Ts . As 4 Again, one can think of the complex carrier as being modulated now by a complex random pulse  stream, namely, aQ t D 1 nD1 aIn C jaQn pt  nTs .
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(b) Figure 3.3. Complex forms of optimum receiver for ideal coherent detection of QAM over the AWGN: (a) conventional maximum–likelihood form; (b) simpler decision threshold form.



such, t is modeled as a random pulse stream, that is,



t D



1  



n pt  nTs 



3.10



nD1



where n is the information phase in the nth symbol interval nTs t n C 1Ts ranging over the set of M possible values ˇi as above, and pt is again a unit amplitude rectangular pulse of duration Ts seconds. The signal constellation is a unit circle with points uniformly spaced by 2/M radians. Thus, the complex
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signal transmitted in the nth symbol interval is sQ t D Ac ej2fc tC c C n 



3.11



Note again that because of the assumed rectangular pulse shape, the complex Q D Ac ej n is constant in this same interval. After demodubaseband signal St lating with the complex conjugate of cQ r t at the receiver, we obtain Q xQ t D Ac ej n C Nt



3.12



Passing (3.12) through an I&D and then multiplying the output by ejˇk , k D 1, 2, . . . , M, produces the decision variables (Fig. 3.4) Q n, yQ nk D Ac Ts ej n ˇk  C ejˇk N  nC1Ts Q dt Qn D Nt N



k D 1, 2, . . . , M, 3.13



nTs



from which a decision corresponding to the largest RefyQ nk g D Ac Ts cos n  Q n g is made on the information phase transmitted in the nth ˇk  C Refejˇk N signaling interval. A popular special case of M-PSK modulation is binary PSK (BPSK), which corresponds to M D 2. Since ideally the detection of M-PSK is independent of the location of the points around the unit circle (as long as they remain uniformly spaced by 2/M radians), we can alternatively take as the possible values for n the set ˇi D 2i/M, i D 0, 1, 2, . . . , M  1, which for M D 2 become ˇi D 0, . Since ej0 D 1 and ej D 1, the transmitted signal of (3.11) can be written in the form (3.2), where, in each transmission interval (now a bit interval Tb ), an takes on the pair of equiprobable values š1. Thus, we observe that BPSK is the same as M-AM with M D 2. That is, binary amplitude and binary phase modulation are identical and are referred to as antipodal signaling. The receiver for BPSK is a special case of Fig. 3.4 which takes on the simpler form illustrated in Fig. 3.5 wherein the š1 amplitude scaling and maximum selection are replaced by a two-level quantizer (hard limiter) acting on the single real decision variable yn D an Ac Tb C Nn ,



Q ng Nn D RefN



3.14



Another special case of M-PSK which because of its throughput efficiency (bits/second per unit of bandwidth) is quite popular is QPSK, which corresponds to M D 4. Here it is conventional to assume the phase set ˇi D /4, 3/4, 5/4, 7/4. Projecting these information phases on the quadrature amplitude axes, we can equivalently write QPSK in the I–Q form of (3.6), where aIn and aQn each take on values š1.5 We thus see that QPSK can also be looked upon as a special case of QAM with M D 4, and thus the detection of an p actual projections of the unit circle on the I and Q coordinate axes are 1/ 2. However, since the carrier amplitude is arbitrary, it is convenient to rescale the carrier amplitude such that the equivalent I and Q data amplitudes take on š1 values. 5 The
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Figure 3.4. Complex form of optimum receiver for ideal coherent detection of M-PSK over the AWGN.
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information phase can be obtained by combining the detections on the I and Q components of this phase. The receiver for QPSK is illustrated in Fig. 3.6 and is a two-dimensional version of that for BPSK and a special case of that for QAM. The decision variables that are input to the hard-limiting threshold devices are  nC1Ts  Q yIn D RefyQ n g D aIn Ac Ts C NIn , NIn D Re Nt dt nTs
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Figure 3.6. Complex form of optimum receiver for ideal coherent detection of QPSK over the AWGN.



While for M-PSK with M D 2m and m arbitrary, one can also project the information phases on the I and Q coordinates and thus make decisions on each of these multilevel amplitude signals, it should be noted that these decisions are not independent, and furthermore each pair of amplitude decisions does not necessarily render one of the transmitted phases. That is, the number of possible I–Q amplitude pairs obtained from the projections of the M possible transmitted phases exceeds M. Thus, for M ½ 8 it is not practical to view M-PSK in an I–Q form. 3.1.4



Differentially Encoded M-ary Phase-Shift-Keying



In an actual coherent communication system transmitting M-PSK modulation, a means must be provided at the receiver for establishing the local demodulation carrier reference signal. This means is tradionally accomplished with the aid of a suppressed carrier tracking loop [1, Chap. 2]. Such a loop for M-PSK modulation exhibits an M-fold phase ambiguity in that it can lock with equal probability at the transmitted carrier phase plus any of the M information phase values. Hence, the carrier phase used for demodulation can take on any of these same M phase values, namely, c C ˇi D c C 2i/M, i D 0, 1, 2, . . . , M  1. Clearly, coherent detection cannot be successful unless this M-fold phase ambiguity is resolved. One means for resolving this ambiguity is to employ differential phase encoding (most often simply called differential encoding) at the transmitter and differential phase decoding (most often simply called differential decoding) at the receiver following coherent detection. That is, the information phase to be communicated is modulated on the carrier as the difference between
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Figure 3.7. Complex form of optimum receiver for ideal coherent detection of OQPSK over the AWGN.



two adjacent transmitted phases, and the receiver takes the difference of two adjacent phase decisions to arrive at the decision on the information phase.6 In mathematical terms, if  n was the information phase to be communicated in the nth transmission interval, the transmitter would first form n D n1 C  n modulo 2 (the differential encoder) and then modulate n on the carrier.7 At the receiver, successive decisions on n1 and n would be made and then differenced modulo 2 (the differential decoder) to give the decision on  n . A block diagram of such a differentially encoded M-PSK system is illustrated in Fig. 3.7. It should be clear from this diagram that since the decision on the true information phase is obtained from the difference of two adjacent phase decisions, a performance penalty is associated with the inclusion of differential encoding/decoding in the system. The quantification of this performance penalty is discussed later in the book. 3.1.4.1 p=4-QPSK. Depending on the set of M phases fˇi g used to represent the information phase  n in the nth transmission interval, the actual transmitted phase n in this same transmission interval can range either over the same set 6 We



note that this receiver (i.e., the one that makes optimum coherent decisions on two successive symbol phases and then differences these to arrive at the decision on the information phase) is suboptimum when M > 2 [3]. However, this receiver structure, which is the one classically used for coherent detection of differentially encoded M-PSK, can be arrived at by a suitable approximation of the likelihood function used to derive the true optimum receiver and at high SNR the difference between the two becomes mute. 7 Note that we have shifted our notation here insofar as the information phases are concerned so as to keep the same notation for the actual transmitted phases.
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fˇi g D fˇi g or over another phase set. If for M D 4 we choose the set ˇi D 0, /2, , 3/2 to represent the information phases, then starting with an initial transmitted phase chosen from the set /4, 3/4, 5/4, 7/4, the subsequent transmitted phases f n g will also range over the set /4, 3/4, 5/4, 7/4 in every transmission interval. This is the conventional form of differentially encoded QPSK. Now suppose instead that the set ˇi D /4, 3/4, 5/4, 7/4 is used to represent the information phases f n g. Then, starting, for example, with an initial phase chosen from the set /4, 3/4, 5/4, 7/4, the transmitted phase in the next interval will range over the set 0, /2, , 3/2. In the following interval the transmitted phase will range over the set /4, 3/4, 5/4, 7/4, and in the interval following that one the transmitted phase will once again range over the set 0, /2, , 3/2. Thus we see that for this choice of phase set corresponding to the information phases f n g, the transmitted phases f n g will alternatively range over the sets 0, /2, , 3/2 and /4, 3/4, 5/4, 7/4. Such a modulation scheme, referred to as /4-QPSK [4], has an advantage relative to conventional differentially encoded QPSK as follows. In the case of conventional differentially encoded QPSK, the maximum change in phase from transmission to transmission (which occurs when both I- and Qchannel data streams switch polarity) is  radians, which results in a complete reversal (maximum fluctuation) of the instantaneous amplitude of the transmitted waveform. In the case of /4-QPSK, the maximum change in phase from transmission to transmission is 3/4 radians, which clearly results in a smaller instantaneous amplitude fluctuation. On nonlinear transmission channels the fluctuation of the instantaneous amplitude is related to the regeneration of spectral sidelobes of the modulation after bandpass filtering and nonlinear amplification at the transmitter — the smaller the instantaneous amplitude fluctuation, the smaller the sidelobe regeneration, and vice versa. On a linear AWGN channel with ideal coherent detection, there is theoretically no advantage of /4-QPSK over conventional differentially encoded QPSK; in fact, the two have identical error probability performance. 3.1.5



Offset QPSK or Staggered QPSK



For the same reason as using /4-QPSK versus conventional differentially encoded QPSK on a nonlinear channel, another form of QPSK, namely, offset QPSK (OQPSK) [alternatively called staggered QPSK (SQPSK)] has become quite popular. OQPSK or SQPSK is a form of QPSK wherein the I and Q signals components are misaligned with respect to one another by half a symbol time (i.e., a bit time) interval. In mathematical terms, the complex carrier is amplitude modulated by aI t C jaQ t, where aI t D



1  nD1
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aQ t D
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aQn pt  nTs  Ts /2 3.16



nD1



where aIn and aQn are the I and Q data symbols for the nth transmission interval that take on equiprobable š1 values. Thus, in the nth transmission interval
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corresponding to the I channel, the transmitted signal has the complex form 



sQt D



Ac aIn C jaQ,n1 ej2fc tC c  , Ac aIn C jaQn ej2fc tC c  ,



  nTs t n C 12 Ts 3.17   n C 12 Ts t n C 1Ts .



Similarly, for the nth transmission interval corresponding to the Q channel, the transmitted signal has the complex form 



sQt D



Ac aIn C jaQn ej2fc tC c  , Ac aI,nC1 C jaQn ej2fc tC c  ,



  n C 12 Ts t n C 1Ts 3.18   n C 1Ts t n C 32 Ts .



At the receiver the signal xQ t D sQt C nt Q is complex-conjugate demodulated by cQ r t and then matched filtered producing the I and Q decision variables (Fig. 3.7) 



yIn D aIn Ac Ts C NIn ,



nC1Ts
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Q dt Nt
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yQn D aQn Ac Ts C NQn ,
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     nC 23 Ts  Q dt D Im  1  Nt  nC Ts 



3.19



2



each of which is hard-limited to produce decisions on the I and Q transmitted amplitudes. Note that independent of the time offset between the I and Q channels, the decision variables of (3.19) have statistics identical to those of conventional QPSK as given by (3.15). Thus, for ideal coherent detection, QPSK and OQPSK have identical error probability performance, as will be reiterated later in the book. Returning now to the issue of spectral sidelobe regeneration on a nonlinear channel, since the I and Q channels do not change phase at the same time instant (i.e., they are staggered by half a symbol with respect to each other), a phase change of  radians cannot occur instantaneously. Rather, if both the I and Q channels switch data polarities, the  radians that ultimately results occurs in two steps: after half a symbol the phase changes by /2 radians, and then after the next half a symbol the phase changes by another /2 radians. Thus we see that at any given time instant, the maximum change in phase that can occur is /2 radians, which results in a smaller instantaneous amplitude fluctuation than either /4-QPSK or conventional differentially encoded QPSK. In summary, on a linear AWGN channel with ideal coherent detection, all three types of differentially encoded QPSK (i.e., conventional, /4, and offset) perform identically. The differences among the three types on a linear AWGN channel occur when the carrier demodulation phase reference is not perfect (i.e., nonideal coherent detection).



IDEAL COHERENT DETECTION



3.1.6



43



M-ary Frequency-Shift-Keying



An M-ary frequency-shift-keyed (M-FSK) signal occurs when ft takes on equiprobable values (i D 2i  1  Mf/2, i D 1, 2, . . . , M, in each symbol interval Ts where the frequency spacing f is related to the frequency modulation index h by h D fTs . As such, ft is modeled as a random pulse stream, that is, ft D



1 



fn pt  nTs 



3.20



nD1



where fn is the information frequency in the nth symbol interval nTs t 



n C 1Ts ranging over the set of M possible values (i as above, and pt is again a unit amplitude rectangular pulse of duration Ts seconds. Thus the complex signal transmitted in the nth symbol interval is sQ t D Ac ej[2fc tCfn tnTs C c ]



3.21



Note here that in contrast to the amplitude- and phase-shift-keying modulations Q D Ac ejfn tnTs  is discussed previously, the complex baseband modulation St not constant over this same interval but rather has a sinusoidal variation. After demodulating with the complex conjugate of cQ r t at the receiver, we obtain Q xQ t D Ac ej2fn tnTs  C Nt



3.22



Multiplying (3.22) by the set of harmonics ej2(k tnTs  , k D 1, 2, . . . , M, and then passing each resulting signal through an I&D produces the decision variables (Fig. 3.8) 
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3.23



nTs



from which a decision corresponding to the largest RefyQ nk g is made on the information frequency transmitted in the nth signaling interval.  nC1T For orthogonal signaling wherein the cross-correlation Ref nTs s sQk tQslŁ t dtg D 0, k 6D l, the frequency spacing is chosen such that f D N/2Ts with N integer. If, for example, the transmitted frequency fn is equal to (l D 2l  1  Mf/2, then (3.23) can be expressed as yQ nk D Ac Ts ejlkN/2 



Q nk D N 0



Ts



sin[l  kN/2] Q nk , CN l  kN/2



Q C nTs  dt ej2k1MNt/2Ts Nt



k D 1, 2, . . . , M, 3.24
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Figure 3.8. Complex form of optimum receiver for ideal coherent detection of M-FSK over the AWGN.



or, taking the real part, RefyQ nk g D Ac Ts
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3.25



Thus we observe that for orthogonal M-FSK, only one decision variable has a nonzero mean: the one corresponding to the transmitted frequency. That is, RefyQ nl g D Ac Ts ,



RefyQ nk g D 0,



k 6D l



3.26



A popular special case of M-FSK modulation is binary FSK (BFSK), which corresponds to M D 2. In addition to orthogonal signaling (zero crosscorrelation), it is possible to choose the modulation index so as to achieve the minimum cross-correlation that results in the minimum error probability (see Chapter 8). Since for arbitrary f we have 
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the minimum of this cross-correlation is achieved when h D fTb D 0.715 [1], which results in a minimum normalized cross-correlation value
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sQ1 tQs2Ł t dt jQs2 tj2 dt
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2 sin 2fTb jfTb D0.715 D 0.217 '  2fTb 3
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Minimum-Shift-Keying



Consider a BFSK signal whose phase is maintained continuous from bit interval to bit interval, called continuous phase frequency-shift-keying (CPFSK) [5]. Because of this phase continuity, such a modulation has memory, and thus data bit decisions should be based on an observation longer than a single bit interval. A special case of CPFSK corresponds to a modulation index h D 12 and is referred to as minimum-shift-keying (MSK) [6,7]. For this special case, the transmitted signal in the nth bit interval takes the form sQt D Ac ej[2fc tCdn t/2Tb Cxn ] ,



nTb t n C 1Tb



3.29



where dn is the binary š1 information bit and xn is chosen to maintain the phase continuous at t D nTb . Writing (3.29) in the form that characterizes the n  1st bit interval, to maintain the phase continuous at t D nTb it is straightforward to show that, assuming an initial condition x1 D 0, the phase xn satisfies the relation n xn D xn1 C dn1  dn  3.30 2 and thus can only take on values 0,  (modulo 2). Substituting (3.30) into (3.29) and applying simple trigonometry it can be shown that MSK has an equivalent I–Q form that resembles OQPSK with, however, a pulse shape that is not rectangular. Specifically, an MSK signal has the pulse-shaped OQPSK representation sQt D Ac [aI t C jaQ t]ej2fc tC c  3.31 where aI t and aQ t are random data streams of the form in (3.16), with binary š1 data symbols (each of duration Ts D 2Tb ) aIn D cos xn ,



aQn D dn cos xn D dn aIn
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and pt is a half sinusoid of duration Ts , that is, 



pt D



cos 0,



t , Ts



Ts Ts



t



2 2 otherwise. 
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Figure 3.9. Equivalent real forms of MSK transmitters.
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Note that the pulse shape for the Q data stream is    t Ts sin , 0 t Ts D p t Ts 2 0, otherwise.
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3.34



There exists a direct relation between the binary data bits fdn g of the frequency modulation form of MSK in (3.29) and the equivalent binary data bits faIn g and faQn g of the I–Q form in (3.31). In particular, faIn g and faQn g are the odd and even bits of the differentially encoded version of fan g (Fig. 3.9). That is, if vn D dn vn1 is the differentially encoded version of dn , the equivalent I and Q data bits are given by aIn D 1nC1 v2nC1 ,



aQn D 1nC1 v2n



3.35



Thus, if the MSK modulation is implemented by continuous phase frequency modulating the carrier oscillator with the sequence fdn g and the data are to be recovered by implementing a pulse-shaped OQPSK receiver (Fig. 3.10), then following the interleaving of the I and Q decisions fOaIn g and fOaQn g, one must undo the implicit differential encoding operation at the transmitter and thus employ a differential decoder to obtain the decisions on the information bits fdn g. To get around the need for differential decoding at the receiver and the associated performance penalty (discussed in Chapter 8), one can precode the data entering the MSK modulator with a differential decoder, resulting in precoded MSK [1, Chap. 10]. The combination of differential decoder and MSK modulator is then identically equivalent to a pulse-shaped OQPSK modulator whose equivalent I and Q binary data bits faIn g and faQn g are now just the odd and even bits of fdn g itself (Fig. 3.11). That is, if prior to frequency modulating the carrier the information bits fdn g are first differentially decoded to the sequence fun g, where un D dn dn1 , the equivalent I and Q bits for the pulse-shaped OQPSK modulator would be aIn D 1nC1 d2nC1 , aQn D 1nC1 d2n 3.36 Thus, for precoded MSK, no differential decoder is needed at the receiver in order to recover the decisions on fdn g (Fig. 3.12). Since the precoder has no effect on the power spectral density of the transmitted waveform, then from a spectral point of view, MSK and pulse-shaped OQPSK are identical. Thus, from this point on, when discussing MSK modulation and demodulation, we shall assume implicitly that we are referring to precoded MSK or equivalently, pulse-shaped OQPSK.



3.2



NONIDEAL COHERENT DETECTION



In Section 3.1 we considered the ideal case of phase coherent detection wherein it was assumed that the attributes of the local carrier used to demodulate the received signal were perfectly matched to those of the transmitted carrier [i.e., cr t D ct t]. In practice, this ideal condition is never met since the local
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Figure 3.10. Complex form of optimum receiver for ideal coherent detection of MSK over the AWGN.
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Figure 3.11. Equivalent real forms of precoded MSK transmitters.



carrier must be derived from the received signal itself, which contains the random perturbations introduced by the channel (e.g., the additive noise, fading, Doppler shift, etc.). Regardless of the manner in which the receiver creates its demodulation reference, there will result a mismatch between the phase and frequency of the received carrier and that of the locally generated carrier. Ignoring any frequency mismatch, if, as before, c denotes the phase of the received carrier and O c now denotes the phase of the locally generated carrier at the receiver, the  phase error ,c D c  O c would be a random variable with a specified PDF p,c , which, in general, depends on the scheme used for extracting the phase estimate



O c . We shall have more to say about the form of this PDF momentarily. For the special case of ideal phase coherent detection treated in Section 3.1, the phase error PDF was assumed to be a delta function [i.e., p,c  D υ,c ]. When the nonideal carrier reference signal as above is used to demodulate the received signal, two possibilities exist with regard to the manner in which detection is subsequently performed. On the one hand, the detector can be designed assuming a perfect carrier reference (i.e., ideal coherent detection) with the nonideal nature of the demodulation reference accounted for in evaluating receiver performance. This is the case to which we direct our attention in this section. On the other hand, given the PDF of the phase error, p,c , the remainder (baseband portion) of the receiver can be designed to exploit this statistical information, thereby coming up with an improved detection scheme. Such a scheme, which makes use of the available statistical information on the carrier phase error to optimize the design of the detector, is referred to as partially coherent detection and is discussed in Section 3.4.
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Figure 3.12. Complex form of optimum receiver for ideal coherent detection of precoded MSK (pulse-shaped OQPSK) over the AWGN.
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Returning now to the manner in which the locally generated carrier is obtained at the receiver, the most common method for accomplishing this purpose is to employ a carrier synchronization loop 8 (e.g., a Costas loop), decision-directed loop, or form thereof [2, Chap. 2] that regenerates a carrier by continuously estimating the phase and frequency of the data-bearing received signal. Such loop structures are motivated by the MAP estimate of the carrier phase of a suppressed carrier signal and precede the data detection portion of the receiver. For a broad class of carrier reconstruction loops of the type mentioned above, the PDF of the modulo 2-reduced phase error can be modeled as a Tikhonov distribution [10] which has the generic form9 p,c  D



exp*c cos ,c  , 2I0 *c 



j,c j 



3.37



with *c called the loop SNR. Another method for producing the necessary carrier synchronization at the receiver is to transmit a separate unmodulated carrier along with the datamodulated carrier and extract it at the receiver for use as the demodulation reference. Detection schemes based on such a transmitted reference are referred to as pilot tone–aided detection techniques and have the advantage that the method of extraction [e.g., a phase-locked loop (PLL) or narrowband filter] is not encumbered by the presence of the unknown data. On the other hand, for a given amount of total power, a portion of it must be allocated to the pilot signal and thus is not available for purposes of data detection. In yet another method, a combination of the received signals in the previous intervals, the simplest case being just that from the previous interval, is used directly as the demodulation reference. Such detection schemes are based on observation of the received signal for more than a single symbol interval and are referred to as differential detection. Since these schemes in effect integrate the carrier demodulation as part of the detection operation, they are usually considered to form a class of their own, and we treat them as such in Section 3.5. In accordance with the discussion above, the mathematical model used to define the demodulation reference signal is a complex carrier with a phase equal O to the estimate of the received carrier phase [i.e., cQ r t D ej2fc tC c  ]. Thus, for any of the complex bandpass transmitted signals sQ t D Ac atej2fc tC c  , sQt D Ac ej[2fc tC c C t] , or sQ t D Ac ej[2fc CfttC c ] , the received signal after j,c Q Q complex-conjugate demodulation becomes xQ t D Ste C Nt, which takes j,c Q Q on the specific forms xQ t D Ac ate C Nt, xQ t D Ac atej[ tC,c ] C Nt, j[fttC,c ] Ł Q Q C Nt, respectively, where Nt D ntQcr t is again and xQ t D Ac ate a zero-mean baseband complex Gaussian process. Since ,c is constant over 8 Open-loop carrier synchronization techniques are also possible (see, e.g., Refs. 8 and 9), but are beyond the scope of our discussion here. 9 The modeling of the phase error PDF for a phase-locked loop (PLL) in the form of (3.37) was also arrived at independently by Viterbi [11].
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the symbol (bit) interval10 the outputs of the matched filter for each of these types of modulation are as given in Section 3.1 [e.g., (3.4), (3.13), and (3.23), multiplied by ej,c ]. As such, one can view the receiver structures for nonideal phase coherent detection as having baseband equivalents to those of ideal phase coherent detection with the addition of a phase rotation ,c . Thus, if as before yQ nk , k D 1, 2, . . . , M, denotes the set of matched filter outputs for ideal phase coherent detection of the nth symbol, the decision variables for nonideal phase coherent detection in that same interval become yQ nk ej,c , k D 1, 2, . . . , M, where ,c is distributed according to (3.37) or an appropriate variation thereof and is assumed to be independent of the yQ nk ’s. Equivalently, one can postulate a complex baseband receiver model where the kth matched filter output in the nth symbol interval is Q nk 3.38 yQ nk D sQk ej c C N which is then complex-conjugate demodulated by the complex baseband nonideal O reference cQ r D ej c . Here sQk represents the signal component of the matched filter output under ideal phase-coherent conditions [i.e., the kth matched filter response Q to the complex baseband transmitted signal St]. Another mathematical model for nonideal phase coherent detection, which is based on the complex baseband equivalent receiver above, is to treat the O randomness of the phase of the demodulation reference cQ r D ej c as an equivalent AWGN source. As such, cQ r is modeled as the sum of an ideal phase coherent reference and a Gaussian random variable, that is, p Qr 3.39 cQ r D GAr ej c C N where G is a normalized gain factor intended to reflect the SNR of the carrier synchronization technique used to produce O c in the actual physical model. Although few carrier synchronizers produce a complex Gaussian reference signal, pragmatically, the mathematical nonideal reference model described by (3.39) has been demonstrated by Fitz [9,12] to be an accurate approximation of a large class of nonlinear phase estimation techniques (including the abovementioned carrier synchronization architectures) in evaluating the average error probability performance of the system for moderate- to high-SNR applications. The advantage of the representation in (3.39) is that it affords a unified analysis akin to that suggested by Stein [13] wherein the demodulation phase reference signal and the matched filter output are both complex Gaussian processes and thus includes as a special case conventional (two-symbol observation) differential detection corresponding to G D 1 (see Section 3.5). This representation has a similar unifying advantage when evaluating the average error probability of such nonideal phase coherent systems in the presence of certain types of fading (see Chapter 8). 10 We assume here the case where the data rate is sufficiently high relative to the carrier synchronization loop bandwidth that the phase of the demodulation reference produced by this loop is essentially constant over the duration of the data symbol.
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NONCOHERENT DETECTION



In the preceding two sections it was assumed that either the carrier phase reference was provided to the receiver exactly (idealistically, by a genie), or at the very least an attempt was made to estimate it. At the other extreme, one can make the much simpler assumption that the receiver is designed not to make any attempt at estimating the carrier phase at all. Thus the local carrier used for demodulation is assumed to have an arbitrary phase which, without any loss in generality, can arbitrarily be set to zero. Detection techniques based on the absence of any knowledge of the received carrier phase are referred to as noncoherent detection techniques. In mathematical  Q D terms, the receiver observes the equivalent baseband signal Rt rQ tej2fc t D j2fc t QStej c C nte Q , where c is unknown [and thus may be assumed to be uniformly distributed in the interval , ] and attempts to make a decision Q on St. The optimum receiver under such a scenario is well known [1] to be a structure that incorporates a form of square-law detection. Specifically, in each symbol interval the receiver first complex-conjugate demodulates the received signal with the zero-phase reference signal cr t D ej2fc t , then passes the result of this demodulation through M matched filters, one each corresponding to the transmitted baseband signals. The decision variables are then formed from the magnitudes (or equivalently, the squares of these magnitudes) of the matched filter outputs and the largest one is selected (see Fig. 3.13). In mathematical terms, the decision variables (assuming square-law detection) are given by
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Q and the where SQ k t, k D 1, 2, . . . , M, is the set of possible realizations of St decision is made in favor of the largest of the znk ’s. Suppose now that the modulation was, in fact, M-PSK and one attempted to use the receiver above for detection. Since in the absence of noise the matched filter outputs in the nth symbol interval would be given by [see Eq. (3.13), now with the addition of the unknown carrier phase c ] yQ nk D Ac Ts ej n ˇk  ej c , k D 1, 2, . . . , M, the magnitudes of these outputs would all be identical and hence cannot be used for making a decision on the transmitted phase n . Stated another way, since for M-PSK the information is carried in the phase of the carrier, then since the noncoherent receiver is designed to ignore this phase, it certainly cannot be used to yield a decision on it. In summary, noncoherent detection cannot be employed with M-PSK modulation. Having ruled out M-PSK modulation (which would also rule out binary AM because of its equivalence with BPSK), the next most logical choice is M-FSK. Based on the results obtained in Section 3.1.6 for the matched filter outputs under
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Figure 3.13. Complex form of optimum receiver for noncoherent detection over the AWGN.
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ideal phase coherent conditions, we immediately write these same outputs for the noncoherent case as 
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nTs j2fc t Q where now Nt D nte Q . Taking the absolute value (or its square) of the yQ nk ’s in (3.41) in the absence of noise removes the unknown carrier phase but leaves the data information, which is now carried in the frequency fn , unaltered. Thus it is feasible to use noncoherent detection with M-FSK modulation. Note, however, that the additional use of an envelope (or square-law) detector following the matched filters in the noncoherent case will result in a performance penalty relative to the coherent case, where the decision is made based on the matched filter outputs alone (see Chapter 8).



3.4 3.4.1



PARTIALLY COHERENT DETECTION Conventional Detection: One-Symbol Observation



In Section 3.2, the assumption was made that although the true carrier demodulation was accomplished prior to data detection, the design of the detector was not in any way influenced by the randomness of the phase error statistics at the output of the demodulator (i.e., the form of the detector that is optimum for ideal phase coherent detection was still employed). When the statistics of the phase error are taken into account in the design of the detector, then based on observation of a single symbol interval, it can be shown [1,14] that the optimum detector is a linear combination of the coherent and noncoherent detectors discussed in Sections 3.1 and 3.3, respectively. In mathematical terms, the decision variables fznk g are formed from the matched filter outputs as znk D RefyQ nk g C *c N0 /22 C ImfyQ nk g2 ,
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or ignoring the term *c N0 /22 , which is common to all M znk ’s, we have the equivalent decision variables (keeping the same notation) 
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Figure 3.14. Complex form of optimum receiver for partially coherent detection over the AWGN.
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where the first term is characteristic of noncoherent detection and the second term is characteristic of coherent detection. A receiver implementation based on (3.43) is illustrated in Fig. 3.14. Note that knowledge of both *c and N0 is required to implement this receiver. Such knowledge must be obtained by measurements taken on the channel and the accuracy of this knowledge will have an impact on the ultimate performance of the receiver. Since as mentioned in Section 3.3 for M-PSK modulation the first (noncoherent) term of (3.43) does not aid in the decision-making process, it can be ignored and hence the optimum partially coherent receiver of M-PSK reduces to the coherent receiver (Fig. 3.8 with a nonideal reference signal) whose performance is determined on the basis of the decision variables in Section 3.2. Regardless of the type of modulation, for *c D 0, the receivers of Fig. 3.14 reduce to those for noncoherent detection whereas for *c D 1 they reduce to those for coherent detection.



3.4.2



Multiple Symbol Detection



Suppose now that we consider partially coherent detection of M-PSK based on an observation greater than a single symbol interval. If the phase error, ,c , between the received carrier phase and the receiver’s estimate of it is sufficiently slowly varying that it can be assumed constant over say Ns symbol intervals Ns ½ 2, then an Ns -symbol observation of the received signal now contains memory, and the receiver should be able to exploit this property in arriving at an optimum design with improved performance [1, Chap. 6; 15]. As in any optimum (ML) receiver for a modulation with memory transmitted over the AWGN, the structure should employ sequence detection [i.e., joint (rather than symbol-bysymbol) decisions should be made on groups of Ns symbols on a block-by-block basis]. Analogous to the results in Section 3.4.1, the optimum detector based on an observation of the received signal now spanning Ns symbols, is again a linear combination of coherent and noncoherent detectors in which a set of MNs decision variables is formed from the matched filter outputs to enable selection of the most likely Ns -symbol sequence of phases. In mathematical terms, the MNs symbolby-symbol matched filter outputs 
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with SQ ki t D Ac ejˇki D Ac ej2ki 1/M ,
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are summed over i in groups of size Ns and then used to produce the MNs decision variables
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Figure 3.15. Complex form of optimum receiver for multiple symbol partially coherent detection over the AWGN.
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The notation ki in (3.44), (3.45), and (3.46) is used to indicate the fact that for each value of the transmission interval index i in the range 0 to Ns  1, the transmitted signal index k can range over the set 1, 2, . . . , M. Also, the boldface subscript k on the variable zn denotes the vector k1 , k2 , . . . , kNs 1 . Finally, a decision is made on the transmitted phase sequence in the observation interval in accordance with the largest of the znk ’s. Clearly, for Ns D 1, (3.46) reduces to (3.43). Note that for Ns > 1, the first (noncoherent) term in (3.46) in the absence of noise is not identical for all phase sequences and thus contributes to the decision-making process. This term does, however, have an associated phase ambiguity in that multiplication of each term in the sum by ej a where a is an arbitrary fixed phase, does not change the value of the term. Hence, based on the first term alone (i.e., for *c D 0), the decision on the transmitted phase sequence would be ambiguous by a radians, where a could certainly assume the value of one of the transmitted information phases. The second term in (3.46) does not have such an associated phase ambiguity, and thus for *c 6D 0 the decision rule would be unique. To guarantee a unique decision rule for the *c D 0 case, one can employ differential phase encoding of the information phase symbols as discussed in Section 3.1.4. The specific details of how such differential encoding provides for a unique decision rule in this special case is discussed in Section 3.5 in connection with differential detection of M-PSK with multiple symbol observation. Figure 3.15 is an illustration of a partially coherent receiver for M-PSK based on the decision statistics of (3.46). The performance of this receiver is presented in Chapter 8.



3.5 3.5.1



DIFFERENTIALLY COHERENT DETECTION M-ary Differential Phase Shift Keying



Suppose once again that one does not specifically attempt to reconstruct a local carrier at the receiver from an estimate of the received carrier phase. We saw in Section 3.3 that for an observation interval corresponding to a single transmitted symbol, the optimum noncoherent receiver could not be used to detect M-PSK modulation. Instead let us now reconsider the noncoherent detection problem assuming an observation interval greater than one symbol in duration.
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This problem is akin to the partially coherent detection problem considered in the preceding section except that the memory that is introduced into the modulation now comes directly from the received carrier phase c (assumed to be constant over, say, Ns symbols) rather than the phase error ,c that results from its attempted estimation. As such, the maximum-likelihood solution to the problem would involve averaging the conditional likelihood function based on an Ns -symbol observation over a uniformly distributed phase (i.e., c ) rather than a Tikhonov-distributed phase (i.e., ,c ). Receivers designed according to the foregoing principles are referred to as differential detectors and clearly represent an extension of noncoherent reception to the case of multiple symbol observation. The term differential came about primarily due to the fact that in the conventional technique, a two-symbol observation is used Ns D 2 and thus, as we shall see, the decision is made based on the difference between two successive matched filter outputs. However, Divsalar and Simon [16] showed that by using an observation greater than two symbols in duration, one could obtain a receiver structure that provided further improvement in performance in the limit as Ns ! 1, approaching that of differentially encoded M-PSK (see Section 3.1.4). Practically speaking, it is only necessary to have Ns on the order of 3 to achieve most of the performance gain. With a little bit of thought, it should also be clear that the Tikhonov PDF of (3.37) with *, D 0 becomes a uniform PDF, and thus from the above-mentioned analogy, the solution to the multiplesymbol (including Ns D 2) differential detection problem can be obtained directly as a special case of the results obtained for the multiple-symbol partially coherent detection problem. 3.5.1.1 Conventional Detection: Two-Symbol Observation. We begin our discussion of differential detection of M-PSK by considering the conventional case of a two-symbol observation. Based on the discussion above, the decision variables can be obtained from the first term of (3.46) with Ns D 2. Substituting (3.44) together with (3.45) in this term gives 
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where ˇk0 represents the assumed value for the information phase 0 transmitted in the nth symbol interval and ˇk1 represents the assumed value for the information phase 1 transmitted in the (n  1)st symbol interval. As mentioned above, multiplying each of the two matched filter outputs in (3.47) by ej a with



a arbitrary does not change the decision variables. To resolve this phase ambiguity we employ differential phase encoding at the transmitter as discussed in Section 3.1.4. In particular, the transmitted information phases, now denoted
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by f n g, are first converted (differentially encoded) to the set of phases f n g in accordance with the relation
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where ˇk0 and ˇk1 in (3.47) now represent the assumed values for the differentially encoded phases in the nth and (n  1)st symbol intervals, respectively. Note that for n and n1 to both range over the set ˇk D 2k  1/M, k D 1, 2, . . . , M, we must now restrict the information phase  n to range over the set ˇk D 2k/M, k D 0, 1, 2, . . . , M  1. If we now choose the arbitrary phase equal to the negative of the information phase in the (n  1)st interval (i.e., a D ˇk0 ), then multiplying each matched output term in (3.47) by ej a D ejˇk0 , we can rewrite (3.47) as [ignoring the Ac /N0 2 scaling term]   znk D    D 
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Choosing the largest of the znk ’s in (3.49) then directly gives an unambiguous decision on the information phase  n . Expanding the squared magnitude in (3.49) as    
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and noting that the first two terms of (3.50) are independent of the decision index k, an equivalent decision rule is to choose the largest of 
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Figure 3.16. Complex form of optimum receiver for conventional (two-symbol observation) differentially coherent detection of M-PSK over the AWGN.
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Figure 3.17. Complex form of optimum receiver for conventional (two-symbol observation) differentially coherent detection of DPSK over the AWGN.



A receiver that implements this decision rule is illustrated in Fig. 3.16 and is the optimum receiver under the constraint of a two-symbol observation. For binary DPSK, the decision rule simplifies to 
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and is implemented by the receiver illustrated in Fig. 3.17. Note that the structure of the receiver in Fig. 3.16 and its special case in Fig. 3.17 is such that the previous matched filter output acts as the effective baseband demodulation reference for the current matched filter output. In this context the differentially coherent receiver behaves like the nonideal coherent receiver discussed in Section 3.2 with a reference signal as in (3.39) having a gain G D 1 and an additive noise independent of that associated with the received signal. 3.5.1.2 Multiple-Symbol Detection. Analogous to what was true for partially coherent detection, the performance of the differentially coherent detection system can be improved by optimally designing the receiver based on an observation of the received signal for more than two symbol intervals [16]. The appropriate decision variables are now obtained from the first term of (3.46) with Ns > 2. Once again using differential phase encoding to resolve the phase ambiguity inherent in this term — in particular, setting the arbitrary phase



a D  nNs C1 and using the differential encoding algorithm of (3.48) — we obtain analogous to (3.49) the decision variables
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Figure 3.18. Complex form of optimum receiver for three-symbol differentially coherent detection of M-PSK over the AWGN.
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from which a decision on the information sequence  nNs C2 ,  nNs C3 , . . . ,  n1 ,  n is made corresponding to the largest of the znk ’s. Note that an Ns symbol observation results in a simultaneous decision on Ns  1 information phase symbols. The squared magnitude in (3.53) can be expanded analogous to (3.50) to simplify the decision rule. For example, for Ns D 3 the decision rule is to choose the pair of information phases  n1 ,  n corresponding to the maximum over k1 and k2 of   nC1Ts Ł  nTs  Q dt Q dt Rt Rt znk D Re ejˇk1 nTs
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A receiver that implements this decision rule is illustrated in Fig. 3.18. We conclude this section by mentioning that although it appears that the complexity of the receiver implementation grows exponentially with the observation block size Ns [1, Sec. 7.2.3], Mackenthun [17] has developed algorithms for implementing multiple symbol differential detection of M-PSK that considerably reduce this complexity, thus making it a feasible alternative to coherent detection of differentially encoded M-PSK. These algorithms and their complexity in terms of the number of operations per Ns -symbol block being processed are also discussed in Ref. 1. 3.5.2



p/4-Differential QPSK



The /4-QPSK introduced in Section 3.1.4.1 in combination with coherent detection as a means of reducing the regeneration of spectral sidelobes in bandpass filtered/nonlinear systems can also be used for the same purpose when combined with differential detection. The resulting scheme, called /4-differential QPSK (/4-DQPSK), behaves quite similar to ordinary differential detection of QPSK as discussed in Section 3.5.1, with the following exception. Since the set of phases fˇk g used to represent the information phases f n g is now ˇk D 2k  1/4, k D 1, 2, 3, 4, this set must be used in place of the set ˇk D k/4, k D 0, 1, 2, 3, in the phase comparison portion of Fig. 3.16. REFERENCES 1. M. K. Simon, S. M. Hinedi, and W. C. Lindsey, Digital Communication Techniques: Signal Design and Detection. Upper Saddle River, NJ: Prentice Hall, 1995.
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4 ALTERNATIVE REPRESENTATIONS OF CLASSICAL FUNCTIONS



Having characterized and classified the various types of fading channels and modulation/detection combinations that can be communicated over these channels, the next logical consideration is evaluation of the average error probability performance of the receivers of such signals. Before moving on in the next part of the book to a description of these receivers and the details of their performance on the generalized fading channel, we divert our attention to developing a set of mathematical tools that will unify and greatly simplify these evaluations. The key to such a unified approach is the development of alternative representations of two classical mathematical functions (i.e., the Gaussian Q-function and the Marcum Q-function) that characterize the error probability performance of digital signals communicated over the AWGN channel in a form that is analytically more desirable for the fading channel. The specific nature and properties of this desired form will become clear shortly. For the moment, suffice it to say that the canonical forms of the Gaussian and Marcum Q-functions that have been around for many decades and to this day still dominate the literature dealing with error performance evaluation have an intrinsic value in their own right with respect to their relation to well-known probability distributions. What we aim to show, however, is that aside from this intrinsic value, these canonical forms suffer a major disadvantage in situations where the argument(s) of the functions depend on random parameters that require further statistical averaging. Such is the case when evaluating average error probability on the fading channel as well as on many other channels with random disturbances. Herein lies the most significant value of the alternative representations of these functions: namely, their ability to enable simple and in many cases closed-form evaluation of such statistical averages.
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4.1 4.1.1



ALTERNATIVE REPRESENTATIONS OF CLASSICAL FUNCTIONS



GAUSSIAN Q-FUNCTION One-Dimensional Case



The one-dimensional Gaussian Q-function (often referred to as the Gaussian probability integral), Qx, is defined as the complement (with respect to unity) of the cumulative distribution function (CDF) corresponding to the normalized (zero mean, unit variance) Gaussian random variable (RV) X. The canonical representation of this function is in the form of a semi-infinite integral of the corresponding probability density function (PDF), namely, 



Qx D x



1



 2 1 y p exp  dy 2 2



4.1



In principle, the representation of (4.1) suffers from two disadvantages. From a computational standpoint, this relation requires truncation of the upper infinite limit when using numerical integral evaluation or algorithmic techniques. More important, however, the presence of the argument of the function as the lower limit of the integral poses analytical difficulties when this argument depends on other random parameters that ultimately require statistical averaging over their probability distributions. For the pure AWGN channel, only the first of the two disadvantages comes into play which ordinarily poses little difficulty and therefore accounts for the popularity of this form of the Gaussian Q-function in the performance evaluation literature. However, for channels perturbed by other disturbances, in particular the fading channel, the second disadvantage plays an important role since, as we shall see later, the argument of the Qfunction depends, among other parameters, on the random fading amplitudes of the various received signal components. Thus, to evaluate the average error probability in the presence of fading, one must average the Q-function over the fading amplitude distributions. It is primarily this second disadvantage, namely, the inability to average analytically over one or more random variables when they appear in the lower limit of an integral, that serves as the primary motivation for seeking alternative representations of this and similar functions. Clearly, then, what would be more desirable in such evaluations would be to have a form for Qx wherein the argument of the function is in neither the upper nor the lower limit of the integral and furthermore, appears in the integrand as the argument of an elementary function (e.g., an exponential). Still more desirable would be a form wherein the argument-independent limits are finite. In what follows, any function that has the two properties above will be said to be in the desired form. A number of years ago, Craig [1] cleverly showed that evaluation of the average probability of error for the two-dimensional AWGN channel could be considerably simplified by choosing the origin of coordinates for each decision region as that defined by the signal vector as opposed to using a fixed coordinate system origin for all decision regions derived from the received vector. This shift in vector space coordinate systems allowed the integrand of the two-dimensional integral describing the conditional (on the transmitted signal) probability of error
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to be independent of the transmitted signal. A by-product of Craig’s work was a definite integral form for the Gaussian Q-function, which was in the desired form.1 In particular, Qx of (4.1) could also now be defined (but only for x ½ 0) by Qx D



1 



 0



/2



 exp 



x2 2 sin2 







d



4.2



The form in (4.2) is not readily obtainable by a change of variables directly in (4.1). However, by first extending (4.1) to two dimensions (x and y) where one of the dimensions (y) is integrated over the half plane, a change of variables from rectangular to polar coordinates readily produces (4.2). Furthermore, (4.2) can be obtained directly by a straightforward change of variables of a standard known integral involving Qx, in particular [5, Eq. (3.363.2)]. Both of these techniques for arriving at (4.2) are described in Appendix 4A. Yet another derivation of (4.2) is given in Ref. 6 and is based on the fact that since the product of two independent random variables, one of which is a Rayleigh and the other a sinusoidal random process with random phase, is a Gaussian random variable, determining the CDF of this product variable is equivalent to evaluating the Gaussian Q-function. Based on our previous discussion, it is clear that Qx of (4.2) is in the desired form, that is, in addition to the advantage of having finite integration limits independent of the argument of the function, x, it has the further advantage that the integrand now has a Gaussian form with respect to x! We shall see in Chapter 5 that this exponential dependence of the integrand on the argument of the Q-function will play a very important role in simplifying the evaluation of performance results for coherent communication over generalized fading channels. Before exploiting this property of (4.2) in great detail, however, we wish to give further insight into the alternative definition of the Gaussian Q-function with regard to how it relates to the well-known Chernoff bound. Note that the maximum of the integrand in (4.2) occurs when  D /2 [i.e., the integrand achieves its maximum value, namely, expx 2 /2, at the upper limit]. Thus, replacing the integrand by its maximum value, we immediately get the well-known upper bound on Qx, namely, Qx  12 expx 2 /2, which is the Chernoff bound. As we shall see on many occasions later in the book, the advantage of this observation is that the form of Qx in (4.2) allows manipulations akin to those afforded by the Chernoff bound but without the necessity of invoking a bound! In principle, one simply operates on the integrand in the same fashion as if the Q-function had been replaced by the Chernoff bound, and then at the end performs a single integration over the variable . For 1 This



form of the Gaussian Q-function was earlier implied in the work of Pawula et al. [2] and Weinstein [3]. The earliest reference to this form of the Gaussian Q-function found by the authors appeared in a classified report (which has since become unclassified) by Nuttall [4]. The relation given there is actually for p the complementary error function, which is related to the Gaussian Q-function by erfcx D 2Q 2x.
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example, many problems dealing with sequence detection whose error probability performance was heretofore characterized by a combined union–Chernoff bound can now be described by just a union bound, thereby improving its tightness. This behavior is discussed in more detail in Chapter 12. 4.1.2



Two-Dimensional Case



The normalized two-dimensional Gaussian probability integral is defined by Qx1 , y1 ;  D
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Rewriting (4.3) as 
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2 1  2    1 1 x C x1 2 C y C y1 2  2 x C x1 y C y1  ð exp  dx dy 21  2  0 0 4.4 we see that we can interpret this double integral as the probability that a signal vector s D x1 , y1  received in correlated unit variance Gaussian noise falls in the upper right quadrant of the x, y plane. Defining 
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then using the geometry of Fig. 4.1, it is straightforward to show that Qx1 , y1 ;  can be expressed as 1 Qx1 , y1 ;  D 2
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which using (4.6) simplifies still further to 1 Qx1 , y1 ;  D 2 C
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Ne j Θ= (x+x1)+j (y+y1) (x+x1)2+(y+y1)2−2r(x+x1)(y+y1) =N 2(1−rsin 2Θ) p q= −Θ 2 fs ≤ Θ≤



p  p  0 ≤ q ≤ −fs 2  2 



y



N



fs cos Θ S cos −x1



R x fs Θ



S



−y1



Ne j q= (x+x1)+j (y+y1) (x+x1)2+(y+y1)2−2r(x+x1)(y+y1) =N 2(1−rsin 2q) y 0 ≤ q ≤ fs



−x1



x



fs



R



S q



cos fs



S



−y1



N



cos q



Figure 4.1. Geometry for (4.6).



For the special case of D 0, (4.7) simplifies to Qx1 , y1 ; 0 D Qx1 Qy1  



  /2tan1 y1 /x1 x12 1 exp  d D 2 0 2 sin2  



  tan1 y1 /x1 1 y12 C exp  d 2 0 2 sin2 



4.8



In addition, when x1 D y1 D x, we have 1 Qx, x; 0 D Q x D 
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which is a single-integral form for the square of the Gaussian Q-function.2 The form of the result in (4.9) can also be obtained directly from (4.1) by squaring the latter, rewriting it as a double integral of a two-dimensional Gaussian PDF, and then converting from rectangular to polar coordinates (see Appendix 4A). Comparing (4.9) with (4.2), we see that to compute the square of the onedimensional Gaussian probability integral, one integrates the same integrand but only over the first half of the domain.



4.2



MARCUM Q-FUNCTION



Motivated by the form of the alternative Gaussian Q-function in (4.2), one questions whether a similar form is possible for the generalized Marcum Qfunction [8], which as we shall see in later chapters is common in performance results for communication problems dealing with partially coherent, differentially coherent, and noncoherent detection. We now present the steps leading up to this desirable form and then show how it offers the same advantages as the alternative representation of the Gaussian Q-function. For simplicity of the presentation, we shall first demonstrate the approach for the first-order m D 1 Marcum Qfunction and then generalize to the mth-order function, where in general m can be noninteger as well as integer. The derivations and specific forms that will be derived can be found in Ref. 9, with similar derivations and forms found in Ref. 10.



4.2.1



First-Order Marcum Q-Function p The first-order Marcum Q-function, Q1 s, y, is defined as the complement (with respect to unity) of the CDF corresponding to the normalized noncentral chi square random variable, Y D 2kD1 X2k , whose canonical representation is in the form of a semi-infinite integral of the corresponding probability density function (PDF), namely,3
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where s2 is referred to as the noncentrality parameter. Also, for simplicity p of notation, we shall replace the arguments s and y in (4.10) by ˛ and ˇ, 2 This



result can also be obtained from Lebedev [7, Chap 2, Prob. 6] after making the change of variables  D /2  tan1 t. 3 It is common in the literature to omit the “1” subscript on the Marcum Q-function when referring to the first-order function. For the purpose of clarity and distinction from the generalized (mth-order) Marcum Q-function to be introduced shortly, we shall maintain the subscript notation.
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respectively, in which case (4.10) is rewritten in the more common form4 
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Q1 ˛, ˇ D ˇ
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Using integration by parts, it has also been shown [12,13] that the first-order Marcum Q-function has the series form   1   ˛2 C ˇ2 ˛ k Ik ˛ˇ Q1 ˛, ˇ D exp  2 ˇ kD0   1 ˇ2  k Ik ˇ2  D exp  1 C  2  2 kD0



4.12







where  D ˛/ˇ. The reason for introducing the parameter  to represent the ratio of the arguments of the Marcum Q-function is in the same sense that the definition in (4.10) has one argument that represents the true argument of the function (i.e., p y), whereas the second argument (i.e., s) is a parameter. More insight into the significance of  in the digital communications application and its dependence on the modulation/detection form is given in Chapter 5. Suffice it to say at the moment that in terms of the analogy with Craig’s result, we are attempting to express the Marcum Q-function as an integral with finite limits and an integrand that is a Gaussian function of ˇ. 4 It



is interesting to note that the complement (with respect to unity) of the first-order Marcum Qfunction can be looked upon as a special case of the incomplete Toronto function [11, pp. 227–228], which finds its roots in the radar literature and is defined by
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In particular, we have
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Furthermore, as ˇ ! 1, Q1 ˛, ˇ can be related to the Gaussian Q-function as follows. Using the asymptotic (for large argument) form of the zero-order modified Bessel function of the first kind, we get [4, Eq. (A-27)]  x 2 C ˛2 exp˛x p dx x exp  Q1 ˛, ˇ ' 2 2˛x ˇ     1 x  ˛2 ˇ 1 ˇ p Qˇ  ˛ exp  dx D ' ˛ 2 ˇ 2 ˛ 
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The modified Bessel function of kth order can be expressed as the integral [5, Eqs. (8.406.3) and (8.411.1)] 1 Ik z D 2











jej k ez sin  d
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p where j D 1 and it is clear that the imaginary part of the right-hand side of (4.13) must be equal to zero [since Ik z is a real function of the real argument z]. Although (4.13) is not restricted to values of  less than unity, to arrive at the alternative representation of the Marcum Q-function it will be convenient to make this assumption. (Shortly we shall give an alternative series form from which an alternative representation can be derived for the case where the ratio ˛/ˇ is greater than unity.) Thus, assuming in (4.13) that 0   < 1, after substitution in (4.12) we obtain 
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Simplifying the complex factor of the integrand as 1 1 1 C sin   j cos  D D j 1 C je  1 C sin  C j cos  1 C  sin 2 C  cos 2 D



1 C sin   j cos  1 C 2 sin  C  2



4.15



and recognizing again that the imaginary part of (4.15) must result in a zero integral [since Q1 ˛, ˇ is real], substituting (4.15) into (4.14) gives the final result   1 1 C  sin  Q1 ˛, ˇ D Q1 ˇ, ˇ D 2  1 C 2 sin  C  2   ˇ2 2 ð exp  1 C 2 sin  C   d, ˇ > ˛ ½ 0 0   < 1 2 4.16 which is in the desired form of a single integral with finite limits and an integrand that is bounded and well behaved over the interval      and is Gaussian in the argument ˇ. We observe from (4.16) that  is restricted to be less than unity (i.e., ˛ 6D ˇ). The reason for this stems from the closed form used for the geometric series in (4.14), which, strictly speaking, is valid only when  < 1. This special case, which has limited interest in communication performance applications, has been
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evaluated [14, Eq. (A-3-2)] and has the closed-form result Q1 ˛, ˛ D



1 C exp˛2 I0 ˛2  2



4.17



For the case ˛ > ˇ ½ 0, the appropriate series form is [12,13]5   1   ˛2 C ˇ2 ˇ k Q1 ˛, ˇ D 1  exp  Ik ˛ˇ 2 ˛ kD1 
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whereupon an analogous development to that leading up to (4.16) would yield the result6   1  2 C  sin  Q1 ˛, ˇ D Q1 ˛, ˛ D 1 C 2  1 C 2 sin  C  2   ˛2 2 ð exp  1 C 2 sin  C   d, ˛ > ˇ ½ 0 0   < 1 2 4.19  where now  D ˇ/˛ < 1. Once again the expression in (4.19) is a single integral with finite limits and an integrand that is bounded and well behaved over the interval      and is Gaussian in one of the arguments, in this case, ˛. Aside from its analytical desirability in the applications discussed in later chapters, the form of (4.16) and (4.19) is also computationally desirable relative to other methods suggested previously by Parl [16] and Cantrell and Ojha [17] for numerical evaluation of the Marcum Q-function. The results in (4.16) and (4.19) can be put in a form with a more reduced integration interval. In particular, using the symmetry properties of the trigonometric functions over the intervals , 0 and 0, , we obtain the alternative forms  1  1 š  cos  Q1 ˛, ˇ D Q1 ˇ, ˇ D  0 1 š 2 cos  C  2   ˇ2 ð exp  1 š 2 cos  C  2  d, ˇ > ˛ ½ 0 0   < 1 2 4.20 5 We note that (4.18) is valid even if ˛ < ˇ, but for our purpose the series form given in (4.12) is more convenient for this case. 6 At first glance it might appear from (4.19) that the Marcum Q-function can exceed unity. However, the integral in (4.19) is always less than or equal to zero. It should also be noted that the results in (4.16) and (4.19) can also be obtained from the work of Pawula [15] dealing with the relation between the Rice Ie-function and the Marcum Q-function. In particular, equating Eqs. (2a) and (2c) of Ref. 15 and using the integral representation of the zero-order Bessel function obtained from (4.13) with k D 0 in the latter of the two equations, one can, with an appropriate change of variables, arrive at (4.16) and (4.19).
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and 



 2 š  cos  2 0 1 š 2 cos  C    ˛2 2 ð exp  1 š 2 cos  C   d, ˛ > ˇ ½ 0 0   < 1 2 4.21 Since, as we shall soon see, for the generalized (mth-order) Marcum Q-function the reduced integration interval form is considerably more complex than the form between symmetrical ,  limits, we shall tend to use (4.16) and (4.19) when dealing with the applications. As a simple check on the validity of (4.16) and (4.19), we examine the limiting cases Q1 0, ˇ and Q1 ˛, 0. Letting  D 0 in (4.16), we immediately have the well-known result   ˇ2 Q1 0, ˇ D exp  4.22 2 Q1 ˛, ˇ D Q1 ˛, ˛ D 1 C
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Similarly, letting  D 0 in (4.19) gives Q1 ˛, 0 D 1
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Simple upper and lower bounds on Q1 ˛, ˇ can be obtained in the same manner that the Chernoff bound on the Gaussian Q-function was obtained from (4.2). In particular, for ˇ > ˛ ½ 0, we observe that the maximum and minimum of the integrand in (4.16) occurs for  D /2 and  D /2, respectively. Thus, replacing the integrand by its maximum and minimum values leads to the upper and lower “Chernoff-type” bounds     1 ˇ2 1 C 2 1 ˇ2 1  2 exp  exp   Q1 ˇ, ˇ  1C 2 1 2
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or equivalently,     ˇ C ˛2 ˇ ˇ  ˛2 ˇ  Q1 ˛, ˇ  exp  exp  ˇC˛ 2 ˇ˛ 2
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which, in view of (4.22), are asymptotically tight as ˛ ! 0. For ˛ > ˇ ½ 0, the integrand in (4.19) has a minimum at  D /2 and a maximum at  D /2. Since the maximum of the integrand, [/1 C ] exp[˛2 1 C 2 /2], is always positive, the upper bound obtained by replacing the integrand by this value would exceed unity and hence be useless. On the other hand, the minimum of the integrand, [/1  ] exp[˛2 1  2 /2] is always
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negative. Hence a lower Chernoff-type bound on Q1 ˛, ˇ is given by7    ˛2 1  2 1  Q1 ˛, ˛ 4.25a exp  1 2 or equivalently,   ˛  ˇ2 ˛  Q1 ˛, ˇ exp  1 ˛ˇ 2



4.25b



Another alternative and in some sense simpler form of the first-order Marcum Q-function was recently disclosed in Ref. 18. This form dispenses with the trigonometric factor that precedes the exponential in the integrands of (4.16) and (4.19) in favor of the sum of two purely exponential integrands each still having the desired dependence on ˇ or ˛ as appropriate. In particular, with a change in notation suitable to that used previously in this chapter, the results obtained in Ref. 18 can be expressed as follows:     1 ˇ2 exp  1 C 2 sin  C  2  Q1 ˛, ˇ D Q1 ˇ, ˇ D 4  2    ˇ2 1   2 2 C exp  d, ˇ ½ ˛ ½ 0 0    1 2 1 C 2 sin  C  2 4.26     2 1 ˛ Q1 ˛, ˇ D Q1 ˛, ˛ D 1 C exp  1 C 2 sin  C  2  4  2   2  2 2 ˛ 1     exp  d, ˛ ½ ˇ ½ 0 0    1 2 1 C 2 sin  C  2 4.27 or equivalently, in the reduced forms analogous to (4.20) and (4.21):     1 ˇ2 2 exp  1 š 2 cos  C   Q1 ˛, ˇ D Q1 ˇ, ˇ D 2 0 2    ˇ2 1   2 2 C exp  d, ˇ ½ ˛ ½ 0 0    1 2 1 š 2 cos  C  2 4.28     2 1 ˛ exp  1 š 2 cos  C  2  Q1 ˛, ˇ D Q1 ˛, ˛ D 1 C 2 0 2   2  2 2 ˛ 1     exp  d, ˛ ½ ˇ ½ 0 0    1 2 1 š 2 cos  C  2 4.29 7 Clearly, since Q ˛, ˇ can never be negative, the lower bound of (4.25a) or (4.25b) is only useful 1 for values of the arguments that result in a nonnegative value.
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Since the first exponential integrand in each of (4.26) through (4.29) is identical to the exponential integrand in the corresponding equations (4.16), (4.19), (4.20), and (4.21), we can look upon the second exponential in the integrands of the former group of equations as compensating for the lack of the trigonometric multiplying factor in the integrands of the latter equation group. The forms of the Marcum Q-function in (4.26) and (4.27) [or (4.28) and (4.29)] immediately allow obtaining tighter upper and lower bounds of this function than those in (4.24) and (4.25). In particular, once again recognizing that for ˇ > ˛ ½ 0 the maximum and minimum of the first exponential integrand in (4.26) occurs for  D /2 and  D /2, respectively, and vice versa for the second exponential integrand, we immediately obtain8     ˇ2 1 C 2 ˇ2 1  2 exp   Q1 ˇ, ˇ  exp  2 2



4.30a



or equivalently,     ˇ C ˛2 ˇ  ˛2 exp   Q1 ˛, ˇ  exp  2 2



4.30b



Making a similar recognition in (4.27), then for ˛ > ˇ ½ 0 we obtain the lower bound 1



1 2







    ˛2 1  2 ˛2 1 C 2 exp   exp   Q1 ˛, ˛ 2 2



4.31a



or equivalently,9 1



1 2







    ˛  ˇ2 ˛ C ˇ2 exp   exp   Q1 ˛, ˇ 2 2



4.31b



8 It has been pointed out to the authors by W. F. McGee of Ottawa, Canada that the same tighter bounds can be obtained from (4.16) by upper and lower bounding only the exponential factor in the integrand (thus making it independent of the integration variable ) and then recognizing that the integral of the remaining factor of the integrand can be obtained in closed form and evaluates to unity. We point out to the reader that this procedure of only upper and lower bounding the exponential is valid when the remaining factor is positive over the entire domain of the integral as is the case in (4.16). 9 Note that the upper bound in this case would become



1 Q1 ˛, ˇ  1 C 2







  ˛  ˇ2 ˛ C ˇ2 exp   exp  2 2



which exceeds unity and is thus not useful.
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We note that the bounds in (4.31a) and (4.31b) cannot be obtained directly from (4.19) by lower bounding the exponential in the integrand since the factor that precedes it is not positive over the entire domain of the integral. We also note that although tighter bounds on the first-order Marcum Q-function have recently been obtained by Chiani [19], they are not in the desired form and thus are not helpful in applying the MGF-based approach to upper bound the average BEP performance of noncoherent and differentially coherent communication systems perturbed by slow fading. Before concluding this section, we alert the reader to the inclusion of the endpoint ˛ D ˇ  D 1 in the alternative representations of (4.26) through (4.29), all of which yield the value of Q1 ˛, ˛ in (4.17). This is in contrast to the alternative representation pairs (4.16), (4.19) or (4.20), (4.21), which yield different limits as ˛ approaches ˇ ( approaches 1) from the left and right, respectively. The reason for these different left and right limits [the arithmetic average of which does in fact produce the result in (4.17)] is again tied to the fact that these representations rely on the convergence of a geometric series which, strictly speaking, is not convergent at the point  D 1. On the other hand, the derivation of the representations in (4.26) through (4.29) is based on a different approach [18] and as such are continuous across the point  D 1. Thus, even in the neighborhood of  D 1, one would anticipate better behavior from these representations. 4.2.2



Generalized (mth-Order) Marcum Q-Function



The generalized Marcum Q-function is defined analogous to (4.10) by  2   1 1 x C s2 p Qm s, y D m1 p x m exp  Im1 sx dx s 2 y



4.32



or, equivalently,10 10 The



complement of the generalized Marcum Q-function can also be viewed as a special case of the incomplete Toronto function. In particular,   ˛ Tˇ/p2 2m  1, m  1, p D 1  Qm ˛, ˇ 2 Furthermore, as ˇ ! 1, Qm ˛, ˇ can be related to the Gaussian Q-function in the same manner as was done for the first-order Marcum Q-function. Specifically, since the asymptotic (for large argument) form of the kth-order modified Bessel function of the first kind is independent of the order, then 



  1  m1 x 2 C ˛2 exp˛x x p dx x exp  Qm ˛, ˇ ' ˛ 2 2˛x ˇ   m1/2  1 x  ˛2 ˇ 1 p exp  dx ' ˛ 2 2 ˇ D



 m1/2 ˇ Qˇ  ˛ ˛
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Qm ˛, ˇ D



1 ˛m1







1







x 2 C ˛2 x exp  2 m



ˇ







Im1 ˛x dx



4.33



where for m integer, the canonical form in (4.32) has the significance of being the complement (with respect to unity) of the CDF corresponding to the 2 normalized noncentral chi-square random variable, Y D mC1 kD1 Xk . It would be desirable to obtain integral forms analogous to (4.16) and (4.19) to represent the generalized Marcum Q-function regardless of whether m is integer or noninteger. Unfortunately, this has been shown to be possible only for the case of m integer, at least in the sense of an exact representation [9,10]. As we shall see from the derivation of these forms, however, the ones derived for m integer are also applicable in an approximate sense to the case of m noninteger in certain regions of the function’s arguments. Thus, we begin by proceeding with an approach analogous to that taken in arriving at (4.16) and (4.19) without restricting m to be integer, applying this restriction only when it becomes necessary. The details are as follows. Applying integration by parts to (4.33) with u D x m1 Im1 ˛x and dv D x exp[x 2 C ˛2 /2] dx and using the Bessel function recursion relation Im1 x  ImC1 x D 2m/xIm x [20, Eq. (9.6.26)], it is straightforward to show that the generalized Marcum Q-function satisfies the recursion relation Qm ˛, ˇ D



 m1   ˛2 C ˇ2 ˇ exp  Im1 ˛ˇ C Qm1 ˛, ˇ ˛ 2



4.34



Recognizing that regardless of the values of ˛ and ˇ, Q1 ˛, ˇ D 0 and Q1 ˛, ˇ D 1, then iterating (4.34) in both the forward and backward directions gives the series forms



and



  1   ˛2 C ˇ2 ˛ r Qm ˛, ˇ D exp  Ir ˛ˇ 2 ˇ rD1m



4.35



  1   ˛2 C ˇ2 ˇ r Ir ˛ˇ Qm ˛, ˇ D 1  exp  2 ˛ rDm



4.36



Note that when m is integer, the values of the summation index r are also integer, and since in this case Ir x D Ir x, we can rewrite (4.35) as   1   ˛2 C ˇ2 ˛ r Qm ˛, ˇ D exp  Ir ˛ˇ 2 ˇ rD1m



4.37



Equations (4.36) and (4.37) are the series forms of the generalized Marcum Qfunction that are found in the literature and apply when m is integer. When m is noninteger, the values of the summation index r are also noninteger, and since in this case Ir x 6D Ir x, then (4.37) is no longer valid; instead one must use



MARCUM Q-FUNCTION



83



(4.35). Note that (4.36) is valid for m integer or m noninteger and together with (4.37) reduce to (4.18) and (4.12), respectively, for m D 1. Although the discussion above appears to make a mute point, it is important in the approach taken in Ref. 9 since certain trigonometric manipulations applied there when deriving the alternative representation of the Marcum Q-function from the series representation hold only for m integer. Despite this fact, however, if the Ir x   function could still be represented exactly by the integral Ir x D 1/2  jej r ex sin  d [which is the same as (4.13) with r substituted for k], then even though the summation indices in (4.36) and (4.37) are noninteger, adjacent values are separated by unity and the same geometric series manipulations could be performed as were done previously for the first-order Marcum Q-function. Unfortunately, however, the integral representation of Ir x above is approximately valid only when its argument x is large irrespective of the value of r, and thus the steps that follow and the results that ensue are only approximate when m, the order of the Marcum Q-function, is noninteger. In what follows, however, we shall proceed as though this integral representation is exact (which it is for r integer, or equivalently, m integer) with the understanding that the final integral representations obtained for the mth-order Marcum Q-function will be exact for m integer and approximate (for large values of the argument ˇ or ˛ as appropriate) for m noninteger. As discussed previously with regard to the application of the alternative representation, it is convenient to introduce the parameter  < 1 to represent the ratio of the smaller to the larger of the two variables of the Marcum Q-function. We can therefore rewrite (4.35) and (4.36) as   1 ˇ2 Qm ˇ, ˇ D exp  1 C  2   r Ir ˇ2 , 2 rD1m 



 1 ˛2 2  r Ir ˛2 , Qm ˛, ˛ D 1  exp  1 C   2 rDm







0C   D ˛/ˇ < 1 4.38 



0   D ˇ/˛ < 1



4.39



Letting N < m < N C 1 (i.e., N is the largest integer less than or equal to m), substituting the integral form of the modified Bessel function in (4.38) gives 



   1 ˇ2 1 2 2 Qm ˇ, ˇ D exp  1 C    r jej r eˇ  sin  d 2 2  rD1m      Nm



ˇ2 1 2 D exp  1 C   ejC/2 r 2 2  rD1m 1



2 jC/2 r C e  eˇ  sin  d 4.40 rDNmC1
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Recognizing as mentioned above that the sums in (4.40) are still geometric series despite the fact that the summation index r does not take on integer values, we obtain   ˇ2 1 2 Qm ˇ, ˇ D exp  1 C   2 2   1   N ejNC/2  m1 ejm1C/2 ð 1  ejC/2  1 2 NC1m jNC1mC/2 C e eˇ  sin  d 4.41 1  ejC/2 Since Qm ˛, ˇ is a real function of its arguments, then taking the real part of the right hand side of (4.41) and simplifying results in the desired expression 







 m1 fcos[m  1 C /2]   cos[m C /2]g 1 C 2 sin  C  2    ˇ2 2 ð exp  1 C 2 sin  C   d, 0C   D ˛/ˇ < 1 4.42 2



1 Qm ˇ, ˇ D 2



Note that the limit of Qm ˇ, ˇ as  ! 0 is difficult to evaluate directly from the form in (4.42), which explains the restriction on its region of validity. However, this limit can be evaluated starting with the integral form of (4.33) and using the small argument form of the modified Bessel function, that is, I' z '



z/2' ' C 1



4.43



When this is done, the following results: Qm 0, ˇ D



m, ˇ2 /2 m



4.44



where ˛, x is the complementary Gauss incomplete gamma function [5, Eq. (8.350.2)]. Using a particular integral representation of ˛, x [21, Eq. (11.10)], then after some changes of variables, Qm 0, ˇ can be put in the desired form, ˇ2m Qm 0, ˇ D m1 2 m



 0



/2



  ˇ2 cos  exp  d sin 1C2m 2 sin2 



4.45



For m integer, the gamma function can be evaluated in closed form [5, Eq. (8.352.2)] and (4.44) reduces to
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Qm 0, ˇ D



  ˇ2 ˇ2 /2n exp  2 n! nD0



m1 



4.46



which is a special case of another form of the Marcum Q-function proposed by Dillard [22], namely,     nCm1 ˛2 ˛2 /2n ˇ2 ˇ2 /2k Qm ˛, ˇ D exp  exp  2 n! 2 k! nD0 kD0 1 



4.47



In a similar fashion, substituting the integral form of the modified Bessel function in (4.39) gives     1 ˛2 1 2 2  r jej r eˇ  sin  d Qm ˛, ˛ D 1  exp  1 C   2 2  rDm     1 ˇ2 1 2 2 D 1  exp  1 C   ejC/2 r eˇ  sin  d 2 2  rDm



4.48 where upon recognizing the sum as a geometric series, we get   ˛2 1 Qm ˛, ˛ D 1  exp  1 C  2  2 2    1 2  mC1 ejmC1C/2 eˇ  sin  d ð jC/2 1  e 



4.49



Finally, taking the real part of the right-hand side of (4.49) and simplifying gives the complementary expression to (4.42), namely,   m 1  fcos[m C /2]   cos[m  1 C /2]g 2  1 C 2 sin  C  2   ˛2 ð exp  1 C 2 sin  C  2  d, 0   D ˇ/˛ < 1 4.50 2



Qm ˛, ˛ D 1 



For m integer, (4.42) and (4.50) simplify slightly to 



1m1/2  m1 [cosm  1 C  sin m] 1 C 2 sin  C  2    ˇ2 2 ð exp  1 C 2 sin  C   d, 0C <  D ˛/ˇ < 1, 2



1 Qm ˇ, ˇ D 2







m odd 4.51
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1m/2  m1 [sinm  1   cos m] 1 C 2 sin  C  2   2  ˇ 2 ð exp  1 C 2 sin  C   d, 0C <  D ˛/ˇ < 1, m even 2   1 1m1/2  m [sin m C  cosm  1] Qm ˛, ˛ D 1 C 2  1 C 2 sin  C  2   ˛2 2 ð exp  1 C 2 sin  C   d, 0   D ˇ/˛ < 1, m odd 2 4.52   1 1m/2  m [cos m   sinm  1] Qm ˛, ˛ D 2  1 C 2 sin  C  2   ˛2 2 ð exp  1 C 2 sin  C   d, 0   D ˇ/˛ < 1, m even 2 1 Qm ˇ, ˇ D 2







which are the forms reported by Simon [9, Eqs. (8) and (10)]. Finally, the limit of (4.50) as  ! 0 is easily seen to be Qm ˛, 0 D 1, which is in agreement with the similar result in (4.23) for the first-order Marcum Q-function. As before, we observe from (4.42) and (4.50) that  is restricted to be less than unity (i.e., ˛ 6D ˇ) for the reason mentioned previously relative to the alternative representations of the first-order Marcum Q-function. For m integer, this special case has the closed-form result [10]  m1 1 I0 ˛2  2 2 C Qm ˛, ˛ D C exp˛  Ik ˛  4.53 2 2 kD1 For m noninteger, the authors have been unable to arrive at an approximate closed-form result. Finally, we note that the approach taken in Ref. 18 for arriving at the alternative forms for the first-order Marcum Q-function given in (4.26) through (4.29) unfortunately does not produce an equivalent simplification in the case of the mth-order Marcum Q-function. Similarily, upper and lower bounds on the mth-order Marcum Q-function are not readily obtainable by upper and lower bounding the exponential in the integrands of (4.42) and (4.50) since the first factor of these integrands is not positive over the domain of the integral. Thus, throughout the remainder of the book, unless the forms in (4.26) through (4.29) produce a specific analytical advantage, we shall tend to use the alternative forms of the first-order Marcum Q-function function given in (4.16) and (4.19) because of their synergy with the equivalent forms in (4.42) and (4.50) for the mth-order Marcum Q-function. Despite the fact that upper and lower bounds on the mth-order Marcum Qfunction are not readily obtainable from (4.42) and (4.50), it is nevertheless possible [23] for m integer to obtain such bounds by using the upper and lower bounds on the first-order Marcum Q-function given in (4.30a) and (4.30b)
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together with the recursive relation of (4.34).11 In particular, (4.34) can first be rewritten as   m1   ˛2 C ˇ2 ˇ n Qm ˛, ˇ D exp  In ˛ˇ C Q1 ˛, ˇ 2 ˛ nD1



Now expressing In z in its integral form analogous to (4.13), that is,  1  z cos  e cos n d In z D  0



4.54



4.55



and recognizing that the exponential part of the integrand has maximum and minimum values of ez and ez , respectively, then because of the n-fold periodicity of cos n and the equally spaced (by /n) regions where cos n is alternately positive and negative within the interval 0    , we can upper bound In z by12     3/2n  2/n n z 1 /2n z 1 z1 In z  e cos n d C e cos n d C e cos n d 2  0  /2n  3/2n D



ez  ez , 



z½0



4.56



which is independent of n for n ½ 1. This allows the series in (4.54) to be summed as a geometric series that has a closed-form result. Finally, using (4.56) in (4.54) together with the upper bound on Q1 ˛, ˇ for 0C   D ˛/ˇ < 1 as given by (4.30b), we obtain after some manipulation      ˇ  ˛2 1 ˇ  ˛2 Qm ˛, ˇ  exp  C exp  2  2   2   m1  ˇ C ˛ ˇ 1  ˛/ˇm1  exp  4.57a 2 ˛ 1  ˛/ˇ or equivalently,      ˇ2 1  2 1 ˇ2 1  2 C exp  Qm ˇ, ˇ  exp  2  2     ˇ2 1 C 2 1 1   m1  exp  2  m1 1 11 We



4.57b



emphasize that we are again looking for simple (exponential-type) bounds recognizing that although these may not be the tightest bounds achievable over all ranges of their arguments, relative to others previously reported in the literature [23], they are particularly useful in the context of evaluating error probability performance over fading channels. 12 Note that (4.56) is valid for n odd as well as n even.
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The first term of (4.57a) or (4.57b) represents the upper bound on the first-order Marcum Q-function, and thus, as would be expected, for m D 1 the remaining terms in these equations evaluate to zero. To obtain the lower bound on Qm ˛, ˇ for 0C   D ˛/ˇ < 1, we can again use the lower bound on Q1 ˛, ˇ as given by (4.30b) in (4.54); however, the procedure used to obtain the upper bound on In z that led to (4.56) would now yield the lower bound ez  ez In z ½ 4.58  which for z ½ 0 is always less than or equal to zero and therefore not useful relative to the simpler lower bound In z ½ 0, n ½ 1. Thus, to get a useful lower bound on In z, we must employ an alternative form of its integral definition, namely [20, Eq. (9.6.18)] z/2n  In z D p   n C 12











ez cos  sin2n  d



4.59



0



Once again replacing the exponential factor of the integrand by its minimum value, ez , we obtain the lower bound In z ½ p



z/2n   ez  n C 12











sin2n  d



4.60



0



which using [5, Eqs. (3.621.3) and (8.339.2)] yields In z ½



zn z e 2n!!



4.61



Finally, substituting (4.61) in (4.54) and using the lower bound on Q1 ˛, ˇ as given by (4.30b) results after some simplification in   m1 ˇ C ˛2 ˇ2 /2n exp   Qm ˛, ˇ, 2 n! nD0



0˛ ˛ is asymptotically tight, whereas for the same region, the lower bound as given by (4.62) is quite loose and gets looser as ˛/ˇ increases. Fortunately (we shall see why in later chapters), the reverse is true for the lower bound of (4.64a), corresponding to the region ˛ > ˇ (i.e., it is always extremely tight). In the case of (4.64a), the lower bound was examined both with and without the additional term involving the summation, the latter being equivalent to (4.31b). Over the range of values considered, the numerical results that take into account the presence of the extra series term are indistinguishable (when plotted) from those without it. Hence we can conclude that this series term can be dropped without losing tightness on the overall result. This observation will be important in the application discussions that follow in later chapters. 13 It is to be noted that whereas these upper and lower bounds of Ref. 24 are of interest on their own, their regions of validity do not share a common boundary in the ˛ versus ˇ plane, thus prohibiting their use in evaluating upper bounds on expressions containing the difference of two Marcum Qfunctions with reversed arguments [i.e., Qm ˛, ˇ  Qm ˇ, ˛]. We shall see later in the book that expressions of this type are characteristic of many types of error probability evaluations over fading channels, and thus upper bounding such error probabilities requires an upper bound on the first Q-function and a lower bound on the second, with a boundary between their regions of validity given by ˛ D ˇ. The bounds presented in this chapter clearly satisfy this requirement, and thus with regard to the primary subject matter of this book, they are the only bounds of interest.
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Exponential Bounds on the First Order Marcum Q −function
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b Exponential Bounds on the Fourth Order Marcum Q −function
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Figure 4.2. Plots of Q1 1, ˇ, Q2 1, ˇ, Q4 1, ˇ, and their bounds versus ˇ: , Exact; Ł, upper bound (4.57a); ð, Chernoff upper bound from Ref. 23; , Chernoff lower bound from Ref. 23; 4, lower bound of (4.62).



4.3



OTHER FUNCTIONS



Before going on to discuss how these alternative representations of the Gaussian and Marcum Q-functions allow for unification and simplification of the evaluation of average error probability performance of digital communication
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Figure 4.3. Plots of Q1 5, ˇ, Q2 5, ˇ, Q4 5, ˇ, and their bounds versus ˇ. , Exact; Ł, upper bound of (4.57a); ð, Chernoff upper bound from Ref. 23; , Chernoff lower bound from Ref. 23; 4, lower bound of (4.62).



over generalized fading channels, we consider alternative representations of yet two other functions that can be derived from the results above and are also of interest in characterizing this performance. One function that occurs in the error probability analysis of conventional noncoherent communication systems and also in certain differentially and
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Exponential Bounds on the First Order Marcum Q −function
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Figure 4.4. Plots of Q1 10, ˇ, Q2 10, ˇ, Q4 10, ˇ, and their bounds versus ˇ. , Exact; Ł, upper bound of (4.57a); ð, Chernoff upper bound from Ref. 23; , Chernoff lower bound from Ref. 23; 4 lower bound of (4.62). Note that the lower bound given by (4.62) and the Chernoff upper bound from Ref. 23 (m D 4) are out of the range of the plot.
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partially coherent communication systems is exp[˛2 C ˇ2 /2]I0 ˛ˇ, where typically, ˇ > ˛ ½ 0. Once again defining  D ˛/ˇ < 1 and using (4.12), we get a form analogous to (4.16), namely,       ˛2 C ˇ2 1 ˇ2 I0 ˛ˇ D exp  1 C 2 sin  C  2  d exp  2 2  2



4.65



A second function that is particularly useful in simplifying the error probability analysis of conventional differentially coherent communication modulations (i.e., M-DPSK) transmitted on the AWGN and fading channels and again has the desirable properties of finite integration limits and a Gaussian integrand was developed by Pawula et al. [2] in the general context of studying the distribution of the phase between two random vectors. In particular, for the M-DPSK application, consider the geometry of Fig. 4.5, where s1 D Aej1 and s2 D Aej2 represent the signal vectors transmitted in successive symbol intervals and V1 D R1 ej1 and V2 D R2 ej2 are the corresponding noisy observations. The components of the zero-mean Gaussian noise vectors that produce V1 from s1 and V2 from s2 each have variance , 2 and are uncorrelated. Denoting the angle between the signal vectors by  D 2  1  modulo 2 and the corresponding angle between the noisy observation vectors by D 2  1  modulo 2, Pawula et al. [2] defined the function  sin   /2 1 F  D 4 1  cos   cos t /2   A2 4.66 ð exp  2 [1  cos   cos t] dt 2, which like a probability distribution function is monotonically increasing in the interval     except for a jump discontinuity at D , where
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Figure 4.5. Geometry for angle between vectors perturbed by Gaussian noise.
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F   FC  D 1. For evaluating the symbol error probability of M-DPSK conditioned on a fixed amplitude A, the special case of  D 0 is of interest since the symmetry of the problem allows one arbitrarily to assume transmission of a zero information phase (i.e., successive transmission of two identical signal vectors). For this case, (4.66) simplifies to    /2 sin A2 1 F  D  exp  2 1  cos cos t dt 4.67 4 /2 1  cos cos t 2, Once again notice the similarity in form of (4.66) and (4.67) with the representations of the Gaussian and Marcum Q-functions in (4.2) and (4.16), respectively. Using the approach taken in Ref. 18 to arrive at the alternative forms of the first-order Marcum Q-function in (4.26) through (4.29), a somewhat simpler form of (4.67) can be obtained as 



   1 A2 sin2 F  D  exp  2 dt 4.68 4   2, 1 C cos cos t Here the trigonometric factor in the integrand of (4.67) is replaced by a different integrand for the exponential as well as integration limits that depend on the argument of the function.
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In this appendix we present two proofs of the alternative form of the Gaussian Q-function given in Eq. (4.2). (A third proof can be obtained by applying the asymptotic relation between the Marcum and Gaussian Q-functions as given in footnote 4 of this chapter to the closed form of the integral in Nuttall [4, Eq. (74)] in the limit as b approaches unity.) Consider the integral in Gradshteyn and Ryzhik [5, Eq. (3.363.2)], namely,  u



1



 e0x p p dx D p erfc u0 u x xu



4A.1
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Multiplying both sides of (4A.1) by 12 e0u and then letting u D y 2 gives 1 2







2



 0y 2 e0x e0y p  e dx D erfcy 0 2 2y x xy



1



y2



4A.2



Now let u D x  y 2 in (4A.2). Then 1 2







1 0



 0y 2 e0u p p du D e erfcy 0 u C y 2  u 2y



4A.3



p Next, let u D t2 , and du D 2t dt D 2 u dt. Thus (4A.3) becomes 



2



 0y 2 e0t p dt D erfcy 0 e t2 C y 2 2y



1 0



4A.4



This intermediate form of the desired result appears as Eq. (3.466.1) in Ref. 5 and also as Eq. (7.4.11) in Ref. 19. In addition, Pawula et al. [2, Eq. (34)] used it to derive their expression [2, Eq. (71)] for the average symbol error probability of M-PSK. The reason for mentioning this here is that Pawula et al. point out clearly that for M D 2, [2, Eq. (71)] reduces to the well-known result for binary PSK, which is expressed strictly in terms of the Gaussian Q-function. Since for M D 2, [2, Eq. (71)] becomes the representation of Craig [1, Eq. (9)], as given here in (4.2), it is worthy of note that as early as 1982, Pawula recognized the existence of this alternative representation. We now proceed with the final steps to arrive at (4.2). Let y D 1 and 0 D z2 in (4A.4), which results in 2 







1



0
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2



ez t C1 dt D erfcz t2 C 1



4A.5



Finally, let sin2  D t2 C 11 , cos2  D t2 t2 C 11 , and dt D t2 C 1 d, in which case (4A.5) becomes the desired result 2 







/2



0







z2 exp  2 sin 







d D erfcz



4A.6



p or equivalently, letting z D x/ 2, 1 



 0



/2



 exp 



x2 2 sin2 







d D Qx



4A.7
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Another neat method of arriving at (4.2) is to start by extending the definition in (4.1) (with some name changes in the variables) to two dimensions, namely, 



D1



    1  2 y2 x 1 1 p exp  p exp  dy dx Qz D 2 2 2 2 2 0 z  2    x C y2 1 1 1 exp  dy dx D  z 2 0 



1



4A.8



Now make the change of variables from rectangular to polar coordinates, that is, x D r cos  y D r sin  dx dy D r dr d Thus



 2 r r exp  dr d 2 0 z/ cos     1 /2 z2 D exp  d  0 2 cos2 



Qz D



1 







/2







4A.9



1



4A.10



Finally, letting x D z and  D /2  , we obtain (4.2). The advantage of this proof over the former is that it can readily be extended to arrive at (4.9) for Q2 z as follows. Once again, start by extending the definition to two dimensions, namely,  2  1  2  1 y x 1 1 2 p exp  p exp  Q z D dy dx 2 2 2 2 z z  2   1 1 x C y2 1 exp  dy dx 4A.11 D 2 z 2 z Making the same change of variables as in (4A.9) and dividing the rectangular region of integration into two triangular parts gives  2  2  /4 1  /2 1 1 r 1 r 2 Q z D r exp  dr d C r exp  dr d 2 0 2 2 /4 z/ cos  2 z/ sin     /4   /2  1 z2 1 z2 D exp  d C exp  d 4A.12 2 0 2 /4 2 cos2  2 sin2  Letting x D z and also  D /2   in the second integral, then combining the two terms, we obtain (4.9).
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5 USEFUL EXPRESSIONS FOR EVALUATING AVERAGE ERROR PROBABILITY PERFORMANCE As alluded to in Chapter 4, the alternative representations of the Gaussian and Marcum Q-functions in the desired form are the key mathematical tools in unifying evaluation of the average error probability performance of digital communication systems over the generalized fading channel. Before going on to present the specific details of such performances in the remaining parts of the book, we digress in this chapter to derive a set of expressions which can be looked upon as additional mathematical tools that will prove to be particularly useful in carrying out these evaluations. Each of these expressions will consist of an integral of the product of the Gaussian or Marcum Q-function and an instantaneous SNR per bit PDF that is characteristic of the fading channels discussed in Chapter 2 and will be specified either in closed form, as a single integral with finite limits and an integrand composed of elementary (e.g., trigonometric and exponential) functions, or as a single integral with finite limits and an integrand consisting of a Gauss–Hermite quadrature integral [1, Eq. (25.4.46)]. Since, as we shall see later, a great deal of commonality exists among the performances of various modulation/detection schemes over a given channel type, it will be convenient to have these expressions at one’s disposal rather than have to rederive them in each instance. It is for this reason that we have elected to include a mathematical chapter of this type prior to discussing the practical applications of such tools.



5.1



INTEGRALS INVOLVING THE GAUSSIAN Q-FUNCTION



When characterizing the performance of coherent digital communications, the generic form of the expression for the error probability involves the Gaussian Q-function (and occasionally, the square of the Gaussian Q-function) with an argument proportional to the square root of the instantaneous SNR of the 99
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received signal. In the case of communication over a slow-fading channel, the instantaneous SNR per bit, , is a time-invariant random variable with a PDF, p , defined by the type of fading discussed in Chapter 2. To compute the average error probability1 one must evaluate an integral whose integrand consists of the product of the above-mentioned Gaussian Q-function and fading PDF, that is,2  1 p ID Qa p  d 5.1 0



where a is a constant that depends on the specific modulation/detection combination. If one were to use the classical definition of the Gaussian Q-function of (4.1) in (5.1) then, in general, evaluation of (5.1) is difficult because of the p presence of  in the lower limit of the Gaussian Q-function integral. If, instead, we were to use the desired form of the Gaussian Q-function of (4.2) in (5.1), the result would be    1  /2 a2  1 ID exp  d p  d



0 2 sin2 0  1     1 /2 a2  D exp  p  d d 5.2 



0 2 sin2 0 where the inner integral (in brackets) is in the form of a Laplace transform with respect to the variable . Since the moment generating function (MGF)3 of  [i.e.,  1 M s D 0 es p  d] is the Laplace transform of p  with the exponent 1 In



this chapter we do not distinguish between bit and character (symbol) error probability. is the simplest form of integral required to evaluate average error probability performance and is characteristic of single-channel reception, which we discuss in great detail in Chapter 8. More complicated (e.g., multidimensional) forms of integrals are required to evaluate the performance of multichannel reception (see Chapter 9). However, in a large majority of cases, the new representation of the Gaussian Q-function allows these to be partitioned into a product of single-dimensional integrals of the type in (5.1). Thus it is sufficient at this point to consider only integrals of this type. 3 For a real nonnegative continuous random variable X, most textbooks dealing with probability  define the moment generating function by MX t D EfetX g D 01 etx pX x dx, where t is a real variable. Based on this definition the nth moment of X would then be obtained from 2 This



  dn  M t X  dtn tD0



EfXn g D



Since our interest is primarily in the transform property of the moment generating function rather than on its ability to generate the moments of the random variable, for convenience of notation we replace the real variable t with  the complex variable s, in which case the Laplace transform of the PDF is given by MX s D 01 esx pX x dx. Also, if s is purely imaginary (i.e., s D jω) one obtains the characteristic function, namely,  X ω



1



D EfejωX g D 0



ejωx pX x dx D MX jω
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reversed in sign, (5.2) can be rewritten as ID



1 



 



/2



 M 



0



a2 2 sin2 







d 



5.3



Since tables of Laplace transforms are readily available, the desired form of the Gaussian Q-function therefore allows evaluation of I in the simplest possible way, in most cases resulting in a single integral on (when the Laplace transform is available in closed form). In the remainder of this section, we evaluate I of (5.3) for the variety of fading channel PDF’s derived in Chapter 2. 5.1.1



Rayleigh Fading Channel



The simplest fading channel from the standpoint of analytical characterization is the Rayleigh channel, whose instantaneous SNR per bit PDF is given by [see (2.7)]   1  p  D exp  ,  ½0 5.4   where  is the average SNR per bit. The Laplace transform of the Rayleigh PDF can be evaluated in closed form with the result [2, Eq. (17)] M s D



1 , 1 C s



s>0



5.5



Substituting (5.5) into (5.3) gives 1  I D Ir a,  D 



5.1.2



 0 



/2 



a2  1C 2 sin2 



1



  



1 a2 /2  d D 1 2 1 C a2 /2



5.6



Nakagami-q (Hoyt) Fading Channel



For the Nakagami-q (Hoyt) distribution with instantaneous SNR per bit PDF given by [see (2.11)] p  D



    1 C q2 1 C q2 2  1  q4  I , exp  0 2q 4q2  4q2 



½0



5.7



with Laplace transform [2, Eq. (109)] 



4q2 s2  2 M s D 1 C 2s C 1 C q2 2



1/2



,



s>0



5.8
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the integral in (5.3) evaluates to 1 I D Iq a, q,  D 







5.1.3



 0 



/2 



a2 q 2 a2  2 1C  C sin2 1 C q2 2 sin4 



1/2



d 



5.9



Nakagami-n (Rice) Fading Channel



For the Nakagami-n (Rice) distribution with instantaneous SNR per bit PDF given by [see (2.16)]  



   2 2 1 C n2 en 1 C n2  1 C n  , p  D I0 2n ½0 exp     5.10 with Laplace transform4   1 C n2 n2 s M s D , exp  1 C n2 C s 1 C n2 C s



s>0



5.11



the integral in (5.3) evaluates to 



I D In a, n,     1 /2 1 C n2  sin2 n2 a2 /2 exp D  d ,



0 1 C n2  sin2 C a2 /2 1 C n2  sin2 C a2 /2 s>0



5.12



To obtain the desired result for the Rician fading channel, we merely substitute n2 D K in (5.12), which results in 



I D In a, K,     1 /2 Ka2 /2 1 C K sin2 exp  D d ,



0 1 C K sin2 C a2 /2 1 C K sin2 C a2 /2 s>0 5.1.4



5.13



Nakagami-m Fading Channel



For the Nakagami-m distribution with instantaneous SNR per bit PDF given by [see (2.21)]   mm  m1 m exp  p  D m , ½0 5.14  m  4 This particular Laplace transform is not tabulated directly in Ref. 2 but can be evaluated from a definite integral in the same reference, in particular, Eq. (6.631.4).
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with Laplace transform [2, Eq. (3)]   s m , M s D 1 C m



s>0



5.15



the integral in (5.3) evaluates to 1 I D Im a, m,  D 







 0 



/2



 1C



a2  2m sin2 



m



d 



5.16



which can be evaluated in closed form using the definite integral derived in Appendix 5A, namely,5 1 



 



/2 0



 1C



c sin2 



m



d 







   m1    2k   1  !c k  1 c   2  D 1  ! c , !c ,   k  2 4 1 C c  kD0     m integer 5.17a D    p     1   m C 12 1 1 c   ,  p 2 F1 1, m C ; m C 1;   2 1 C cmC1/2 m C 1 2 1Cc     m noninteger 5.17b



where 2 F1 Ð, Ð; Ð; Ð is the Gauss hypergeometric function [1, Eq. (15.1.1)]. Thus, using (5.17) in (5.16) gives Im a, m,    2  m1   k    1 a   2k 1  !2 a2 /2m   1! ,    2 2m kD0 k 4        2  



  a   a2 /2 D , m integer 5.18a ! D 2m m C a2 /2             m C 12  1 a2 /2m 1 m  p  , 2 F1 1, m C ; m C 1;   2 m C a2 /2  2 1 C a2 /2mmC1/2 m C 1    m noninteger 5.18b Note that for m D 1, (5.18a) reduces to the result for the Rayleigh case as given by (5.6). 5 This



definite integral appears not to be available in standard integral tables such as Ref. 2.
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5.1.5 Log-Normal Shadowing Channel For the log-normal shadowing distribution with instantaneous SNR per bit PDF given by [see (2.25)]   10/ ln 10 10 log10   !2 p  D p , ½0 exp  2% 2 2 % 2 



!in dB D 10 log10  %in dB D logarithmic standard deviation of shadowing



5.19



the Laplace transform cannot be obtained in closed form. Instead, we substitute (5.19) into (5.2) p directly and then make a change of variables, namely, x D 10 log10   !/ 2%, which results in 



I D Iln a, !, %       1 p a2 1 /2 1 x 2%C!/10 x2 p Ð 10 exp  e dx d D



0



1 2 sin2 



5.20



The inner integral can be efficiently computed using a Gauss–Hermite quadrature integration [1, Eq. (25.4.46)], that is,    1 p 1 a2 2 x 2%C!/10 p exp  ex dx Ð 10 2



1 2 sin   n p a2 1  xi 2%C!/10 Ð 10 wi exp  5.21 Dp



iD1 2 sin2 where fxi g, i D 1, 2, . . . , n, are the zeros of the nth-order Hermite polynomial Hen x and fwi g, i D 1, 2, . . . , n, are weight factors tabulated in Table 25.10 of Ref. 1 for values of n from 2 to 20. Since the xi ’s and wi ’s are independent of , substituting (5.21) in (5.20) and making use of the desired form of the Gaussian Q-function as given in (4.2), we get n p    1  Iln a, !, % D p wi Q a 10xi 2%C!/10



iD1



5.22



where the value of n is chosen depending on the desired degree of accuracy. 5.1.6 Composite Log-Normal Shadowing/Nakagami-m Fading Channel The class of composite shadowing–fading channels is discussed in Section 2.2.3. A popular example of this class that is characteristic of congested downtown areas with a large number of slow-moving pedestrians and vehicles is the composite log-normal shadowing/Nakagami-m fading channel. For this channel, p  is obtained by averaging the instantaneous Nakagami-m fading average power
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(treated now as a random variable) over the conditional PDF of the log-normal shadowing, which from (5.14) and (5.19) results in the composite gamma/lognormal PDF  1 m m1  m  m   exp p  D )m m ) 0    10 log10 )  !2 10/ ln 10 ð p d), ½0 5.23 exp  2% 2 2 % 2 ) Since the Laplace transform of the Nakagami-m fading portion of (5.23) is known in closed form [see (5.15)], the Laplace transform of the composite PDF in (5.23) can be obtained as the single integral 1







s) 1C m



M s D 0







ð



m



  10 log10 )  !2 10/ ln 10 p d), exp  2% 2 2 % 2 )



s>0



5.24



Substituting (5.24) into p (5.2) and then making a change of variables, namely, x D 10 log10 )  !/ 2%, results in 



I D Ig/ln a, !, %, m



 m   1 p 1 /2 1 a2 2 p D 10x 2%C!/10 1C ex dx d 



0



1 2m sin2 



5.25



Once again the inner integral can be computed efficiently using a Gauss–Hermite quadrature integration [1, Eq. (25.4.46)], that is, m p a2 2 x 2%C!/10 Ð 10 ex dx 2 2m sin 1  m n p a2 1  xi 2%C!/10 wi 1 C Ð 10 Dp



iD1 2m sin2 



1 p 







1



 1C



5.26



Since, as mentioned previously, the xi ’s and wi ’s are independent of , then substituting (5.26) in (5.25) and making use of the closed-form integral in (5.17a), we get



 n m1   2k   1  !2 ci  k 1  wi 1  !ci  , Ig/ln a, !, %, m D p k 2 iD1 4 kD0  2 p ci   a Ð 10xi 2%C!/10 !ci  D , ci D 5.27 1 C ci 2m
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Before moving on to a consideration of integrals involving the Marcum Qfunction, we give brief attention to integrals involving the square of the Gaussian Q-function, since these will be found useful when we discuss evaluating average symbol error probability of coherently detected square QAM over generalized fading channels. Analogous to (5.1), then, it is of interest to evaluate 



1



ID



p Q2 a p  d



5.28



0



for the various fading channel PDFs. Using the classical definition of the Gaussian Q-function, such integrals would be extremely difficult to obtain in closed form p p since Q2 a  would be written as a double integral each of which has  in its lower limit. However, in view of the similarity between the desired forms of the Gaussian Q-function and the square of the Gaussian Q-function [compare (4.2) and (4.9)], in principal it becomes a simple matter to evaluate I of (5.28) — in particular, one merely need replace the /2 upper limit in the integration on in the evaluations of I of (5.1) with /4 to arrive at the desired results. Although this may seem like a simple generalization, depending on the channel, the foregoing replacement of the upper limit can lead to closed-form expressions that are significantly more complicated. For the Rayleigh fading channel, the analogous result to (5.6) is straightforward in view of the fact that the indefinite integral form of this equation has a closed-form result [see (5A.11) in Appendix 5A]. Thus, using (5A.13), we arrive at 
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5.29



For the Nakagami-m channel with m integer, the result is considerably more complex than (5.18a). However, using (5A.17) with M D 4, we obtain 



I D I2 m a, m,  1 D 



D



 



/4



 1C



0



a2  2m sin2 
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where a2  , 2m 



 c a2 /2  D ˛D!D 1Cc m C a2 /2 cD
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Tik D 



5.2



2k  i ki







2k k
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5.32



4i [2k  i C 1]
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When characterizing the performance of differentially coherent and noncoherent digital communications, the generic form of the expression for the error probability typically involves the generalized Marcum Q-function, both of whose arguments are proportional to the square root of the instantaneous SNR of the received signal. To compute the average error probability over a slow-fading channel, one must evaluate an integral whose integrand consists of the product of the above-mentioned Marcum Q-function and the PDF of the instantaneous SNR per bit. Thus, analogous to (5.1), we wish to investigate integrals having the generic form  1 p p Ql a , b p  d 5.33 ID 0



where a and b are constants that depend on the specific modulation/detection combination, l the order of the Marcum Q-function, and p  again depends on the type of fading, as discussed in Chapter 2. As was true for the Gaussian Q-function, if one were to use the classical definition of the Marcum Qfunction given by Eq. (4.33) in (5.33), then, in general, evaluation of (5.33) p is difficult because of the presence of  in the lower limit of the Marcum Q-function integral. If, instead, we were to use the desired form of the Marcum Q-function of (4.42) or (4.50) in (5.33), the result of this substitution would be  l1 1 . fcos[l  1 C /2]  . cos[l C /2]g ID 2 



1 C 2. sin C . 2  1  2   b  ð exp  1 C 2. sin C . 2  p  d d , 2 0 0C  . D a/b < 1



5.34
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or  l 1 . fcos[l C /2]  . cos[l  1 C /2]g 2 



1 C 2. sin C . 2  1  2   a  2 ð exp  1 C 2. sin C .  p  d d , 2 0



ID1



0C  . D b/a < 1



5.35



where the inner integral is again in the form of a Laplace transform with respect  1 to the variable . That is, if, as in Section 5.1, M s D 0 es p  d denotes the MGF of , (5.34) and (5.35) can be rewritten as  l1 1 . fcos[l  1 C /2]  . cos[l C /2]g ID 2 



1 C 2. sin C . 2  2  b 2 ð M  1 C 2. sin C .  d , 0C  . D a/b < 1 5.36 2 or ID1



1 2







ð M



 







. l fcos[l C /2]  . cos[l  1 C /2]g 1 C 2. sin C . 2 



 a2  1 C 2. sin C . 2  d , 0C  . D b/a < 1 2



5.37



In the remainder of this section, we evaluate I of (5.36) for the variety of fading channel PDFs derived in Chapter 2, where, for simplicity of notation, we introduce the functions 



g ; . D 1 C 2. sin C . 2 " #  # 



$



$%  h ; ., l D . l1 cos l  1 C  . cos l C 2 2



5.38



Also, the corresponding results for I of (5.37) can then be obtained by inspection. 5.2.1



Rayleigh Fading Channel



For the Rayleigh channel with a Laplace transform of the instantaneous SNR per bit PDF given by (5.5), the integral I of (5.36) [or equivalently, (5.33) for a < b] evaluates to 1 I D Jr b, ., , l D 2







 







 



 1 b2  h ; ., l 1C d g ; . g ; . 2



5.39
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Nakagami-q (Hoyt) Fading Channel



For the Nakagami-q (Hoyt) distribution with a Laplace transform of the instantaneous SNR per bit PDF given by (5.7), the integral I of (5.36) evaluates to 



I D Jq b, ., q, , l 1 D 2



5.2.3



 







 



1/2 q2 b4  2 g2  ; . h ; ., l 2 1 C b g ; . C d g ; . 1 C q2 2



5.40



Nakagami-n (Rice) Fading Channel



For the Nakagami-n (Rice) distribution with a Laplace transform of the instantaneous SNR per bit PDF given by (5.11), the integral I of (5.36) evaluates to  



1 h ; ., l  I D Jn b, ., n, , l D 2  g ; .    2 n2 b2 /2g ; . 1Cn exp  d 5.41 ð 1 C n2 C b2 /2g ; . 1 C n2 C b2 /2g ; . or equivalently, in terms of the Rician parameter  



1 h ; ., l I D Jn b, ., K, , l D 2  g ; .    Kb2 /2g ; . 1CK d ð exp  1 C K C b2 /2g ; . 1 C K C b2 /2g ; . 



5.2.4



5.42



Nakagami-m Fading Channel



For the Nakagami-m distribution with a Laplace transform of the instantaneous SNR per bit PDF given by (5.15), the integral I of (5.36) evaluates to 



I D Jm b, ., m, , l D



1 2 



 







 



h ; ., l g ; .



 m b2  g ; . 1C d 2m



5.43



which reduces to (5.39) for the Rayleigh m D 1 case. 5.2.5



Log-Normal Shadowing Channel



As discussed in Section 5.1.5, the Laplace transform of the instantaneous SNR per bit PDF for the log-normal shadowing distribution cannot be obtained in closed form. Thus, we proceed as before and substitute (5.19) directlypinto (5.34) and then make a change of variables, namely, x D 10 log10   !/ 2%, which



110



USEFUL EXPRESSIONS FOR EVALUATING AVERAGE ERROR PROBABILITY PERFORMANCE



results in



 



1 h ; ., l I D Jln b, ., !, %, l D 2  g ; .   2    1 p b g ; . 1 x 2%C!/10 x2 exp  e dx d ð p Ð 10



1 2 



5.44



The inner integral can be efficiently computed using a Gauss–Hermite quadrature integration [1, Eq. (25.4.46)], that is,  2   1 p 1 b g ; . 2 x 2%C!/10 p exp  ex dx Ð 10



1 2  2  n p b g ; . 1  wi exp  5.45 Dp Ð 10xi 2%C!/10



iD1 2 Substituting (5.45) into (5.44) and making use of the desired from of the generalized Marcum Q-function as given in (4.42), we get n  p p    1  Jln b, ., !, %, l D p wi Ql b. 10xi 2%C!/10 , b 10xi 2%C!/10



iD1 5.46



5.2.6 Composite Log-Normal Shadowing/Nakagami-m Fading Channel



Finally, we consider the composite log-normal shadowing/Nakagami-m fading channel treated in Section 5.1.6. For this channel, we again make use of the single integral form of the Laplace transform of p  as given in (5.24), which upon substitution p into (5.36) together with the change of variables x D 10 log10 )  !/ 2% results in 



I D Jg/ln b, ., !, %, m, l



 m  



 1 p 1 b2 g ; . h ; ., l 1 x 2%C!/10 x2 p Ð 10 D 1C e dx d 2  g ; .



1 2m 5.47 Once again the inner integral can be computed efficiently using a Gauss–Hermite quadrature integration [1, Eq. (25.4.46)], that is, 1 p 



 m p b2 g ; . 2 x 2%C!/10 1C ex dx Ð 10 2m 1  m n p b2 g ; . 1  xi 2%C!/10 Ð 10 wi 1 C Dp



iD1 2m







1



5.48
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Substituting (5.48) in (5.47) and making use of the closed-form integral in (5.17), we get



 



n 1  1 h ; ., l Jg/ln b, ., !, %, m, l D p wi



iD1 2  g ; . 



p b2 g ; . ð 1C Ð 10xi 2%C!/10 2m







m



d 



5.49



Unfortunately, because a closed-form result was not obtainable for (5.43), we cannot similarly obtain a closed-form result for (5.49).



5.3



INTEGRALS INVOLVING THE INCOMPLETE GAMMA FUNCTION



In the preceding section, we considered integrals involving the Marcum Qfunction Qm ˛, ˇ, 0 < ˛ < ˇ, where the desired form of this function as given by (4.42) was used to simplify the evaluations. A special case of the Marcum Q-function corresponding to its first argument equal to zero is expressible as a ratio of complementary Gauss incomplete gamma functions [see Eq, (4.44)]. As we shall see in Chapter 8, integrals involving such a ratio are appropriate to the unification of the error probability performance of coherent, differentially coherent, and noncoherent binary PSK and FSK systems over generalized fading channels. However, since the desired form of the Marcum Q-function of (4.42) requires that the first argument be greater than zero, the specific results derived in Section 5.2 cannot be used in this instance. Fortunately, however, the special case Qm 0, ˇ can be put in a separate desired form6 as given by (4.45). In this section we derive the analogous results to those in Section 5.2 using this special desired form of Qm 0, ˇ. Based on the discussion above, then, we are interested in evaluating 



1



p







1



Ql 0, b p  d D



ID 0



0



l, b2 /2 p  d l



5.50



for the various characterizations of p  or substituting the form of (4.45) in (5.50), we are equivalently interested in evaluating 



ID 0



1



  p  b 2l /2 cos b2  exp  d p  d 2l1 l 0 sin 1C2l 2 sin2 



5.51



6 The desired form of the integral for Q 0, ˇ is slightly less desirable than that for Q ˛, ˇ, 0 < m m ˛ < ˇ, in that the integrand contains a term ˇ2m in addition to the usual Gaussian dependence on ˇ. Nevertheless, it is still useful in carrying out integrals involving the statistics of the fading channel by using Laplace transform manipulations.
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Reversing the order of integration and grouping together like variables, we can rewrite (5.51) as b2l I D l1 2 l



 



/2



0







cos sin 1C2l



1



  b2   exp  p  d d 2 sin2 l



0



5.52



where the integral on  is in the form of a Laplace transform that is similar to but slightly more complicated than the MGF of . 5.3.1



Rayleigh Fading Channel



Substituting (5.4) in (5.52) and making use of Eq. (3.381.4) of Ref. 2, we obtain 







I D Jr b, , l D 2l



b2  2



l  



/2



0



cos sin 1C2l



 1C



b2  2 sin2 



l1



d 



5.53



Making the change of variables t D 1 C b2 /2 sin2 1 , after some manipulation we arrive at the equivalent compact result 



1Cb2 /21



1  tl1 dt D lB1Cb2 /21 1, l



Jr b, , l D l



5.54



0



where 







x



tp1 1  tq1 dt



Bx p, q D



5.55



0



is the incomplete beta function [2, Eq. (8.391)]. 5.3.2



Nakagami-q (Hoyt) Fading Channel



Substituting (5.7) in (5.52) and making use of the Laplace transform found in Erdelyi et al. [3, Eq. (8)], recognizing the relation between the associated Legendre function and the Gaussian hypergeometric function [2, Eq. (8.771.1)], we obtain  2 l    /2 b  1 C q2 cos  I D Jq b, q, , l D l 2 q sin 1C2l 0



 2  2 [lC1/2] 1 C q2 2 b2  1  q4 C ð  4q2 4q2 2 sin2   1 C q2 2 b2    C 2   1 1 4q2 2 sin  d ð 2 F1 l, l C 1; 1;       2 2 2 2 2 2 2 4   1 C q  b  1q C  4q2 4q2 2 sin2 5.56
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Nakagami-n (Rice) Fading Channel



Substituting (5.11) in (5.52) and making use of the Laplace transform found in Endelyi et al. [3, Eq. (20)], then recognizing the relation between the Whittaker function and the confluent hypergeometric function [2, Eq. (9.220.2)], we obtain 



I D Jn b, n, , l  2 l  l1  /2 b2  b  cos 2 2 D 2l 1 C n2 en 1 C n C 2 sin 1C2l 2 sin2 0   n2 1 C n2  ð 1 F1 1 C l, 1; d 5.57 1 C n2 C b2 /2 sin2 or equivalently in terms of the Rician parameter, 



I D Jn b, K, , l  2 l  l1  /2 b2  b  cos K D 2l 1 C Ke 1CKC 2 sin 1C2l 2 sin2 0   K1 C K ð 1 F1 1 C l; 1; d 5.58 1 C K C b2 /2 sin2 where 1 F1 Ð; Ð; Ð is the confluent hypergeometric function [2, Sec. 9.20].



5.3.4



Nakagami-m Fading Channel



Substituting (5.15) in (5.52) and making use of Eq. (3.381.4) of Ref. 2, we obtain 



I DJm b, m, , l D



 2 l /2  lm 2 b2  b  cos 1C d Bm, l 2m 0 sin 1C2l 2m sin2 5.59



where 



Bm, l D Bl, m D



ml m C l



5.60



is the beta function [2, Eq. (8.384.1)]. Making the change of variables t D 1 C b2 /2m sin2 1 , then after some manipulation we arrive at the equivalent compact result



Jm b, , l D



1 Bm, l







1Cb2 /2m1



tm1 1  tl1 dt D 0



B1Cb2 /2m1 m, l Bm, l 5.61
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or in terms of the incomplete beta function ratio [2, Eq. (8.392)], 



Ix p, q D



Bx p, q Bp, q



5.62



the still simpler form Jm b, , l D I1Cb2 /2m1 m, l



5.63



For the Rayleigh m D 1 case, (5.61) clearly reduces to (5.54) since B1, l D l1 . 5.3.5



Log-Normal Shadowing Channel



Substituting the PDF p of (5.19) into (5.52) and making the change of variables, x D 10 log10   !/ 2% results after much simplification in   n p  1 b2 x 2%C!/10 i Ð 10 I D Jln b, !, %, l D p  l,



l iD1 2 



5.64



where again fxi g, i D 1, 2, . . . , n, are the zeros of the nth-order Hermite polynomial Hen x, as discussed in Section 5.1.5. 5.3.6 Composite Log-Normal Shadowing/Nakagami-m Fading Channel



Finally, for the composite log-normal shadowing/Nakagami-m fading channel treated in Section 5.1.6, we substitute the PDF p of (5.23) into (5.52) together with the change of variables x D 10 log10 )  !/ 2%, resulting in n 1   D p wi I[1Cb2 /2mÐ10xi p2%C!/10 ]1 m, l I Jg/ln b, !, %, m, l D



iD1



5.65



where now in addition fwi g, i D 1, 2, . . . , n, are the Gauss–quadrature weights as discussed in Section 5.1.5.



5.4



INTEGRALS INVOLVING OTHER FUNCTIONS



When studying the error probability performance of certain modulation schemes over generalized fading channels, we shall have reason to evaluate integrals involving special functions other than the three considered previously in this chapter. In this section we consider integrals involving two such special functions corresponding to well-known modulation schemes.
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5.4.1
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M-PSK Error Probability Integral



When studying the average error probability performance of M-PSK over generalized fading channels, we shall have reason to evaluate integrals of the form   a2  exp  d p  d 2 sin2 0 0  1     1 M1 /M a2  D exp  p  d d 



0 2 sin2 0 



KD



1



1 







M1 /M



5.66



where specifically a2 D 2 sin2 /M. The integral in (5.66) is a generalization of the one in (5.2) in the sense that the latter is a special case of the form corresponding to M D 2. Thus (5.66) follows directly from (5.3) and is given by 1 KD 











M1 /M



M 0



a2  2 sin2 







d 



5.67



Although this may seem like a simple generalization, unfortunately the replacement of the /2 upper limit in (5.3) by M  1 /M results wherever possible in closed-form expressions for (5.67) that, in general, are significantly more complicated. Without further ado, we present the results for the evaluation of (5.67) corresponding to the various types of fading channels, where closed-form results can be obtained. The results corresponding to the remainder of the fading channels can be obtained by the same upper limit replacement as mentioned above in the corresponding expressions of Section 5.1. 5.4.1.1 Rayleigh Fading Channel. Substituting (5.5) in (5.67) and making use of (5A.15), we obtain  1  1 M1 /M a2  K D Kr a, , M D 1C d 



0 2 sin2   



 



 2 M1 a2 /2 



a /2 M 



 C tan1  D 1 cot M  1 C a2 /2 M  1 2 1 C a2 /2 M  



5.68 which reduces to (5.6) when M D 2. 5.4.1.2 Nakagami-m Fading Channel. Here we need to substitute the Laplace transform of (5.15) into (5.67). After this is done, then making use of (5A.17), we obtain
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K D Km a, , m, M  m  a2  1 M1 /M 1C d D



0 2m sin2 







 m1   2k  a2 /2m 1 M1 1 1 D  C tan ˛ 2 k M



1 C a /2m 2 [41 C a2 /2m]k kD0 C sintan



1



! Tik 1 2kiC1 ˛ [costan ˛] 1 C a2 /2mk kD1 iD1 m1 k 



where 







˛D



a2 /2m 



cot 2 1 C a /2m M



5.69



5.70



and Tik is again given by (5.32). 5.4.2 Arbitrary Two-Dimensional Signal Constellation Error Probability Integral



As a generalization of QAM, Craig [4] showed that the evaluation of the average error probability performance of an arbitrary two-dimensional (2-D) signal constellation with polygon-shaped decision regions over the AWGN channel can be expressed as a summation of integrals of the form7 1 Pi D 2 



 0



i 



ai2 sin2 exp  2 sin2  C



 i i



d 



5.71



where ai2 is a signal-to-noise ratio parameter associated with the ith signal in the set and i and i are angles associated with the correct decision region corresponding to that signal. Thus, when studying the average error probability performance of these 2-D signal constellations over generalized fading channels, we shall have reason to evaluate integrals of the form 



1



LD 0



1 D 2 



1 2 



 0



i



 ai2  sin2 i exp  d p  d 2 sin2  C i  0



 !  1 ai2  sin2 i exp  p  d d 2 sin2  C i  0







i 



7 Equation (5.71) appears as Eq. (13) in Ref. 4 but with an error of a factor of that premultiplies the integral there should be 1/2 , as shown in (5.71)].



1 2



5.72



[i.e., the factor 1/ 
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By comparison with (5.66), we observe that (5.72) can be expressed in the form of (5.67), namely, 1 LD 2 



 



i



M 0



ai2 sin2  2 sin2  C



 i i



d 



5.73



where again M s is the MGF of . Evaluation of the Laplace transform integrand in (5.73) for the various types of fading channels follows exactly along the lines of the previous results and hence is not repeated here. Unfortunately, however, for arbitrary i it is not always possible now to obtain closed-form expressions for L even when the integrand is obtainable in closed form. However, for the Rayleigh channel, using (5.5) for M s and the indefinite form of the integral in (5A.11), it is straightforward to obtain the following closed-form solution: 



L D Lr ai , , i , i  



+



,  i  i 1 1 1 C ci ci 1 D  tan  tan 4 2 ci 1 C ci  ci  i 







 1 1 1 C ci ci 1 D  tan tan i  i  4 2 ci 1 C ci  ci +



,! 1 C c i C tan1 tan i ci where 



ci D



ai2  sin2 2



5.74



5.75



i



For Nakagami-m fading, using the Laplace transform in (5.15), we obtain 



L D Lm ai , , m, i , i 



 + ,m  i  i 1 sin2 6 D d6 C 2 0 sin2 6 C ci /m 0



+ i



sin2 6 sin2 6 C ci /m



,m







d6 5.76



with ci still as defined in (5.75). If, depending on the signal constellation, i and i  i both turn out to be either in the form M  1 /M or /M for M D 2m , m integer, the closed-form results of (5A.16) and (5A.21) can be used to obtain (5.76) in closed form. Otherwise, the single-integral form of (5.76) must be used. The results for the other fading channel types will, in general, be expressed as a single integral with finite limits 0, i  in accordance with (5.73) and the various closed-form expressions previously obtained for M s.
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5.4.3



Integer Powers of the Gaussian Q-Function



Associated with the study of the average error probability performance of coherent communication systems using differentially encoded QPSK and M-ary orthogonal signals in the presence of slow fading, we shall have need to evaluate integrals of the form  1 p  Ik D Qk a p  d 5.77 0



where k is assumed to be integer. In general, for arbitrary integer values of k, Ik cannot be obtained in the desired form. However, certain special cases, namely, k D 1, 2, 3, 4, do exist either in closed form or in the form of a single integral with finite limits and an integrand composed of elementary functions. For k D 1, the results were presented in Section 5.1. The specific results corresponding to k D 2, 3, 4 for Rayleigh and Nakagami-m fading are presented in what follows. 5.4.3.1 Rayleigh Fading Channel. To evaluate (5.77) for k D 2, we substitute the alternative form of Q2 x of (4.9) into this equation, resulting in    1 /4 a2 M  d 5.78 I2 D



0 2 sin2 



which is identical to (5.3) except that the upper limit is now /4 rather than /2. Using (5.5) for M s, (5.78) becomes [analogous to (5.6)] 1 I2 D I2,r a,  D 







1 D 



 



/4 



0







0 



/4



a2  1C 2 sin2 



1



sin2 d sin2 C a2 /2



d 5.79



The integral in (5.79) is evaluated in closed form in Appendix 5A. In particular, using (5A.13), we obtain



+ ,   2 1 c 4 1 C c  a  I2,r a,  D 1 , cD tan1 5.80 4 1Cc 



c 2 For k D 3, an expression for Q3 x in the form of (4.2) and (4.9) has not been found. Nevertheless, it is still possible to evaluate I3 in the single-integral form referred to above. In particular, writing Q3 x as the product QxQ2 x and using (4.2) and (4.9) in (5.77), the following sequence of steps occurs.  2      1 1 /4 1 /2 1 a  1  D I3 I3,r a,  D C exp p  d d d6



0



0 2 sin2 sin2 6 0  2    1 /4 1 /2 1 a 1 D P d d6 C



0



0 2 sin2 sin2 6
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D



1 



 



/4



0



1 



 



/2



 1C



0



a2  a2  C 2 sin2 2 sin2 6



1



d d6 



  2 1 /2 sin2 d d6, c6 a2 



0 sin2 C c6 0 + , 2 sin2 6  a  c6 D 2 sin2 6 C a2 /2



1 D 
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/4



5.81



Using the closed-form result from (5A.9) for the inner integral (in brackets), we get the desired result 1 I3,r a,  D a2 1 



 











/4



c6 1  0



 c6 d6 1 C c6



5.82



It is also possible to obtain a single-integral form for I4 by writing Q4 x as the product Q2 xQ2 x and then using (4.9) twice in (5.77) followed by the closed-form expression in (5.80) to evaluate the inner integral. The steps leading to the result parallel those in (5.81) and produce 1 I4 D I4,r a,  D 







 



/4



0 



  2 1 /4 sin2 d d6 c6 a2 



0 sin2 C c6



5.83



Finally, using Eq. (5A.13) for the integral in brackets in (5.83) produces the desired result: 



I4,r a,  D ð



a2  2



1



1 







1 



 



/4



0



1 4 



+



,! c6 4 1 C c6 1 d6 tan 1 C c6 



c6



5.84



5.4.3.2 Nakagami-m Fading Channel. Following the same procedure as for the Rayleigh fading channel, we can evaluate (5.77) for the Nakagami-m fading channel as follows. For k D 2, we again start with (5.78) but now use (5.15) for M s, which produces [analogous to (5.16)] 



I2 D I2,m a, m,  D



1 



1 D 



 



/4 0



 



/4 0



 1C +



a2  2 sin2 



m



sin2 sin2 C a2 /2



d ,m



d 



5.85
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The integral in (5.85) is evaluated in closed form in Appendix 5A. In particular, using (5A.21), we obtain (for m integer) 1 1 I2,m a, m,  D  4 







c 1Cc



 



 tan1 2 



ð



1  sin tan1 [41 C c]k



  1 ð cos tan 



c 1Cc











c 1Cc



c 1Cc 2kiC1 !



 m1  kD0



 m1 k  kD1 iD1



2k k







Tik 1 C ck 5.86



where c is defined in (5.80) and Tik in (5.32). For k D 3, the steps analogous to (5.81) are as follows: 



I3 D I3,m a, m,   2    1 1 /4 1 /2 a 1 C D M d d6



0



0 2 sin2 sin2 6  m   1 /4 1 /2 a2  a2  D C 1C d d6



0



0 2m sin2 2m sin2 6 ,m   m  /2 +  2 1 sin2 1 /4 c6 d d6 D



0 a2 



0 sin2 C c6



5.87



where c6 is still as defined in (5.81). Using the closed-form result in (5A.4b) we obtain the desired result as  m    1 /4 2 1  !c6 m I3,m a, m,  D c6



0 a2  2     m1  m1Ck 1 C !c6 k ð d6 5.88 k 2 kD0 where [see (5A.4a)] 



!c D







c 1Cc



Finally, for k D 4 we get 



I4 D I4,m a, m,   2    1 /4 1 /4 1 a 1 D M d d6 C



0



0 2 sin2 sin2 6



5.89
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m a2  a2  C d d6 2m sin2 2m sin2 6 0 0 ,m   m  /4 +  1 /4 2 1 sin2 D d d6 c6



0 a2 



0 sin2 C c6



D







1 







/4



1 



 



/4



 1C



5.90



whereupon using (5.86) for the term in brackets with c replaced by c6, we get I4,m a, m,  1 D 



ð 



/4 



 0



m1  kD0



ð 



m 2 1 c6 1 c6  2 a  4 1 C c6



2k k



m1 k  kD1 iD1







+ 







 tan1 2



c6 1 C c6



, 



+ , 1 c6 1  sin tan [41 C c6]k 1 C c6 







+ ,2kiC1   Tik c6 1  d6 cos tan  [1 C c6]k 1 C c6



5.91



Although an equation like (5.91) gives the appearance of being complex, we remind the reader that we have accomplished our goal, namely, to express the result in a form no more complicated than a single integral with finite limits and an integrand containing elementary (in this case, pure trigonometric) functions. 5.4.4



Integer Powers of M-PSK Error Probability Integrals



Associated with the study of the average error probability performance of coherently detected differentially encoded M-PSK in the presence of slow fading, we shall have need to evaluate integrals of the form 







K2 D 0



1







1 







M1 /M



0



  2 a2  exp  d p  d 2 sin2 



5.92



and 







1 



L2  u1 , u2 , a1 , a2  D 0 



1 ð 







1 



u1 0



 0



u2



+



a2  exp  1 2 2 sin +



a2  exp  2 2 2 sin 



,



,







d 



d p  d



5.93
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where, as was the case in Section 5.4.1, a2 D 2 sin2 /M, and now, in addition, a12 and a22 assume the possible values 2 sin2 2k š 1 /M, k D 0, 1, 2, . . . , M  1, and u1 and u2 assume the possible values [1  2k š 1/M]. While (5.92) can be evaluated in the desired form for both Rayleigh and Nakagami-m fading, unfortunately, (5.93) can be obtained in such a form only for the Rayleigh case. Thus we shall only present the results for this single fading case. 5.4.4.1 Rayleigh Fading Channel. Since (5.92) can be viewed as a special case of (5.93) corresponding to a12 D a22 D a2 and u1 D u2 D M  1 /M, we shall consider only the generic form in (5.93), where a12 , a22 , u1 , and u2 are allowed to be completely arbitrary. Following steps analogous to those in (5.81), we proceed as follows:



L2  u1 , u2 , a1 , a2 



+ ,   a22 1 u1 1 u2 1 a12 C D M  d d6



0 0 2 sin2 sin2 6 + ,1   1 u1 1 u2 a22  a12  D C 1C d d6



0 0 2 sin2 2 sin2 6     u2  1 u1 2 1 sin2 D d d6 c12 6



0



0 sin2 C c12 6 a12 



5.94



where c12 6 is defined analogous to c6 in (5.81) as a2  c12 6 D 1 2 



+



sin2 6 sin2 6 C a22 /2



,



5.95



Rewriting the integral in brackets as 



u2



0



sin2 d D u2  sin2 C c12 6



 0



u2



c12 6 d sin C c12 6 2



5.96



then making use of Eq. (2.562.1) of Ref. 2, we obtain 



sin2 d sin2 C c12 6 0 



+



, 1 c12 6 1 C c12 6 1 tan tan u2 D u2  



1 C c12 6 c12 6 u2



5.97
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and hence  2  u1 1 2 c12 6 



a12  0



L2  u1 , u2 , a1 , a2  D 







ð u2 



c12 6 tan1 1 C c12 6



+ 



1 C c12 6 tan u2 c12 6



,



d6



5.98 Since as mentioned above, K2 D L2 M  1 /M, M  1 /M, a, a, this special case evaluates as 



 2  M1 /M 1 2 M  1



c6 K2 D c6  2 



a  0 M 1 C c6 +



1



ð tan



1 C c6 M  1



tan c6 M



,



d6



5.99



where c6 is as defined in (5.81). The other special cases that will be of interest in later chapters dealing with differentially encoded, coherently detected M-PSK are L2  C , C , aC , aC , L2   ,  , a , a , and L2  C ,  , aC , a , where   2 D 2 sin2 2k š 1 /M, k D 0, 1, 2, . . . , M  1. š D [1  2k š 1/M], aš These special cases of (5.98) evaluate as L2  š , š , aš , aš 



  2  12kš1/M  



2k š 1 1 2 cš 6 cš 6 1   D 2 



M 1 C cš 6 aš  0 



1



ð tan



   ! 2k š 1 1 C cš 6 d6 tan 1  cš 6 M



5.100



and L2  C ,  , aC , a 



  2   12kC1/M  



2k  1 1 2 cC 6 cC 6 1   D 2 



M 1 C cC 6 aC  0 



1



ð tan



   ! 2k  1 1 C cC 6 tan 1  d6 cC 6 M



5.101
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where a2  cš 6 D š 2 



+



, sin2 6 , 2 sin2 6Caš /2



a2  cC 6 D C 2



+







, sin2 6 2 sin2 6Ca /2



5.102
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APPENDIX 5A: EVALUATION OF DEFINITE INTEGRALS ASSOCIATED WITH RAYLEIGH AND NAKAGAMI-m FADING + ,m  sin2 q 1 p=2 dq 1. p 0 sin2 q Y c



We wish to consider evaluating the integral 1 Im D 



 



/2 0



+



sin2 sin2 C c



,m



d 



5A.1



for m both integer and noninteger. To do this we shall make an equivalence with another definite integral for which closed-form results have been reported in the literature. In particular, it has been shown [5, Eq. (A8)] that the integral 



Jm a, b D



am m



 0



1



p eat tm1 Q bt dt,



n½0



5A.2
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has the closed-form result   p    m C 12 1 1 c/



 ; m C 1; F 1, m C , Jm a, b D Jm c D 2 1 21 C cmC1/2 m C 1 2 1Cc 



cD



b 2a



m noninteger



5A.3



When m is restricted to positive integer values, it has been further shown [5, Eq. (A13)] that (5A.3) simplifies to



 m1   2k   1  !2 c k 1  1  !c , Jm a, b D Jm c D k 2 4 kD0  c  D !c m integer 5A.4a 1Cc which was also obtained previously by Proakis [6, Eq. (14-4-15)] in the form 



Jm c D



1  !c 2



m m1  kD0



m1Ck k







1 C !c 2



k



,



m integer



5A.4b Using the alternative representation of the Gaussian Q-function as given in Eq. (4.2) in (5A.2) gives   /2   1 am 1 at m1 bt/2 sin2 e t e d dt Jm a, b D m 0



0  /2  1 am 2 D tm1 eaCb/2 sin t dt d 5A.5



m 0 0 The inner integral on t can be expressed in terms of the integral definition of the gamma function, namely [1, Eq. (6.1.1)],  1 m m D ˛ tm1 e˛t dt 5A.6 0



Thus, using (5A.6) in (5A.5), we obtain am Jm a, b D



m



 0 



/2



1 m d D 



a C b/2 sin2 m



 



/2



0



1 d 1 C b/2a sin2 m 5A.7



Finally, letting c D b/2a, we can rewrite (5A.7) as 1 Jm a, b D Jm c D 







 0 



/2



+



sin2 sin2 C c



,m



d 



5A.8
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which is identical with Im of (5A.1). Thus, equating (5A.8) with (5A.3) and (5A.4) establishes the desired results for m noninteger and m integer, respectively. One final note is to observe from (5A.4) that J1 c D [1  !c]/2. Thus, a special case of (5A.8) that is of interest on Rayleigh channels is 1 



 0 



/2



   1 sin2 c 1  d D 2 1Cc sin2 C c



5A.9



which could also be obtained directly as follows: 1 



 



/2



0



1 sin2 d D 



sin2 C c D



 



/2



0



1 1  2 



 1



 



/2 0



c sin2 C c







d 



c d sin2 C c



5A.10



Making use of the definite integral in Eq. (2.562.1) of Ref. 2, we arrive at 1 



 



/2



0 



+ , /2  c 1 sin2 1 1 C c  1  tan tan d D  2  2 



c1 C c c sin C c 0    1 c  D Pc 5A.11 D 1 2 1Cc



The reason for including this alternative derivation is that it is useful in deriving closed-form results for two other integrals of interest related to evaluating the performance of QAM and M-PSK over Rayleigh channels. In particular, for QAM we will have a need to evaluate 1 



 0 



/4



1 sin2 d D 2 



sin C c



 



/4



0



1 1 D  4 



 1



 



/4 0



c 2 sin C c







c d sin C c 2



d 5A.12



Making use of the same indefinite integral as used in (5A.11) we immediately arrive at the desired result, namely, 1 



 0 



/4 



+ , /4  1 sin2 1 1Cc c  1 d D  tan tan  2  4 c1 C c c sin C c 0



+ ,   1 c 4 1Cc tan1 D 1 5A.13 4 1Cc 
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1 p
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sin2 q



(M−1)p=M



dq sin2 q Y c For M-PSK, we will have a need to evaluate 2.



1 



0







M1 /M



M1 sin2 1 d D  2 M 



sin C c







M1 /M



c d sin C c 0 0 5A.14 Making use of the same indefinite integral as used in (5A.11) we immediately arrive at the desired result, namely, 1 



3.







2



sin2 d sin2 C c 0 + ,    M1 c 1Cc M M  1



1 D 1 tan tan M 1 C c M  1



c M       M1 c 



c M 



D 1 C tan1 cot M 1 C c M  1 2 1Cc M 5A.15



1 p



M1 /M







(M−1)p=M



+



,m



sin2 q



dq



sin2 q Y c



0



For evaluation of symbol error probability corresponding to single-channel reception of M-PSK on Nakagami-m fading channels and also for multichannel reception of M-PSK on Rayleigh fading channels, we shall have need to evaluate 1 Km D 







M1 /M



0



+



sin2 sin2 C c



,m



d 



5A.16



Using a result [7, Eq. (21)] for the symbol error probability performance of M-PSK over a Rayleigh channel with multichannel reception, it is straightforward to show that for m integer, 1 







M1 /M



0



D



+



sin2 sin2 C c 



,m



d 



 m1   2k  1 C tan1 ˛ k [41 C c]k 2 kD0 ! m1 k  Tik 1 1 2kiC1 C sintan ˛ [costan ˛] 5A.17 1 C ck kD1 iD1



M1 1  M 



c 1Cc
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where 







˛D



c 



cot 1Cc M



and



 



Tik D 



2k  i ki







2k k



5A.18







5A.19



4i [2k  i C 1]



For m D 1, (5A.17) reduces to (5A.15).



4.



1 p







p=4



+



,m



sin2 q



dq



sin2 q Y c



0



For evaluation of symbol error probability corresponding to single-channel reception of QAM on Nakagami-m fading channels and also for multichannel reception of QAM on Rayleigh fading channels, we shall have need to evaluate 1 Lm D 



 0 



/4



+



sin2 sin2 C c



,m



d 



5A.20



Using a result [7, Eq. (18)] with U D M C 1 /M and L D M  1 /M, it is straightforward to show that for m integer, 1 



 0 



/M



+



sin2 sin2 C c



1 1 D  M 







 sintan



,m



c 1Cc



1



˛



d  



2



m1 k  kD1 iD1



1



 tan



 m1   2k  1 ˛ k [41 C c]k kD0



Tik [costan1 ˛]2kiC1 1 C ck



!



5A.21



where ˛ and Tik are as evaluated p in (5A.18) and (5A.19), respectively. Letting M D 4 in (5A.21) whereupon ˛ D c/1 C c gives the desired result in (5A.20). Finally, for exact evaluation of bit error probability corresponding to singlechannel reception of M-PSK on Nakagami-m fading channels and also for multichannel reception of M-PSK on Rayleigh fading channels, we shall have need to evaluate integrals of the form in (5A.17) or (5A.21) but with upper limits given by [1  2k š 1/M] for k D 1, 2, . . . , M  1. What is needed to evaluate the bit error probabilities above is the difference of specific pairs of
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these integrals which can be related to the generic closed-form result given by Eq. (18) of Ref. 7. Specifically, it can be shown that Im  U , L ; K 



1 D 2 



D 



 L



+



0



sin2 sin2 C !2L



1 U  L C ˇU 2



2 



C sintan



1



 



2



m1 k 



˛U 



kD1 iD1







1 ˇL 2 



C sintan



 



2 1



,m



C tan1 ˛U



kD1 iD1



+



 m1 



2k k



sin2 sin2 C !2U







 m1 



2k k







,m



d 



1 [41 C !2U ]k



Tik [costan1 ˛U ]2kiC1 1 C !2U k



kD0



˛L  



 U



0



kD0



C tan1 ˛L m1 k 







1 d  2 



!



1 [41 C !2L ]k



Tik [costan1 ˛L ]2kiC1 1 C !2L k



!



5A.22



where  



!L D



K sin L , m



 



!U D







ˇL D -



!L







˛L D ˇL cot L



,



1 C !2L



5A.23 K sin U , m







ˇU D -



!U 1 C !2U



,







˛U D ˇU cot U



with K a constant. Our interest will be in the case where U D 2k C 1 /M, L D 2k  1 /M and K is related to signal-to-noise ratio. Alternatively, for p U D M C 1 /M, L D M  1 /M, then !L D !U D c, ˇL D ˇU D   c/1 C c2 , and ˛L D ˛U D ˛, in which case (5A.22) simplifies immediately to (5A.21).



5.



1 p



 0



f



+



sin2 q sin2 q Y c



,m dq



Interestingly enough, a closed-form expression for the integral in (5A.16) or (5A.21) with arbitrary upper limit, say 6, can be obtained from (5A.22). In particular, setting L D  6 and U D , whereupon the second integral in (5A.22) disappears, we arrive at the result
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1 Im 6; c D 







6



+



0 m1 



sin2 sin2 C c



,m



d D







 6 1  ˇ C tan1 ˛







2







1 C sintan1 ˛ k [41 C c] kD0 ! m1 k  Tik 1 2kiC1 [costan ˛] , ð 1 C ck kD1 iD1



ð



2k k



where 



ˇD







c sgn 6, 1Cc



  6  5A.24







˛ D ˇ cot 6



5A.25



Clearly, (5A.24) reduces to (5A.16) and (5A.21) when 6 D M  1 /M and 6 D /M, respectively. Another closed form for the integral in (5A.24) has been suggested to the authors by R. F. Pawula, which is readily derived using a clever change of variables due to Euler and Legendre [8, p. 316]. Although this alternative closed form is quite similar in structure to (5A.24) and therefore does not offer a significant computational advantage, it is nevertheless worth documenting because of the elegance associated with its derivation and the simplicity with which the final result is obtained relative to that employed in arriving at (5A.24). To begin, we first employ simple trigonometry to convert the integral to a slightly different form as follows: ,m m  +   1 6 1 6 sin2 1  cos 2 Im 6; c D d D d 



0



0 1 C 2c  cos 2 sin2 C c   26  1 1  cos 9 m D d9 5A.26 2 1 C 2cm 0 1  d cos 9 



where d D 1/1 C 2c. Next, employing the Euler–Legendre change of variables 1  d2 1  d cos 9 D , 1 C d cos x



p



d9 D



1  d2 dx 1 C d cos x



5A.27



then after some algebraic and trigonometric manipulation, we obtain the form Im 6; c D where



p  xmax d c 1  cos xm dx 2m 1 C cm1/2 0 1 C d cos x p



tan xmax D



p 2 c1 C c sin 26 1  d2 sin 26 D cos 26  d 1 C 2c cos 26  1



5A.28



5A.29
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Finally, letting x D 2t and taking care to assure that xmax as derived from (5A.29) is intepreted in the four-quadrant arctangent sense, we get the simpler integral form p  T c sin2m t dt 5A.30 Im 6; c D



1 C cm1/2 0 c C cos2 t where



    1 



1 C sgn D xmax 1 N D tan C 1 sgn N TD 2 2 D 2 2  N D 2 c1 C c sin 26,



with



D D 1 C 2c cos 26  1



5A.31



5A.32



The integral form of (5A.30) is valid for m integer as well as m noninteger but is restricted to values of 6 [the upper limit in the integral of (5A.26)] between zero and . Later, after obtaining the desired closed-form result, we will show how to remove this restriction. To obtain the closed form of (5A.30), we use the well-known geometric series .m1 k m kD0 x D 1  x /1  x to rewrite this equation as   T 1 c 1  1  a2m sin2m t dt Im 6; c D



1Cc 0 1  a2 sin2 t    T  m1 1 c 1 c  2k T 2k 1 dt  a sin t dt D



1 C c 0 1  a2 sin2 t



1 C c kD0 0 5A.33  2D where a 1/1 C c. The first term is the original integral when m D 0 and thus from (5A.26) must be equal to 6/ . The second integral is available in Eq. (2.513.1) of Ref. 2, namely,   k1 1k  2k sin[2k  2jT] j 1 2k1 j 2 2k  2j 0 jD0 5A.34 Combining these two results and simplifying gives the alternative closed-form result   m1  6 T c  2k 1 Im 6; c D  



1 C c kD0 k [41 C c]k 



T



sin2k t dt D



T 22k



2  











2k k







C



 m1 k1  c   2k 1jCk sin[2k  2jT] , 1 C c kD0 jD0 j [41 C c]k 2k  2j



06 



5A.35



To extend this result so as to apply for upper integration limits in the region



 6  2 , we proceed as follows. First we partition the integral in (5A.26) as
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1 Im 6; c D 



6



+



0







1 D 







+



0



sin2 c C sin2 sin2 c C sin2 



,m



d ,m



1 d C 







6 







+



sin2 c C sin2 



,m



d 



5A.36



In the second integral make the change of variables 0 D  . Then ,m + ,m  +  1 



1 6



sin2 sin2 0 d C d 0 Im 6; c D 2 2 0



0 



c C sin c C sin 0 5A.37 The second integral in (5A.37) can be evaluated using (5A.35) with 6 replaced by 6  . For the first integral we have to first evaluate T in the limit when 6 D 



and then use (5A.35). Since 6 approaches from below, it is straightforward to show that the first term of (5A.31) will be zero and the second term will approach . Thus, lim6! T D . Using this value of T in (5A.35), the double sum evaluates to zero and hence the first integral above becomes 1 



 0 







+



sin2 c C sin2 



,m







d D 1 



 m1  c  2k 1 1 C c kD0 k [41 C c]k



5A.38



Thus, when  6  2 , the final result can be written as 



 m1  c  2k 1 1 C c kD0 k [41 C c]k



Im 6; c D 1 



6  T0 C  







2  











 m1  c  2k 1 1 C c kD0 k [41 C c]k



 m1 k1  c   2k 1jCk sin[2k  2jT0 ] 1 C c kD0 jD0 j [41 C c]k 2k  2j



5A.39



where T0 is T evaluated with 6 replaced by 6  . However, because of the periodicity of T with respect to the 26 process, we have T0 D T. Thus, the final result is    m1  6 T c  2k 1 Im 6; c D  1 C 







1 C c kD0 k [41 C c]k 



2 







 m1 k1  c   2k 1jCk sin[2k  2jT] , 1 C c kD0 jD0 j [41 C c]k 2k  2j 



 6  2 



5A.40
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or combining this with (5A.35) 6 Im 6; c D  



2  











1 C sgn6   T C 2 







 m1  c  2k 1 k 1 C c kD0 [41 C c]k



 m1 k1  c   2k 1jCk sin[2k  2jT] , 1 C c kD0 jD0 j [41 C c]k 2k  2j



0  6  2 



6.



1 p
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f



+



5A.41



,m +



sin2 q sin2 q Y c1



sin2 q



, dq



sin2 q Y c2



In the study of generalized diversity selection combining to be discussed in Chapter 9, we shall have need to evaluate an extension of the integral in (5A.24), namely, 1 Im 6; c1 , c2  D 







6



+



0



sin2 sin2 C c1



,m +



sin2 sin2 C c2



,



d 



5A.42



where, in general c1 6D c2 . Since a closed form for such an integral cannot be obtained from the results of Ref. 7 nor for that matter from any other reported contributions, we turn once again to the method suggested by Pawula for arriving at the alternative closed form for Im 6; c given in (5A.35), but instead apply it now to (5A.42). In particular, following steps analogous to (5A.26) through (5A.30), it is straightforward to show that p



c1 1  d1 d2 Im 6; c1 , c2  D



1 C c1 m1/2 d1  d2 







T1



+



0



sin2mC1 t c1 C cos2 t



,



 1 dt D C cos2 t 5A.43







where, as before, di D 1/1 C 2ci , i D 1, 2 and now also 



DD



1  d1 d2  d1 C d2 2d1  d2 



5A.44



In addition, T1 corresponds to T of (5A.31) with c replaced by c1 . Now using the same geometric series manipulation as in (5A.33), we can rewrite (5A.43) as p Im 6; c1 , c2  D



c1 1 C c1 1  d1  d2 b12



d1  d2 



 0



T1



1  1  a12mC1 sin2mC1 t dt 1  a12 sin2 t1  b12 sin2 t 5A.45



134



USEFUL EXPRESSIONS FOR EVALUATING AVERAGE ERROR PROBABILITY PERFORMANCE







where, as before, a12 D 1/1 C c1  and now, in addition, 1 c2  c1 2d1  d2  D D 1CD 1 C d1  d2  d1 d2 c2 1 C c1 







b12 D



5A.46



Expanding the integrand of (5A.45) into a partial fraction expansion and evaluating the fractional coefficient in front of the integral purely in terms of c1 and c2 , we obtain, after considerable algebraic simplification, 



 T1 c1 1  1  a12m sin2m t dt 1 C c1 0 1  a12 sin2 t  m T1  1 c1 c2 1  1  b12m sin2m t  dt



1 C c1 c2  c1 1  b12 sin2 t 0



1 Im 6; c1 , c2  D 



5A.47



Comparing the first term of (5A.47) with (5A.33), we see immediately that 







m



1  1  b12m sin2m t dt 1  b12 sin2 t 0 5A.48 which indicates that the second term in (5A.48) accounts for the additional factor in the integrand of Im 6; c1 , c2  that is not present in the integrand of Im 6; c1 . Since for c1 D c2 , we have from (5A.46) that b12 D 0, then writing the second term of (5A.48) as Im 6; c1 , c2  D Im 6; c1  



1 



1 



c1 1 C c1



c2 c2  c1



T1



 m  T1 2m 2m c1 c2 b1 sin t dt 1 C c1 c2  c1 1  b12 sin2 t 0   T1 1 c1 1 sin2m t D dt



1 C c1 1 C c1 m 0 1  b12 sin2 t   T1 1 c1 1 D sin2m t dt



1 C c1 1 C c1 m 0







5A.49



and using (5A.34), we obtain 1 



 m  T1 2m 2m c1 c2 b1 sin t dt 1 C c1 c2  c1 1  b12 sin2 t 0    T1 c1 1 2m D



1 C c1 m [41 C c1 ]m







2  







 m1  c1  2m 1jCm sin[2m  2jT1 ] j 1 C c1 jD0 [41 C c1 ]m 2m  2j



5A.50
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Substituting (5A.50) into (5A.48) and recognizing the form of Im 6; c in (5A.35), we immediately see that for c1 D c2 , Im 6; c1 , c1  D ImC1 6; c1 



5A.51



as it should from the definition of Im 6; c1 , c2  in (5A.42). For the case c1 6D c2 , we return to the form in (5A.48) and analogous to (5A.33) partition it into two integrals, that is,  m   T1 c2 1 c1 1 dt Im 6; c1 , c2  D Im 6; c1   c2  c1



1 C c1 0 1  b12 sin2 t    m1 1 c1  2k T1 2k  b sin t dt 5A.52



1 C c1 kD0 1 0 The first integral in (5A.52) can be evaluated by first noting from (5A.47) that 



sin2 d D I1 6; c2  2 0 sin C c2    T1  T1 1 1 c1 1 c1 1 dt  dt D 2 2



1 C c1 0 1  a1 sin t



1 C c1 0 1  b12 sin2 t   T1 6 c1 1 1 D  dt 5A.53



1 C c1 0 1  b12 sin2 t



1 I0 6; c1 , c2  D 



6



Evaluating I1 6; c2  from (5A.35) as I1 6; c2  D



6 T2  











c2 1 C c2



5A.54



where T2 now corresponds to T of (5A.31) with c replaced by c2 , then combining (5A.53) and (5A.54), we get 1 







c1 1 C c1







T1 0



T2 1 dt D 2 2 



1  b1 sin t







c2 1 C c2



5A.55



The second integral of (5A.52) is evaluated as before using (5A.34). Without further ado we present the desired closed-form result for Im 6; c1 , c2 , which is  m  T2 c2 c2 Im 6; c1 , c2  D Im 6; c1  



1 C c2 c2  c1 mk    m1  c1  c2 1 T1 2k C k



1 C c1 kD0 c2  c1 [41 C c1 ]k
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mk   m1 k1  c1   c2 2k j 1 C c1 kD0 jD0 c2  c1



C



2 



ð



1jCk sin[2k  2jT1 ] , [41 C c1 ]k 2k  2j
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To extend the range of coverage of the upper integration limit from 0  6  



to 0  6  2 , we proceed as before and arrive at the final desired result: Im 6; c1 , c2  



D Im 6; c1   



C



1 C sgn6   T2 C 2 



1 C sgn6   T1 C 2 



1 2 ð C [41 C c1 ]k 



ð















c2 1 C c2







c2 c2  c1



m



mk   m1  c1  c2 2k k 1 C c1 kD0 c2  c1



mk   m1 k1  c1   c2 2k j 1 C c1 kD0 jD0 c2  c1



1jCk sin[2k  2jT1 ] , [41 C c1 ]k 2k  2j



0  6  2 



5A.57



where now Im 6; c1  is evaluated from (5A.41).



7.



1 p



 0



p=2



+



sin2 q sin2 q Y c1



,m1 +



sin2 q sin2 q Y c2



,m2 dq



An extension of the preceding integral wherein each of the two factors in the integrand is raised to an arbitrary power is of interest in the study of diversity (optimum) combining in the presence of interference (see Chapter 10 for a complete discussion of this topic). Unfortunately, it appears difficult to apply the previous derivation approaches to obtain a result for the most generic form of this integral, where the powers are not necessarily restricted to be integer and the upper limit of the integral is arbitrary. However, for the case where the upper limit is equal to /2 and the powers are restricted to be integer, which is of interest in evaluating the average error probability performance of PSK with optimum combining over a Rayleigh fading channel, making an association with a closed-form result obtained by Villier [9], we present (without derivation) the following result:
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/2 0



D



+



sin2 sin2 C c1
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,m1 +



, m2 sin2 d sin2 C c2



m 1  k 2  c2  1 Bk Ik c2  c1 kD0



c1 /c2 m2 1 21  c1 /c2 m1 Cm2 1



  m1 1  c1 k c1  1 Ck Ik c1   c2 kD0 c2
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where1   k m2 1 n     An , Ck D m1 C m2  1 nD0 n



Ak , m1 C m2  1 k   m2  1 m2 / k  m1 C m2  n Ak D1m2 1Ck m2  1! nD1 



Bk D 



5A.59



n6DkC1



and







Ik c D 1  



 k  c 2n  1!! 1C 1Cc n!2n 1 C cn nD1



5A.60



with the double factorial notation denoting the product of only odd integers from 1 to 2k  1. It is straightforward (although requiring some tedious manipulations) to show that (5A.58) reduces to (5A.56) when m1 D m and m2 D 1. Also, by symmetry it can be shown that (5A.58) reduces to (5A.56) with c1 and c2 switched when m1 D 1 and m2 D m. 1 p







f



sin2m q



dq c Y sin2 q Yet another integral that arises in the study of generalized diversity selection combining to be discussed in Chapter 9 is 8.



0







Jm 6; c D 1 Note



0m2



nD1 n6DkC1



1 



 0



6



sin2m d c C sin2 
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  that by convention, nk D 0 for n > k. Also, for m2 D 1, by convention the product m1 C m2  n D 1 and the only nonzero-valued coefficients are A0 D B0 D Ck D 1. For



m2 >1, the coefficients Ak , Bk , and Ck clearly depend on both m1 and m2 .
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This integral is similar in form to (5A.30) and can be evaluated by following an approach analogous to that used in arriving at the closed form in (5A.35). The procedure is as follows. Let a2 D 1/c. Then Jm 6; c D D



D



1 a2



a2m



 0



1



a2m1 1



a2m1



6







a2m sin2m d 1 C a2 sin2 



1  1  a2m sin2m  d 1 C a2 sin2 0



   6 6 1 1  a2m sin2m d  d 5A.62 2 2 1 C a2 sin2 0 1 C a sin 0 6



. For l odd, liD0 1i x i D 1  x lC1 /1 C x. Thus, letting x D a2 sin2 6, then for m even we get



Jm 6; c D 







1



a2m1



6



1



1 C a2 sin2 



0



d 



m1 











6



i 2i



2i



sin d 



1 a
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0



iD0



Finally, using Gradshteyn and Ryzhik [2, Eq. (2.562)] to evaluate the first integral, that is,  0



6



1



d D p



2



1 C a2 sin 



1 1 C a2



tan1







1 C a2 tan 6
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and (5A.34) for the second integral, we arrive at the desired result (for m even) cm1 Jm 6; c D 



 6 ð  2i 2











c tan1 1Cc 2i i







+



1Cc tan 6 c



i1 1i  C 2i1 1j 2 jD0







,



2i j







m1 



1i



iD0







1 ci



 sin[2i  2j6]   2i  2j



5A.65 For m odd we slightly change the procedure. First rewriting (5A.62) as Jm 6; c D D



1



a2m1 1



a2m1







1 C 1 C a2m sin2m  d 1 C a2 sin2 0



   6 6 1 1 C a2m sin2m d C d  2 2 1 C a2 sin2 0 1 C a sin 0 6



5A.66
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then noting that for l even, Jm 6; c D



1



a2m1



.l



i i iD0 1 x 



 



6



D 1 C x lC1 /1 C x, we obtain



1 1 C a2 sin2 



0



d C







m1 







6



1i a2i



sin2i d 0



iD0



5A.67 which is the negative of (5A.63). Thus, for arbitrary integer m, we have 



m1



+



Jm 6; c D 1



c tan1 1Cc



1Cc tan 6 c



,



m1 



1 



ci iD0       i1  i  1 6 sin[2i  2j6] 2i 2i  ð  2i C 2i1 1j i j  2 2 2i  2j jD0 mc







1i



5A.68 A special case of interest is when 6 D /2, in which case (5A.68) simplifies to mc



Jm  /2; c D 1



m1



2 







 c 1 1i 2i i  1Cc 2 c iD0 m1



which reduces to (5A.9) when m D 1, as it should.
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6 NEW REPRESENTATIONS OF SOME PDF’s AND CDF’s FOR CORRELATIVE FADING APPLICATIONS Later in the book we shall have reason to study the performance of digital communication systems over correlative fading channels. Such channels occur, for example, in small terminals equipped with space antenna diversity where the antenna spacing is insufficient to provide independent fading among the various signal paths. In such instances, the received signal will consist of two or more replicas of the transmitted signal with fading amplitudes that are correlated random variables. To assess the performance of receivers of such signals, it is therefore necessary to study the joint statistics of correlated random variables with probability distributions characterized by the various fading channel models of Chapter 2. One important application of the above scenario pertains to a system wherein the channel is assumed to be modeled by two paths and the receiver thus implements a diversity combiner with two branches. Evaluation of the performance of such a dual diversity combining receiver (discussed in great detail in Chapter 9) requires, in general, knowledge of the two-dimensional (bivariate) fading amplitude PDF and CDF. For the specific case of selection combining (SC) [1, Sec. 10-4], the combiner chooses the branch with the highest signalto-noise ratio (or equivalently, with the strongest signal assuming equal noise power among the branches) and outputs this signal to the threshold decision device. To evaluate performance in this instance, it is sufficient to obtain the one-dimensional PDF and CDF of the SC output, which is tantamount to finding the PDF and CDF of the maximum of two correlated fading random variables. The SC output CDF is used to evaluate outage probability (the probability that neither SC input exceeds the detection threshold, or equivalently, the probability that the SC output falls below this threshold), while the SC output PDF is used to evaluate average error probability. 141
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In what follows we focus on the Rayleigh and Nakagami-m fading channels since they are the most commonly used in digital communication system analyses and, as discussed previously, are typical of many wireless environments.



6.1



BIVARIATE RAYLEIGH PDF AND CDF



From a purely mathematical standpoint, the bivariate Rayleigh and Nakagami-m distributions can be viewed as the joint statistics of the envelopes, R1 and R2 , of two correlated chi-square random variables of degree 2 and 2m, respectively. Specifically, the bivariate Nakagami-m PDF is given by [1, Eq. (126); 3, Eq. (1)] pR1 ,R2 r1 , 1 ; r2 , 2 jm,  



   4mmC1 r1 r2 m m r22 r12 p D exp  C 1   1 2 m 1 2 1    1 2  m1   p 2m r1 r2 ð Im1 p , r1 , r2 ½ 0 6.1 1 2 1    where i D ri2 , i D 1, 2 and  D covr12 , r22 / varr12 varr22 is the correlation coefficient 0   < 1 . The special case of the bivariate Rayleigh PDF is given by [2, Eq. (122); 4, Eq. (3.7–13)]    4r1 r2 1 r22 r12 pR1 ,R2 r1 , 1 ; r2 , 2 j D C exp  1 2 1   1   1 2   p 2 r1 r2 p ð I0 , r1 , r2 ½ 0 6.2 1   1 2



Tan and Beaulieu [3] were successful in finding infinite series representations of the CDFs corresponding to (6.1) and (6.2), in particular, PR1 ,R2 r1 , 1 ; r2 , 2 jm,  







1 1   m  k  m C k, mr12 /1 1    m C k, mr22 /2 1   D  m kD0 k!m C k 6.3   x t ˛1 D dt, Ref˛g > 0 is the incomplete gamma function [5, where ˛, x 0 e t Eq. (6.5.2)] and PR1 ,R2 r1 , 1 ; r2 , 2 j  1  k D 1    P k C 1, kD0



r12 1 1   



 



r22 P k C 1, 2 1   







6.4 
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x where P˛, x D 1/˛ 0 et t˛1 dt, Ref˛g > 0 is another common form of the incomplete gamma function [5, Eq. (6.5.3)]. Although (6.3) and (6.4) appear to have a simple structure, they have the drawback that because they are infinite series of the product of pairs of integrals, their computation requires truncation of the series. Bounds on the error resulting from this truncation along with empirical results for indicating the rate of convergence and tightness of the ensuing bounds, are discussed in Ref. 3. Tan and Beaulieu [3] go further to point out that the complementary Rayleigh bivariate CDF (and thus also the Rayleigh bivariate CDF itself) had previously been expressed in terms of the Marcum Q-function [1, App. A], that is,



PR1 ,R2 r1 , 1 ; r2 , 2 j D 1  PrfR1 > r1 g  PrfR2 > r2 g C PrfR1 > r1 , R2 > r2 g     r2 r12 2 2 r1 p , p D 1  exp  Q1 1 1   2 1   1     r22 2 r2 2 r1 p , p  exp  1  Q1 2 1   2 1   1



6.5 



Although Tan and Beaulieu [3] abandoned this result because of the lack of availability of the Marcum Q-function in standard distributions of such mathematical software packages as Maple V, MATLAB, and Mathematica, Simon and Alouini [6] recognized the value of (6.5) in terms of the desired form of the Marcum Q-function as described by (4.16) and (4.19). Indeed, as we shall soon see, this desired form of the Marcum Q-function allows the bivariate Rayleigh CDF to be similarly expressed as a single integral with finite limits and an integrand that includes a type of bivariate Gaussian PDF. This resulting form is simple, exact, and requires no special function evaluations (i.e., the integrand is entirely composed of elementary functions such as exponentials and trigonometrics). Since the Marcum Q-function as represented by (4.16) and (4.19) depends on the relative values of its arguments, we must consider its use in (6.5) separately for different regions of the arguments r1 and r2 . For simplicity of notation, we shall also introduce the normalized (by the square root of the average power) p  envelope random variables Yi D ri / i , i D 1, 2. Consider first the region of r1 and r2 such that 







2 r2 < 2 1   



2 r1 1 1   



p or, equivalently, Y2 < Y1 which corresponds to the first argument being less than the second argument in the first Marcum Q-function in (6.5). Since in this
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p region we would also have Y2 < Y1 , then in the second Marcum Q-function in (6.5), the first argument is also less than the second argument. As such, we now substitute (4.16) in both of these two terms. After much simplification, one arrives at the desired result, namely, PR1 ,R2 r1 , 1 ; r2 , 2 j D 1  expY22   p



 1 Y21 C Y22 C 2 Y1 Y2 sin  C exp  2  1   2 2 1  2 Y Y 1 2  C p1   Y Y Y2 C Y2 sin   1 2  1 2



 ð 2  d p 2   Y1 C 2 Y1 Y2 sin  C Y2 2 



p 2 ð Y1 C 2 Y1 Y2 sin  C Y2 6.6 p The complement of the region just considered is where Y2 > Y1 or p p equivalently, Y2 > Y1 . Here, however, we can have either Y2 > Y1 or p Y1 < Y2 < Y1 . Thus, two separate subcases must be considered. For the p p first subcase where Y2 > Y1 , we would certainly also have Y2 > Y1 and thus for both Marcum Q-function terms in (6.5), the second argument is greater than the first argument. Thus, substituting (4.19) in both of these terms, we obtain after much simplification the identical result of (6.6) except that the second term, namely, expY22 , now becomes expY21 . Finally, for p the second subcase where Y1 < Y2 < Y1 , once again (6.6) is appropriate with, however, the second term, expY22 , now replaced by expY21 C expY22 . What remains is to evaluate the bivariate Rayleigh CDF at the endpoints between the regions where one must make use of the relation in (4.17). When this is done, the following results are obtained for the second term in (6.6). p p When Y2 D Y1 , use 12 expY21 C expY21 and when Y1 D Y2 use 1 2 2 2 expY2 C expY2 . Summarizing, the bivariate Rayleigh can be expressed in the form of a single integral with finite limits and an integrand composed of elementary functions as follows: PR1 ,R2 r1 , 1 ; r2 , 2 j D 1  gY1 , Y2 j   p



 Y21 C Y22 C 2 Y1 Y2 sin  1 exp  C 2  1   2 2 1  2 Y Y2 1 



 C p1   Y Y Y2 C Y2 sin   1 2  1 2



 ð 2  d, p   Y1 C 2 Y1 Y2 sin  C Y22 2 



p 2 ð Y1 C 2 Y1 Y2 sin  C Y2   6.7 Yi D ri / i
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where   expY22 ,     1 2 2    2 expY1 C expY1 , gY1 , Y2 j D expY21 C expY22 ,    1 expY2 C expY2 ,   2 2 2    2 expY1 ,



p 0  Y2 <  Y1 p Y2 D  Y1 p p Y1 < Y2 < Y1 /  p Y2 D Y1 /  p Y1 /  < Y2



6.8 



At first glance, one might conclude from (6.8) that the bivariate CDF as p p given by (6.7) is discontinuous at the boundaries Y2 D Y1 and Y2 D Y1 / . Clearly, this cannot be true since the Marcum Q-function itself is continuous over the entire range of both of its arguments and thus from the form in (6.5), the CDF must also be continuous over these same ranges. The explanation for this apparent discontinuity is that the integral portion of (6.7) is also discontinuous at these same boundaries but in such a way as to compensate completely for the discontinuities in gY1 , Y2 j and thus produce a CDF that is continuous for all positive Y1 and Y2 . The bivariate Rayleigh CDF of (6.7) has been evaluated numerically using Mathematica and compared with the double-integral representation [3, Eqs. (1) and (2)], the infinite series representation [3, Eq. (4)] and (6.5) using direct evaluation of the Marcum Q-function. Both the infinite sum and the proposed integral representation have a significant speed-up factor compared to the other two methods (double-integral approach and the one where Marcum-Q is evaluated numerically). Furthermore, the proposed approach always gives the exact result (up to the precision/accuracy allowed by the platform), whereas the infinite series representations (when programmed with the available Mathematica routines and setting the upper limit to infinity as allowed by Mathematica) loses its accuracy for high values of  such as 0.8 and 0.9 and a truncation of the series is required.1 Note that the number of terms for the truncation must be determined for each set of values of r1 , r2 and . Tan and Beaulieu [3] derived a bound on the error resulting from truncation of the infinite series but reported that this bound becomes loose as  approaches 1, which we have verified is the case. An alternative simple form of the bivariate Rayleigh CDF can be obtained by substituting the representations of the first-order Marcum Q-function of (4.26) and (4.27) in (6.5). When this is done, then after considerable algebraic manipulation the following result is obtained: p PR1 ,R2 r1 , 1 ; r2 , 2 j D 1  gY1 , Y2 j C sgnY2  Y1 IY1 , Y2 j p 6.9 C sgnY1  Y2 IY2 , Y1 j 1 Note



that the infinite series representation itself converges to the correct result for all values of  between zero and one. It is the limitation of the numerical evaluation of this series caused by the software used to make this evaluation that results in the loss of accuracy for large .
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where analogous to (6.8),  2   expY2 , gY1 , Y2 j D expY21 C expY22 ,   expY21 , and



p 0  Y2 < Y1 p p Y1  Y2 < Y1 /  p Y1 /   Y2



6.10 



 1 Y21  Y22 2 exp  C p 1   Y22 C 2 Y1 Y2 sin  C Y21  6.11 Note that the compensation for the discontinuities in gY1 , Y2 j at the boundaries p p Y2 D Y1 and Y2 D Y1 /  is now immediately obvious from the form of the last two terms in (6.9). Moreover, the values of the CDF at these endpoints are given as 1 PR1 ,R2 r1 , 1 ; r2 , 2 j D 1  expY21  expY22 2   



 1 1 Y21 1  2 2 2 exp  Y2 C , C 4  1   1 C 2 sin  C 2 p 6.12 Y2 D Y1



1 IY1 , Y2 j D 4 







 



Y21



and 1 expY22  expY21 2   



 1 1 Y22 1  2 2 2 exp  Y1 C , C 4  1   1 C 2 sin  C 2 p 6.13 Y1 D Y2



PR1 ,R2 r1 , 1 ; r2 , 2 j D 1 



One might anticipate that the bivariate Nakagami-m CDF could be expressed in a form analogous to (6.5), depending instead on the mth-order Marcum Qfunction. If this were possible, then using the desired form of the generalized Marcum Q-function as in (4.42) and (4.50), one could also express the bivariate Nakagami-m CDF in the desired form. Unfortunately, to the author’s knowledge an expression analogous to (6.5) has not been reported in the literature and the author’s have themselves been unable to arrive at one. 6.2 PDF AND CDF FOR MAXIMUM OF TWO RAYLEIGH RANDOM VARIABLES



In this section we consider the distributions of the random variable R D maxR1 , R2 , where R1 and R2 are correlated Rayleigh random variables with joint PDF as in (6.2). As mentioned previously, the random variable R characterizes the output of an SC whose inputs are R1 and R2 . Since PrfR  RŁ g D PrfR1 



PDF AND CDF FOR MAXIMUM OF TWO RAYLEIGH RANDOM VARIABLES



147



RŁ , R2  RŁ g, the CDF of R is obtained immediately from the joint CDF of R1 , R2 by equating its two arguments. Since we are ultimately interested in the  PDF of the instantaneous SNR per bit,2  D r 2 Eb /N0 with mean  D r 2 Eb /N0 D Eb /N0 , it is convenient for the Rayleigh case to start by renormalizing the  bivariate CDF of (6.7).3 Thus, noting that Y2i D ri2 /i D i / i , i D 1, 2, the joint CDF of 1 and 2 is given by P1 ,2 1 ,  1 ; 2 ,  2 j D 1  GH1 ,  1 , H2 ,  2 j      1 2 1 2 C C2  sin   



 2 1 2  1  1  C exp     2  1   



     1 2   1  2      1 2           p  2 1 2 1  C 1    C sin    1 2 1 2        d ð    1 2 1 2    C2  sin  C   1 1 2 2            2 1 1 2   ð C2  sin  C  1 1 2 2 6.14 



  H2 ,  2 ,        1    H1 ,  1 C H2 ,  2 ,  2     GH1 ,  1 , H2 ,  2 j D H1 ,  1 C H2 ,  2 ,      1   H2 ,  2 C H1 ,  1 ,    2        H1 ,  1 ,



where



2 As



2 1 0 6.22 



with 



H0 ,  i , m D



mm m  i







 i



m1



  m exp  , i



i D 1, 2



6.23 



Also, h1 j is still given by (6.17), which is independent of m and 



hj D



  1  1 m1 /2 m  2 1 p    1 cos[m  1  C /2 ] C  1  2 cos[m C /2 ] ð p  2 C 2  1  2 sin  C  1   1  1 m1 /2 C m 2 2 p    cos[m  1  C /2 ]   1  2 cos[m C /2 ] p ð 2 6.24  2 C 2  1  2 sin  C  1



5 Note that the alternative representation of the generalized Marcum Q-function (m 6D 1) is valid only for  6D 0.



PDF AND CDF FOR MAXIMUM OF TWO NAKAGAMI-m RANDOM VARIABLES



151



Note that m D 1, (6.24) simplifies to p p     1  1 C  1  2 sin   2 C  1  2 sin  1 C p p  1  2 C 2  1  2 sin  C  1  2  2 C 2  1  2 sin  C  1 6.25 which can be shown to be equal to h1 j h2 j with h2 j obtained from (6.17). Thus, also noting that H0 ,  i , 1 D 1/ i exp/ i , i D 1, 2, the PDF of (6.24) reduces to (6.18), as it should. Note here that the dependence on  of p  in (6.22) resembles the behavior of the instantaneous SNR per bit corresponding to a single Rayleigh RV, namely, p  D [mm  m1 / m m ] expm/ . Because of this similarity, it is possible to draw an analogy with results for the average error probability performance of single-channel (no diversity) digital modulations transmitted over a Nakagami-m fading channel (see Chapter 8) which make use of the integrals developed in Sections 5.1.4 and 5.2.4 based on the desired forms of the Gaussian and Marcum Q-functions. However, because of the additional integration on  required by the second term in (6.18), the functional form of the results will be somewhat different. The CDF of the SC output can now be found directly by integration of (6.22) with the result (for  6D 0) hj D



P  D GH,  1 , m , H,  2 , m j 



   mm 1  y m1 exp[myh1 j ] dy hj d m 2  0 D GH,  1 , m , H,  2 , m j 



 mm 1 h1 j m [H, h11 j , m ]hj d  m 2  where now 



H,  i , m D 



0



6.26 







H0 y,  i , m dy



  m1 m  m/ i k D 1  exp  ,  i kD0 k!



i D 1, 2



6.27 



For  D 0, the PDF  can be obtained from Fedele et al. [7, Eq. (20)], which after some changes of variables becomes  m1    mm m m, m/ 2  exp  1 p  D m  1  1 1 m       mm m m, m/ 1  m1 C exp  1 , ½0 m  2  2 2 m 6.28 
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1 where m, x D x et tm1 dt is the complementary incomplete gamma function [5, Eq. (6.5.3)]. For m integer m, x has a closed-form expression [9, Eq. (8.352.2)] and (6.28) simplifies to



mm p  D m  1 ! 1 C







mm m  1 ! 2



  m exp  [H,  2 , m ] 1    m  m1 exp  [H,  1 , m ], 2 2



 1 



m1



½0



6.29 The corresponding CDFs are obtained by integration of (6.28) and (6.29) between 0 and . For m noninteger, integration of (6.28) does not produce a closed-form result, whereas for m integer, integration of (6.29) results in P  D H,  1 , m  H,  2 , m 



m1  nD0



   n C m  1 !  1 n  2 m C  1 m  2 n 1 2 Hn , ,m n!m  1 !  1 C  2 nCm 1 C 2 6.30 



where analogous to (6.27),   mCn1  m/ k m Hn , , m D 1  exp   k! kD0 



6.31 
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7 OPTIMUM RECEIVERS FOR FADING CHANNELS As far back as the 1950s, researchers and communication engineers recognized the need for investigating the form of receivers that would provide optimum detection of digital modulations transmitted over a channel composed of a combination of AWGN and multiplicative fading. For the most part, most of these contributions dealt with only the simplest of modulation/detection schemes and fading channels (i.e., BPSK with coherent detection and Rayleigh or Rician fading). In some instances, the work pertained to single-channel reception, while in others multichannel reception was considered. Our goal in this chapter is to present the work of the past under a unified framework based on the maximum-likelihood approach and also to consider a larger number of situations corresponding to more sophisticated modulations, detection schemes, and fading channels. In addition, we treat a variety of combinations of channel state knowledge relating to the amplitude, phase, and delay parameter vectors associated with the fading channels. In many instances, implementation of the optimum structure may not be simple or even feasible and thus a suboptimum solution is preferable and is discussed. Also, evaluating the error probability performance of these optimum receivers may not always be possible to accomplish using the analytical tools discussed previously in this book or anywhere else for that matter. Nevertheless, it is of interest to determine in each case the optimum receiver since it serves as a benchmark against which to measure the suboptimum structure, which is simpler both to implement and to analyze. We begin our discussion by reviewing the mathematical models for the transmitted signal and generalized fading channel as introduced in previous chapters. In particular, consider that during a symbol period of Ts seconds the transmitter sends the real bandpass signal1 1 Without any loss in generality, we shall assume that the carrier phase,  , is arbitrarily set equal to c zero since the various paths that compose the channel will each introduce their own random phase into the transmission.
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sk t D RefQsk tg D RefSQ k tej2 fc t g



7.1



where sQk t is the kth complex bandpass signal and SQ k t is the corresponding kth complex baseband signal chosen from the set of M equiprobable message waveforms representing the transmitted information. At this point, we do not restrict the signal set fSQ k tg in any way (e.g., we do not require that the signals have equal energy), and thus we are able to handle all of the various modulation types discussed in Chapter 3. The signal of (7.1) is transmitted over the generalized fading channel which is characterized by Lp independent paths, each of which is a slowly varying channel which attenuates, delays, and phase shifts the signal and adds an AWGN noise source. Thus the received signal is a set of noisy replicas of the transmitted signal, that is,2 rl t D Ref˛l sQk t  l ejl C nQ l tg Q l tej2 fc t g D Ref˛l SQ k t  l ej2 fc tCl  C N D RefQrl tg D RefRQ l tej2 fc t g,



l D 1, 2, . . . , Lp



7.2



L



p Q l tglD1 is a set of statistically independent3 complex AWGN processes where fN Lp Lp Lp , fl glD1 , and fl glD1 are the random each with PSD 2Nl watts/Hz. The sets f˛l glD1 channel amplitudes, phases, and delays, respectively, which because of the slowfading assumption, are assumed to be constant over the transmission (symbol) interval Ts . Also, without loss of generality, we take the first channel to be the reference channel whose delay 1 D 0 and assume further that the delays are ordered (i.e., 1 < 2 < Ð Ð Ð < Lp ). The optimum receiver computes the set of a posteriori probabilities Lp , k D 1, 2, . . . , M, and chooses as its decision that message psk tjfrl tglD1 whose signal sk t corresponds to the largest of these probabilities.4 Since the messages (signals) are assumed to be equiprobable, then by Bayes rule, the equivalent decision rule is to choose sk t corresponding to the largest of the Lp jsk t, k D 1, 2, . . . , M, which conditional probabilities (likelihoods) pfrl tglD1 is the maximum-likelihood (ML) decision rule. Using the law of conditional



2 In deriving the various optimum receiver configurations, we assume a “one-shot” approach (i.e., a single transmission), wherein intersymbol interference (ISI) that would be produced by the presence of the path delays on continuous transmission is ignored. 3 It should be noted that Turin [1] originally considered optimal diversity reception for the more general case where the link noises (as well as the link fades) could be mutually correlated; however, the noises and fades were statistically independent. Later, however, Turin [2] restricted his considerations to link noises that were white Gaussian and statistically independent. (The link fades, however, were still allowed to be correlated — statistically independent and exponentially correlated fades were considered as special cases.) 4 The receiver is assumed to be time-synchronized to the transmitted signal (i.e., it knows the time epoch of the beginning of the transmission).
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probability, each of these conditional probabilities can be expressed as5 



 Lp  Lp Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1 , fl glD1



 Lp Lp Lp  Lp Lp Lp ð p f˛l glD1 , fl glD1 , fl glD1 df˛l glD1 dfl glD1 dfl glD1



7.3



and as such depends on the degree of knowledge [amount of channel state inforLp Lp Lp , fl glD1 , and fl glD1 . For mation (CSI)] available on the parameter sets f˛l glD1 instance, if any of the three parameter sets are assumed to be known (e.g., through channel measurement), the statistical averages on that set of parameters need not be performed. In the limiting case (to be considered shortly) where all parameters are assumed to be known to the receiver, none of the statistical averages in (7.3) need be performed, and hence the ML decision rule simplifies to choosing the Lp Lp Lp Lp largest of pfrl tglD1 jsk t, f˛l glD1 , fl glD1 , fl glD1 , k D 1, 2, . . . , M. Receivers that make use of CSI have been termed self-adaptive [3] in that the estimates of the system parameters are utilized to adjust the decision structure, thereby improving system performance by adaptation to slowly varying channel changes. We start our detailed discussion of optimum receivers with the most general case of all parameters known since the decision rule is independent of the statistics of the channel parameters and leads to a well-known classic structure whose performance is better than all others that are based on less than complete parameter knowledge. Also, since detection schemes are typically classified based on the degree of knowledge related to the phase(s) of the received signal, ideal coherent detection implying perfect knowledge falls into this category.



7.1 CASE OF KNOWN AMPLITUDES, PHASES, AND DELAYS: COHERENT DETECTION



Conditioned on perfect knowledge of the the amplitudes, phases, and delays, Lp Lp Lp Lp jsk t, f˛l glD1 , fl glD1 , fl glD1  is a joint the conditional probability pfrl tglD1 Gaussian PDF which because of the independence assumption on the additive noise components can be written as  Lp  Lp Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1 , fl glD1   Lp  Ts Cl    1 rQl t  ˛l sQk t  l ejl 2 dt D Kl exp  2Nl l lD1 Lp 







1 D Kl exp  2Nl lD1 5 Each







Ts Cl



  RQ l t  ˛l SQ k t  l ejl 2 dt



l



integral in (7.3) is, in fact, an Lp -fold integral.







7.4
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where Kl is an integration constant. Substituting (7.2) into (7.4) and simplifying yields  Lp  Lp Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1 , fl glD1   



Lp  ˛2l Ek ˛l jl DK exp Re e ykl l   Nl Nl lD1   



 Lp Lp 2  ˛l jl ˛l Ek  D K exp  Re e ykl l   N Nl l lD1 lD1



7.5



where 







Ts Cl



ykl l  D l







RQ l tSQ kŁ t  l  dt D



Ts 0



RQ l t C l SQ kŁ t dt



7.6



is the complex cross-correlation of the lth received signal and the kth signal waveform and 1 Ek D 2



 0



Ts



1 jSQ k tj2 dt D 2







Ts Cl



jSQ k t  l j2 dt



7.7



l



is the energy of the kth signal sk t. Also, the constant K absorbs all the Kl ’s as  Lp 1/2Nl  jRQ l tj2 dt], which is independent of k and well as the factor exp[ lD1 thus has no bearing on the decision. Since the natural logarithm is a monotonic function of its argument, we can equivalently maximize (with respect to k)   Lp  Lp Lp Lp  k D ln p frl tglD1 sk t, f˛l glD1 , fl glD1 , fl glD1  



Lp   ˛2l Ek ˛l jl D Re e ykl l   Nl Nl lD1



7.8



where we have ignored the ln K term since it is independent of k.6 The first bracketed term in the summation of (7.8) requires a complex weight ˛l ejl  to be applied to the lth cross-correlator output (scaled by the noise PSD Nl ) and the second bracketed term is a bias dependent on the signal energy-to-noise ratio in the lth path. For constant envelope signal sets (i.e., Ek D E; l D 1, 2, . . . , M), the bias can be omitted from the decision-making process. A receiver that implements (7.8) as its decision statistic is illustrated in Fig. 7.1 and is generically referred to as a RAKE receiver [4,5] because of its structural 6 For convenience, in what follows we shall use the notation  for all decision metrics associated k with the kth signal regardless of any constants that will be ignored because they do not depend on k.
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Figure 7.1. Complex form of optimum receiver for known amplitudes, phases, and delays: coherent detection. (The asterisk on the multiplier denotes complex-conjugate multiplication.)
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similarity with the teeth on a garden rake.7 Note that this receiver is, for the CSI conditions specified (i.e., perfect knowledge of all channel parameters), optimum regardless of the statistics of these parameters. We shall see shortly that as soon as we deviate from this ideal condition (i.e., one or more sets of parameters are unknown), the receiver structure will immediately depend on the channel parameter statistics. We conclude this subsection by noting that if instead of the generalized fading channel model consisting of Lp independently received noisy replicas of the transmitted signal, we had assumed the random multipath channel model suggested by Turin [6], wherein the received signal would instead be of the form rt D



Lp 



Ref˛l sQk t  l ejl g C Refntg Q



lD1



D



Lp 



j2 fc t Q Ref˛l SQ k t  l ej2 fc tCl  g C RefNte g



lD1 j2 fc t Q D RefRte g



7.9



Q with Nt a complex AWGN processes with PSD 2N0 watts/Hz, the decision metric analogous to (7.8) would be  



Lp  ˛2l Ek ˛l jl  k D Re e ykl l   7.10 N0 N0 lD1 which is in agreement with Ref. 6. Since N0 is now a constant independent of l, we can eliminate it from (7.10) in so far as the decision is concerned and rewrite the decision metric as 



k D



Lp 



[Ref˛l ejl ykl l g  ˛2l Ek ]



7.11



lD1



For single-channel reception (i.e., Lp D 1), (7.8) or (7.11) simplifies to 



k D Ref˛ej ykl g  ˛2 Ek



7.12



which is identical to the decision metric for a purely AWGN channel except for the scaling of the first term by the known fading amplitude ˛ and the second (bias) term by ˛2 . For the special case of constant-envelope signal sets, the second term becomes independent of k and can therefore be ignored, leaving as a decision metric k D ˛ Refej ykl g. Since ˛ now appears strictly as a 7 Such a receiver is also considered to implement the maximum-ratio combining (MRC) form of diversity and is discussed further in Chapter 9 which deals with the performance of multichannel receivers.
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multiplicative constant that is independent of k, it has no bearing on the decision and thus can also be eliminated from the decision metric. Hence, for singlechannel reception of constant envelope signal sets, the decision metric is identical to that for the pure AWGN channel, and knowledge of the fading amplitude does not aid in improving the performance. It should be emphasized, however, that despite the lack of dependence of the optimum decision metric on knowledge of the channel fading amplitude, the error probability performance of this receiver does indeed depend on the fading amplitude statistics and will of course be worse for the fading channel than for the pure AWGN channel. On the other hand, for nonconstant envelope signal sets (e.g., M-QAM), the second term in (7.12) cannot be ignored and optimum performance requires perfect knowledge of the channel fading amplitude (typically provided by an AGC). Finally, note that if in the generalized fading channel model all paths have equal noise PSD (i.e., Nl D N0 , l D 1, 2, . . . , Lp ), the decision metric of (7.8) reduces to that of (7.10).



7.2 THE CASE OF KNOWN PHASES AND DELAYS, UNKNOWN AMPLITUDES



When the amplitudes are unknown, the conditional probability of (7.5) must be averaged over their joint PDF to arrive at the decision metric. Assuming Lp independent amplitudes with first-order PDFs fpal ˛l glD1 , we obtain  Lp  Lp Lp  sk t, fl glD1 , fl glD1 p frl tglD1   Lp  1 2  ˛ ˛l E k l DK exp Refejl ykl l g  pal ˛l  d˛l 7.13 N Nl l 0 lD1 We now consider the evaluation of (7.13) for Rayleigh and Nakagami-m fading. 7.2.1



Rayleigh Fading



For Rayleigh fading with channel PDFs,   2˛l ˛2l pal ˛l  D exp  , $l $l 



˛l ½ 0



7.14



and $l D Ef˛2l g, the integrals of (7.13) can be evaluated in closed form. In particular, using Eq. (3.462.5) of Ref. 7, we obtain  Lp  Lp Lp  p frl tglD1 sk t, fl glD1 , fl glD1      Lp 2  p Ukl Ukl 1 D K 1 C %kl  1 C Ukl exp 1Q p 7.15 4 2 lD1
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where Qx is the Gaussian Q-function (see Chapter 4), % kl D $l Ek /Nl is the average SNR of the kth signal over the lth path, and    Ek % kl 1  jl D Ukl Refe ykl l g 7.16 Nl 1 C % kl Ek The combination of (7.15) and (7.16) agrees, after a number of corrections, with the results of Hancock and Lindsey [3, Eq. (28)] using a different notation. The decision metric analogous to (7.8) is obtained by taking the natural logarithm of (7.15) and ignoring the ln K term, which results in k D 



Lp 



Lp 



ln1 C % kl  C



lD1







ln 1 C



p







Ukl exp



lD1



2 Ukl 4











1Q



Ukl p 2







7.17 The first summation in (7.17) is a bias, and the second summation is the decision variable that depends on the observation. For large average p SNR (i.e., %kl × 1), the decision metric above simplifies to (ignoring the ln term) k D 



Lp 



ln % kl C



lD1



Lp   lD1



1 2 ln Ukl C Ukl 4







7.18



A receiver that implements the decision rule based on the high SNR decision metric above is illustrated in Fig. 7.2. 7.2.2



Nakagami-m Fading



For Nakagami-m fading with channel PDFs,    ml 2 ml ˛2l ml 2ml 1 ˛l exp  , pal ˛l  D ml  $l $l



˛l ½ 0



7.19



the integrals of (7.13) can be evaluated in closed form using Eq. (3.462.1), of Ref. 7 with the result  Lp  Lp Lp  p frl tglD1 sk t, fl glD1 , fl glD1    ml   Lp   Vkl 2ml  ml V2kl DK exp D2ml  p 7.20 2ml 1 ml  ml C % kl 8 2 lD1 



where 



Vkl D



Ek Nl







% kl ml C % kl







1 Refejl ykl l g Ek







7.21



and Dp x is the parabolic cylinder function [7, Eq. (3.462.1) and Sec. 9.24].
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Figure 7.2. Complex form of optimum receiver for known phases and delays, unknown amplitudes: Rayleigh fading, high average SNR (%kl × 1).
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7.3 CASE OF KNOWN AMPLITUDES AND DELAYS, UNKNOWN PHASES



When the phases are unknown, the conditional probability of (7.5) must be averaged over their joint PDF to arrive at the decision metric. Assuming independent phases with PDFs specified over the interval 0, 2 , we obtain  Lp  Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1   Lp  2  ˛2l Ek ˛l jl DK exp Refe ykl l g  pl l  dl 7.22 Nl Nl lD1 0 For uniformly distributed phases as is typical of Rayleigh and Nakagami-m fading, (7.22) becomes  Lp  Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1     Lp  2  ˛2l Ek 1 ˛l DK exp  exp Refejl ykl l g dl Nl 2 0 Nl lD1   



Lp  2  ˛2l Ek 1 ˛l DK exp  exp jykl l j cos[l  argykl l ] dl Nl 2 0 Nl lD1     Lp  ˛2l Ek ˛l DK exp  I0 jykl l j 7.23 Nl Nl lD1 Taking the natural logarithm of (7.23) and ignoring the ln K term , we obtain the decision metric k D
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ln I0



lD1



  Lp ˛l ˛2l Ek jykl l j  Nl Nl lD1



7.24



which for constant envelope signal sets simplifies to (ignoring the bias term) k D



Lp  lD1







ln I0



˛l jykl l j Nl







7.25



An implementation of a receiver that bases its decisions on the metric of (7.24) is illustrated in Fig. 7.3. For large arguments, the function ln I0 x is approximated by a scaled version of jxj, and thus for high SNR, the decision metric is similarly approximated by Lp  ˛l jykl l j k D Nl lD1
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Figure 7.3. Complex form of optimum receiver for known amplitudes and delays, unknown phases.
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7.4 CASE OF KNOWN DELAYS AND UNKNOWN AMPLITUDES AND PHASES



When only the delays are known, then the conditional probability of (7.5) must be averaged over both the unknown amplitudes and phases to arrive at the decision. Assuming, as was done in Section 7.3, the case of independent, identically distributed (i.i.d.) uniformly distributed phases, the conditional probability needed to compute the decision statistic is obtained by averaging (7.23) over the PDFs of the independent amplitudes, resulting in  Lp  Lp  p frl tglD1 sk t, fl glD1     Lp  1  ˛2l Ek ˛l DK exp  I0 jykl l j p˛l ˛l  d˛l 7.27 Nl Nl lD1 0 7.4.1



One-Symbol Observation: Noncoherent Detection



In this subsection we consider the case where the observation interval of the received signal is one symbol in duration. Receivers that implement their decision rules based on statistics formed from one-symbol duration-correlations are referred to as noncoherent receivers. This is in direct contrast to the cases that will be considered next, wherein the observation of the received signal extends over two or more symbols, resulting in differentially coherent receivers. This distinction in terminology regarding the method of detection (i.e., noncoherent versus differentially coherent) employed by the receiver and its relation to the observation interval is discussed by Simon et al. [8, App. 7A] for AWGN channels. 7.4.1.1 Rayleigh Fading. For the Rayleigh fading PDF of (7.14), the conditional probability of (7.27) can be evaluted in closed form. In particular, using Eq. (6.633.4) of Ref. 7, we obtain after some manipulation  0 2 Lp   Ukl  Lp  Lp  p frl tglD1 sk t, fl glD1 D K 1 C % kl 1 exp 4 lD1



where analogous to (7.16) for the coherent case,    Ek % kl 1  0 D Ukl jykl l j Nl 1 C % kl Ek



7.28



7.29



Once again taking the natural logarithm of the likelihood of (7.28) and ignoring the ln K term, we obtain the decision metric   2 Lp  Ek % kl 1 k D  ln1 C % kl  C jykl l j 4Nl 1 C % kl Ek lD1 lD1 Lp 
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A receiver that implements a decision rule based on the metric of (7.30) is illustrated in Fig. 7.4. For the special case of constant envelope signal sets, wherein the bias [first term of (7.30)] becomes independent of k and can be ignored, the decision metric becomes (ignoring the scaling by the energy E) Lp  
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%l 1 C %l







jykl l j2 Nl
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where % l D $l E/Nl . If, further, we assume that Nl D N0 ; l D 1, 2, . . . , Lp , (7.31) simplifies still further to (ignoring the scaling by N0 )



k D



Lp   lD1



%l 1 C %l







jykl l j2



7.32



Finally, for a flat power delay profile (PDP), $l D $, l D 1, 2, . . . , Lp , then ignoring the scaling by %/1 C %, the decision metric is simply



k D



Lp 



jykl l j2



7.33



lD1



which is identical in structure to the optimum receiver for a pure AWGN multichannel; that is, each finger implements a complex cross-correlator matched to the delayed signal for that path followed by a square-law envelope detector with no postdetection weighting. Methods for evaluating the average bit error probability (BEP) performance of multichannel receivers with square-law detection are discussed in Chapter 9. In general, the performance of the optimum receiver that implements the decision metric of (7.32) is difficult to evaluate using these methods because of the nonuniformity of the postdetection weights %l /1 C %l . On the other hand, the performance of a receiver that implements the unweighted decision metric of (7.33), which for other than a uniform PDP would be suboptimum, is straightforward. In what follows we examine the BEP of the optimum receiver (for which results are obtained from computer simulation) and the BEP of the suboptimum receiver [for which results are obtained from the analysis of equal gain combining (EGC) diversity reception to be studied in Chapter 9]8 for the case of binary FSK and an exponential PDP described by %l D %1 eυl1 , l D 1, 2, . . . , Lp . 8 Simulation



results were also obtained for the BEP of the suboptimum receiver as a means of verifying the simulation program and were shown to be in perfect agreement with the analytically obtained results.
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Figure 7.4. Complex form of optimum receiver for known delays, unknown amplitudes and phases: Rayleigh fading, one-symbol observation (noncoherent detection).
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TABLE 7.1 Average BEP Data for Optimum and Suboptimum Reception of Noncoherently Detected Binary FSK over Rayleigh Fading with an Exponential PDPa % l (dB) L



0



2



4



6



8



10



Optimum Case (Simulation Result) for Sample Size D 1 2 3 4



.33333 .25925 .20987 .17333



.27895 .19008 .13640 .10042



.22163 .12554 .07587 .04729



1 2 3 4



.33333 .25926 .20987 .17330



.27895 .19003 .13637 .10039



.22163 .12559 .07589 .04730



.16719 .07451 .03579 .01782



.12034 .03996 .01443 .00541



.08333 .01967 .00508 .00138



12



14



108



for υ D 0



.05603 .00907 .00162 .00030



16



.03687 .00397 .00048 .00006



.023917 .001685 .000130 .000011



.03687 .00398 .00047 .00006



.023917 .001689 .000132 .000011



Optimum Case (Analysis Result) for υ D 0 .16719 .07451 .03580 .01783



.12034 .03996 .01443 .00543



.08333 .01968 .00509 .00137



.05603 .00906 .00161 .00030



Optimum Case (Simulation Result) for Sample Size D 108 for υ D 0.1 1 2 3 4



.33333 .26645 .22574 .19800



.27895 .19740 .15124 .12168



.22163 .13192 .08713 .06144



1 2 3 4



.33333 .26650 .22589 .19827



.27895 .19737 .15129 .12183



.22163 .13198 .08718 .06154



.16719 .07920 .04259 .02492



.12034 .04293 .01776 .00809



.08333 .02130 .00643 .00218



.05603 .00989 .00208 .00050



.03687 .00436 .00062 .00010



.023917 .001853 .000173 .000019



.03687 .00436 .00062 .00010



.023917 .001855 .000175 .000019



Suboptimum Case (Analysis) for υ D 0.1 .16719 .07922 .04263 .02495



.12034 .04293 .01776 .00813



.08333 .02132 .00643 .00218



.05603 .00988 .00208 .00050



Optimum Case (Simulation Result) for Sample Size D 108 for υ D 0.5 1 2 3 4



.33333 .29083 .27520 .26915



.27895 .22373 .20311 .19490



.22163 .15638 .13241 .12270



.16719 .09848 .07457 .06499



.12034 .05584 .03590 .02823



.08333 .02883 .01482 .01000



.05603 .01379 .00535 .00292



.03687 .00621 .00173 .00072



.023917 .002682 .000519 .000153



.03687 .00622 .00173 .00072



.023917 .002687 .000517 .000155



Suboptimum Case (Analysis) for υ D 0.5 1 2 3 4



.33333 .29196 .27926 .27793



.27895 .22451 .20625 .20213



.22163 .15691 .13435 .12738



.16719 .09871 .07545 .06718



.12034 .05503 .03617 .02895



.08333 .02885 .01489 .01016



.05603 .01379 .00536 .00294



Optimum case (Simulation Result) for Sample Size D 108 for υ D 1 1 2 3 4 5



.33333 .31137 .30802 .30755 .30739



.27895 .24835 .24323 .24244 .24230



.22163 .18213 .17511 .17400 .17381



.16719 .12149 .11273 .11127 .11106



.12034 .07322 .06385 .06219 .06190



.08333 .04001 .03149 .02981 .02957



.05603 .02011 .01354 .01216 .01190



.03687 .00941 .00512 .00421 .00402



.023917 .004179 .001731 .001234 .001129



(continued overleaf )
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TABLE 7.1



(continued) % l (dB)



L



0



2



4



1 2 3 4 5



.33333 .31594 .32195 .33243 .34279



.27895 .25204 .25612 .26714 .27886



.22163 .18467 .18497 .19457 .20600



6



8



10



12



14



16



.05603 .02015 .01382 .01314 .01417



.03687 .00943 .00517 .00443 .00464



.023917 .004190 .001738 .001277 .001260



Suboptimum Case (Analysis) for υ D 1 .16719 .12277 .11872 .12518 .13440



.12034 .07375 .06666 .06958 .07551



.08333 .04022 .03252 .03290 .03583



Optimum Case (Simulation Result) for Sample Size D 108 for υ D 2 1 2 3 4



.33333 .32884 .32885 .32878



.27895 .27202 .27181 .27184



.22163 .21125 .21098 .21097



.16719 .15300 .15249 .15253



.12034 .10242 .10190 .10191



.08333 .06318 .06248 .06246



.05603 .03588 .03500 .03500



.03687 .01878 .01783 .01784



.023917 .009146 .008290 .008256



.03687 .01897 .01986 .02281



.023917 .009197 .008999 .010394



Suboptimum Case (Analysis) for υ D 2 1 2 3 4 a



.33333 .34317 .35916 .37163



.27895 .28588 .30381 .31859



.22163 .22268 .24044 .25610



.16719 .16062 .17584 .19048



.12034 .10665 .11776 .12976



.08333 .06507 .07180 .08040



.05603 .03653 .03969 .04509



The simulation is accurate to 104



Table 7.1 presents the numerical BEP data for the optimum and suboptimum receivers corresponding to values of υ equal to 0, 0.1, 0.5, 1.0, and 2.0. For each value of υ, the average SNR/bit of the first path, % 1 , is allowed to vary over a range from 0 to 16 dB, and the number of paths, Lp , is varied from 1 to 4. For υ D 0 (i.e., a uniform PDP), the simulation and analytical data are seen to agree exactly since in this case the suboptimum receiver corresponding to the decision metric of (7.33) is indeed optimum, as mentioned previously. For υ > 0, the optimum receiver clearly outperforms (has a smaller BEP than) the suboptimum receiver, as it should. To illustrate the behavior of the optimum and suboptimum receivers as a function of the fading power decay factor, υ, and the number of paths, Lp , the simulation data in Table 7.1 are plotted in Figs. 7.5a–e and 7.6a–e, respectively. We observe from the curves in Fig. 7.5a–e that for fixed υ the performance of the optimum receiver always improves monotonically with increasing Lp over the entire range of % 1 considered. By contrast, the curves in Figs. 7.6a–e illustrate that for large υ, the performance of the suboptimum receiver can in fact degrade with increasing Lp as a result of the noncoherent combining loss, which is more prevalent at low SNR’s. Comparing the various groups of curves within each set of figures also reveals that the improvement in BEP obtained by increasing Lp is larger when the fading power decay factor, υ, is smaller; that is, a uniform PDP stands to gain more from an increase in the number of combined paths than one with an exponentially decaying multipath and the same average SNR/bit of the first path.
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Figure 7.5. Average BEP performance for optimum reception of noncoherently detected binary FSK over Rayleigh fading with an exponential PDP: (a) υ D 0; (b) υ D 0.1; (c) υ D 0.5; (d) υ D 1.0; (e) υ D 2.0. m D 1, M D 2.
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Figure 7.5. (continued)
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Figure 7.5. (continued)



To compare the behavior of the optimum and suboptimum receivers, Fig. 7.7a and b illustrate their performance for two different combinations of υ and Lp : namely, υ D 1, Lp D 5 and υ D 2, Lp D 4. Also illustrated in these figures are the corresponding results for Lp D 1, in which case the two receivers once again yield identical performance since the single scaling factor % 1 /1 C % 1  in (7.32) is now inconsequential. We observe from these figures that the suboptimum receiver performs quite well with respect to its optimum counterpart but does in fact exhibit a noncoherent combining loss at sufficiently low SNR, as mentioned previously. As a further comparison of the behavior of the optimum and suboptimum BFSK receivers, Fig. 7.8 illustrates their performance with Lp D 4 and varying υ. Finally, Fig. 7.9 gives an analogous performance comparison for 4-ary FSK with υ D 1.0 and varying Lp . 7.4.1.2 Nakagami-m Fading. For the Nakagami-m fading PDF of (7.19), the conditional probability of (7.27) can also be evaluated in closed form. In particular, using Eq. (6.631.1) of Ref. 7 we obtain [9]    Lp    % kl ml V0kl 2 Lp  Lp  p frl tglD1 sk t, fl glD1 D K 1C 7.34 1 F1 ml , 1; ml 4 lD1
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Figure 7.6. Average BEP performance for suboptimum reception of noncoherently detected binary FSK over Rayleigh fading with an exponential PDP: (a) υ D 0; (b) υ D 0.1; (c) υ D 0.5; (d) υ D 1.0; (e) υ D 2.0; m D 1, M D 2.
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Figure 7.6. (continued)
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Figure 7.6. (continued)



where analogous to (7.21) for the coherent case   V0kl D



Ek Nl







% kl ml C % kl







1 jykl l j Ek







7.35



and 1 F1 a, b; x is Kummer’s confluent hypergeometric function [7, Sec. 9.210], which has the property that for x > 0, a > 0, 1 F1 a, 1; x is a monotonically increasing function of x. Also, the larger a is, the greater the rate of increase. Finally, since 1 F1 1, 1; x D ex , then for ml D 1, l D 1, 2, . . . , Lp , the conditional probability of (7.34) reduces to (7.28), as it should. The decision metric for this case is obtained by taking the natural logarithm of (7.34) with the result (ignoring the ln K term)      Lp V0kl 2 % kl k D  ml ln 1 C C ln 1 F1 ml , 1; ml 4 lD1 lD1 Lp 



7.36



Once again the first summation in (7.36) is a bias term, whereas the second summation has a typical term that is a nonlinearly processed sample (at time l ) of the cross-correlation modulus ykl jl j. A receiver that implements a decision
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Figure 7.7. Comparison of the average BEP performance for optimum and suboptimum reception of noncoherently detected binary FSK over Rayleigh fading with an exponential PDP: (a) υ D 1.0, Lp D 5; (b) υ D 2.0, Lp D 4. m D 1, M D 2.
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Figure 7.8. Comparison of the average BEP performance for optimum and suboptimum reception of noncoherently detected binary FSK over Rayleigh fading with an exponential PDP; Lp D 4, varying υ, m D 1, M D 2.
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Figure 7.9. Comparison of the average BEP performance for optimum and suboptimum reception of noncoherently detected 4-ary FSK over Rayleigh fading with an exponential PDP; υ D 1.0, varying Lp , m D 1, M D 4.
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Figure 7.10. Comparison of the average BEP performance for optimum and suboptimum reception of noncoherently detected binary FSK over Nakagami-m fading with an exponential PDP; υ D 2.0, Lp D 4, varying m.



rule based on (7.36) would be similar to Fig. 7.4, where, however, the square-law nonlinearity is replaced by the ln 1 F1 Ð, Ð; Ð nonlinearity and the bias is modified accordingly. To compare the behavior of the optimum and suboptimum receivers, Fig. 7.10 illustrates their performance as a function of the m parameter for υ D 2 and Lp D 4. Here we observe that the difference between the suboptimum and optimum performances increases with m (i.e., as the severity of the fading decreases). 7.4.2 Two-Symbol Observation: Conventional Differentially Coherent Detection



We assume here that in addition to the channel phases and amplitudes being unknown, the channel is sufficiently slowly varying that these parameters can be considered to be constant over a time interval that is at least two symbols in duration. Furthermore, we consider only constant envelope modulations, namely, M-PSK. For a purely AWGN channel, the optimum receiver has been shown [8, App. 7A] to implement differentially coherent detection which for M-PSK results in M-DPSK. What we seek here is the analogous optimum receiver when
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in addition to AWGN, fading with unknown amplitude is present on the received signal. The derivation of this optimum receiver to be presented here follows the development by Simon et al. [8, App. 7A]. We begin by rewriting (7.4) with integration limits corresponding to a 2Ts second observation, namely,  Lp  Lp Lp Lp  sk t, f˛l glD1 , fl glD1 , fl glD1 p frl tglD1 



Lp 



1 D Kl exp  2N l lD1







2Ts Cl



  RQ l t  ˛l SQ k t  l ejl 2 dt







7.37



l



Defining the individual symbol energies of the kth signal as Eki D



1 2







iC1Ts



jSQ k tj2 dt D



iTs



1 2







iC1TCl



jSQ k t  l j2 dt,



i D 0, 1 7.38



iTs Cl



we obtain, analogous to (7.5),  Lp  Lp Lp Lp  sk t, f˛l glD1 , fl glD1 , fl glD1 p frl tglD1   



Lp  ˛2l Ek0 C Ek1  ˛l jl DK exp Re e ykl l   Nl Nl lD1   



 Lp Lp 2  ˛l jl ˛l Ek0 C Ek1   D K exp  Re e ykl l   N Nl l lD1 lD1



7.39



where now 







2Ts Cl



ykl l  D l







RQ l tSQ kŁ t  l  dt D



0



2Ts



RQ l t C l SQ kŁ t dt



7.40



Since we have assumed constant envelope M-PSK modulation, the kth complex baseband signal can be expressed as9 



SQ k t D



Es j2i e k , Ts



iTs  t  i C 1Ts ,



i D 0, 1



7.41



where Ek0 D Ek1 D Es (the energy per symbol) and 2ki denotes the information phase transmitted in the ith symbol interval of the kth signal and ranges over the 9 To avoid notational confusion with the channel fading phases, we use 2 (as opposed to  from Chapter 3) to denote the transmitted phases.
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set ˇk D 2k  1 /M, k D 1, 2, . . . , M. Substituting (7.41) into (7.40), we can rewrite (7.39) as  Lp Lp Lp Lp  p frl tglD1 jsk t, f˛l glD1 , fl glD1 , fl glD1



DK



DK



 



  ˛l jl  0 1 exp Re e ykl l  C ykl l  Nl lD1



Lp 







   0  ˛l  0 1 1 exp ykl l  C ykl l  cos l  arg ykl l  C ykl l  7.42 Nl lD1



Lp 



where we have absorbed the constant term exp2Es   i l  D ykl



Es Ts







iC1Ts Cl



i



Lp



RQ l tej2k dt,



2 lD1 ˛l /Nl 



in K and



i D 0, 1



7.43



iTs Cl



As in Section 7.3, we first need to average (7.42) over the uniformly distributed statistics of the unknown channel phases. Proceeding as was done in (7.23), we arrive at the result  Lp  Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1     Lp   ˛2l Es ˛l  0 1  DK exp  I0 y l  C ykl l  Nl Nl kl lD1



7.44



Next, we must average over the statistics of the unknown amplitudes. 7.4.2.1 Rayleigh Fading. Following steps analogous to those taken in Section 7.4.1.1, we obtain



p







Lp  Lp  frl tglD1 sk t, fl glD1



 0 2  1 $l ykl l  C ykl l  DK exp 4Nl lD1 Lp 







7.45



with the equivalent decision metric (ignoring the ln K term) Lp  2 $l  0 1 ykl l  C ykl l  k D 4Nl lD1



 2 Lp  2Ts Cl   % l  Ts Cl j2k0 j2k1 Q Q Rl te Rl te D dt C dt  4Ts l Ts Cl lD1



7.46
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The decision rule based on the decision metric in (7.46) is to choose as the transmitted signal that pair of phases 2k0 D ˇj0 , 2k1 D ˇj1 that results in the largest k . We note that adding an arbitrary phase, say ˇ, to both 2k0 and 2k1 does not affect the decision metric, and thus in accordance with the decision rule above, the joint decision on 2k0 and 2k1 will be completely ambiguous. To resolve this phase ambiguity, we observe that although the decisions on 2k0 and 2k1 can each be ambiguous with an arbitrary phase ˇ, the difference of these two decisions is not ambiguous at all. Thus, an appropriate solution is to encode the phase information as the difference between two successive transmitted phases (i.e., employ differential phase encoding at the transmitter). This is exactly the solution discussed in Section 3.5 for phase-ambiguity resolution on the pure AWGN channel (see also Simon et al. [8, App. 7A]). Mathematically speaking, we can set the arbitrary phase ˇ D 2k0 , in which case (7.46) becomes  2 Lp  2Ts Cl   % l  Ts Cl j2k0 Cˇ j2k1 Cˇ Q Q k D dt C dt Rl te Rl te  4Ts l Ts Cl lD1  2 Lp  2Ts Cl   % l  Ts Cl j2k1 2k0  Q Q D dt Rl t dt C Rl te  4Ts l Ts Cl lD1



D



 2 Lp  2Ts Cl   1 % l  Ts Cl Q l t dt C ej2k Q l t dt R R   4Ts l Ts Cl lD1



7.47







where 2ki D 2ki  2ki1 represents the information phase corresponding to the ith transmission interval, which ranges over the set of values ˇk D 2k /M, k D 0, 1, . . . , M  1. Expanding the squared magnitude in (7.47) and retaining only terms that depend on the information phase 2k1 , we obtain (ignoring other multiplicative constants)



k D



Lp 



1



Q 0l V Q 1lŁ ej2k g % l RefV



7.48



lD1



where  Q il D V







iC1Ts Cl



RQ l t dt,



i D 0, 1



7.49



iTs Cl



A receiver that bases its decision rule on the decision metric of (7.48) is illustrated in Fig. 7.11. For a flat power delay profile and equal channel noise PSDs, the metric of (7.48) reduces to that corresponding to optimum reception in a pure AWGN environment (see Section 3.5).
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Figure 7.11. Complex form of optimum receiver for known phases, unknown amplitudes and delays: Rayleigh fading, two-symbol observation (conventional differentially coherent detection).



R˜ Lp(t )



R˜ 2(t )



R˜1(t )



(1)



g1e j∆fk



186



OPTIMUM RECEIVERS FOR FADING CHANNELS



7.4.2.2 Nakagami-m Fading. By comparing the conditional probabilities of (7.23) and (7.44) corresponding, respectively, to noncoherent and differentially coherent detection, it is straightforward to show that for Nakagami-m fading, the decision metric becomes



k D



Lp 



ln 1 F1 ml , 1; W2kl /4



7.50



lD1



where  



Wkl D 



Es Nl







%l ml







 1  0 1 ykl l  C ykl l  Es







   2Ts Cl  1  Ts Cl j2k0 j2k1 Q Q p D dt C dt Rl te Rl te  Es Ts l Ts Cl 7.51 As for the Rayleigh case, the decision metric of (7.50) in combination with (7.51) is ambiguous to an arbitrary phase shift ˇ. With differential phase encoding employed at the transmitter, the unambiguous decision metric is still given by (7.50) with Wkl now defined as      1 Es % l 1   Q 0l C ej2k V Q 1l  p Wkl D V Nl ml Es Ts       1/2 Es % l 1  2 2 Ł j2k1 Q Q Q Q D jV0l j C jV1l j C 2 Re V0l V1l e 7.52 Nl ml Es Ts



Es Nl







%l ml







Note that because of the nonlinear postdetection processing via the ln 1 F1 Ð, Ð; Ð Q 1l j2 cannot be ignored, nor can the other Q 0l j2 and jV function, the terms jV multiplicative factors in (7.52), despite the fact that they are all independent of k. 7.4.3 Ns -Symbol Observation: Multiple Symbol Differentially Coherent Detection



In Ref. 10, the authors considered differential detection of M-PSK over an AWGN channel based on an Ns -symbol Ns > 2 observation of the received signal. The optimum receiver (see Fig. 3.18) was derived and shown to yield improved (monotonically with increasing Ns ) performance relative to that attainable with the conventional (two-symbol observation) M-DPSK receiver. Our intent here is to generalize the results of Divsalar and Simon [10] (see also Simon et al. [8, Sec. 7.2]) to the fading multichannel with unknown amplitudes.
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Clearly, for Ns > 2, the decision metric and associated receiver derived here will reduce to those obtained in Section 7.4.2. Without going into great detail, it should be immediately obvious that for an Ns -symbol observation, the conditional probability of (7.44) generalizes to  Lp  Lp Lp  p frl tglD1 sk t, f˛l glD1 , fl glD1 N 1     Lp s   ˛2l Es ˛l    n DK exp  I0 ykl l     N N l l nD0 lD1



7.53



7.4.3.1 Rayleigh Fading. Averaging (7.53) over Rayleigh statistics for the unknown amplitudes results in the generalization of the decision metric in (7.46), namely, N 1  2 Lp s  nC1Ts Cl  n % l    j2 k D 7.54 RQ l te k dt   4Ts  nTs Cl nD0



lD1



Using the same differential phase encoding rule as for the two-symbol observation case to resolve the phase ambiguity in (7.54), the unambiguous form of this decision metric becomes N 1 2 Lp  nC1Ts Cl s  n  i % l    j 2 k iD0 RQ l t dt e k D   4Ts  nTs Cl lD1



7.55



nD0



where, by definition, 2k0 D 0. As before, expanding the squared magnitude and retaining only terms that depend on the information phases, we obtain (ignoring other multiplicative constants)



k D



Lp  lD1



 Ns 1 Ns 1  



% l Re







iD0 jD0 i 4, the first term in the summation of (8.31) is dominant, in which case this equation simplifies to 2 Pb E ' Q log2 M







 2Eb log2 M sin N0 M 







8.32 



which is precisely what would be obtained by applying the relation between the bit and symbol error probability as given in (8.7), using (8.25) for the latter. Thus, once again we conclude that the remaining terms of the summation in (8.31) account for what is needed to make the expression accurate at low Eb /N0 . 8.1.1.4 Differentially Encoded M-ary Phase-Shift-Keying and p/4QPSK. When differential phase encoding is applied to the transmitted M-PSK modulation but coherent detection is still used at the receiver, the evaluation of average SEP is a bit more complex than that considered in the preceding section. Since for differential phase encoding a correct decision on the information phase for the nth symbol interval will occur if both the nth and the (n  1)st received signal vectors fall k decision regions away from the correct one, k D 0, 1, . . . , M  1, then since these two adjacent receptions are independent, the probability of this occurring is



Ps C D



M1 



Pk2



8.33 



kD0



independent of the particular value of the nth information phase. Thus, the average symbol error probability for coherently detected, differentially encoded M-PSK is M1  Pk2 8.34 Ps E D 1  Ps C D 1  kD0
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which can be expressed in terms of the average SEP for M-PSK without differential encoding [i.e., Ps E jMPSK of (8.16)] as [5, Eq. (4.200)]  2 M1   Pk2 Ps E D 1  1  Ps E MPSK  kD1



 D 2Ps E 



 2 M1     P E  Pk2 s MPSK MPSK



8.35 



kD1



Using (8.22) and (8.29) in (8.35), all terms involve only single integrals with finite integration limits that are independent of Es /N0 and integrands that are exponential in Es /N0 . However, the fact that the second and third terms of (8.35) require that these integrals be squared still poses difficulties in terms of a simple extension of these results to the fading channel. Two special cases of (8.35) are of interest. For coherent detection of differentially encoded BPSK, (8.35) together with (8.18) reduces to    2 Pb E D 2Pb E BPSK  2 Pb E BPSK  



 



2Eb 2Eb 2 D 2Q  2Q N0 N0



8.36 



Since a desired form of the square of the Gaussian Q-function exists in (4.9), then (8.36) has the desired form      Eb 1 2 /4 Eb 1 exp  d C exp  d N0 sin2   0 N0 sin2  0 8.37 For differentially encoded QPSK, (8.35) simplifies to



Pb E D



2 







/2







 











2



Es N0 







 



Es Ps E D 4Q  8Q C 8Q  4Q N0 8.38 Unfortunately, this special case cannot be put in the desired form due to the lack of such forms for the third and fourth powers of the Gaussian Q-function. Nevertheless, as we shall see shortly, it will still be possible obtain finitelimit single-integral expressions for the average error probability performance of differentially encoded QPSK in Rayleigh and Nakagami-m fading by making use of the alternative form of the Gaussian Q-function and the integrals developed in Section 5.4.3. Finally, since as pointed out in Section 3.1.4.2, /4-QPSK is a particular form of differentially encoded QPSK wherein the information phases are chosen to range over the set ˇi D /4, 3/4, 5/4, 7/4 instead of the conventional ˇi D 0, /2, , 3/2, then since the receiver performance is independent of the



Es N0



3



Es N0 
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choice of the information symbol set, coherently detected /4-QPSK transmitted over a linear AWGN channel is also characterized by (8.38). 8.1.1.5 Offset QPSK or Staggered QPSK. Referring to the signal model in Section 3.1.5 and the accompanying optimum receiver in Fig. 3.7, then noting the similarity of this receiver to the conventional QPSK receiver in Fig. 3.6, the classical form for the BEP of OQPSK is also given by (8.16). Stated another way, since in accordance with Fig. 3.7 independent decisions are made on the I and Q data bits, the time offset of these two channels has no effect on these decisions and hence on a linear AWGN channel with ideal coherent detection at the receiver, OQPSK has the same BEP performance as QPSK and also BPSK. The differences in performance between these three modulations comes about when the carrier demodulation is nonideal, as will be discussed shortly. 8.1.1.6 M-ary Frequency-Shift-Keying. Consider first the case of orthogonal signaling using the M-FSK modulation described by the signal model in Section 3.1.6 and the receiver of Fig. 3.8. Assuming that the transmitted frequency in the nth symbol interval, fn , is equal to !l D 2l  1  M f/2, the real parts of the integrate-and-dump (I&D) outputs, yQ nk , k D 1, 2, . . . , M, as given by (3.25) are independent, identically distributed (i.i.d.) Gaussian random variables with means as in (3.25) and variance #n2 D N0 Ts /2. The probability of a correct symbol decision ispthe probability that all RefyQ nk g, k 6D l, are less than RefyQ nl g. Thus, letting Ac D Es /Ts and denoting RefyQ nk g by znk , the probability of symbol error is given by [5, Eq. (4.92)] 



M1 2 znk 1 ! exp  2 dznk Ps E D 1  2#n 2#n2 1 1 p 



1 znl  Es Ts 2 ð! exp  dznl 2#n2 2#n2 



1







znl



8.39 



or in terms of the Gaussian Q-function, 



1



Ps E D 1 







 



Q q  1



2Es N0 



M1



 2 q 1 p exp  dq 2 2



8.40 



The corresponding bit error probability is given by [5, Eq. (4.96)] Pb E D



2k1 Ps E , 2k  1



k D log2 M



8.41 



Unfortunately, for arbitrary M, (8.40) cannot be put in the desired form by using the form of the Gaussian Q-function in (4.2). The special case of binary
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orthogonal FSK M D 2 , however, does have a simple form, namely, 



Pb E D Q



Eb N0 







8.42 



which can be put in the desired form, Pb E D



1 







/2



0



  Eb 1 exp  d 2N0 sin2 



8.43 



Another M-FSK case whose error probability performance can be put into the desired form corresponds to binary nonorthogonal FSK with cross-correlation given by (3.27). In particular, the BEP for such a modulation is given by4  



Eb 1  sin 2h/2h Pb E D Q N0    /2 1 Eb 1  sin 2h/2h D exp  d 8.44  0 2N0 sin2  where, as before, h D fTb is the frequency-modulation index. The minimum BEP is achieved when h D 0.715 (the value of h that maximizes the argument of the Gaussian Q-function), resulting in 



Pb E D Q



Eb 1.217 N0 







D



1 







/2



0



  Eb 1.217 exp  d 2N0 sin2 



8.45 



which is often approximated by 



Pb E D Q



Eb 1 C 2/3 N0 







1 D 



 0



/2



  Eb 1 C 2/3 exp  d 2N0 sin2 



8.46 8.1.1.7 Minimum-Shift-Keying. In Section 3.1.7 it was demonstrated that MSK was equivalent to pulse-shaped OQPSK, where the pulse shape was sinusoidal [see (3.33) and (3.34)]. Ignoring the implicit differential encoding at the transmitter (i.e., assuming that we are dealing with precoded MSK), the BEP of the receiver implemented as the one that’s optimum for pulse-shaped OQPSK (e.g., Fig. 3.12) is independent of the shape of the pulse and is thus given by (8.18). In summary, the receivers for binary AM, BPSK, QPSK, OQPSK, and MSK all have identical BEP performance. 4 This is a special case of the BEP for coherent detection of binary signals with arbitrary crossp correlation 1  '  1, which is given by Pb E D Q Eb 1  ' /N0 .
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8.1.2



Nonideal Coherent Detection



We saw in the preceding section that many of the ideal coherent detection systems had identical error probability performances. In a practical system where the demodulation reference is nonideal (see Section 3.2), the performances of these systems whose receivers are designed on the basis of ideal coherent detection will differ from one another. In this section we present the results that enable one to assess these differences. We begin with the simplest case of a BPSK system whose receiver has an imperfect carrier demodulation reference obtained from a Costas loop. The average BEP performance of such a BPSK system is given by [14]5 



/2



Pb E D



Pb E; c pc dc



8.47 



/2







where Pb E; c D Q



2Eb cos c N0 







8.48 



is the conditional (on the loop phase error c ) BEP and for a Costas loop that tracks the doubled phase error process pc D



exp'eq cos 2c , I0 'eq 



0  jc j 



 2



8.49 



is the phase error PDF in Tikhonov form [15]. Also, in (8.49), 'eq D



'c SL 4



8.50 



is the equivalent loop SNR with 'c D Eb /Tb /N0 BL (BL is the single-sided loop noise bandwidth) the loop SNR of a phase-locked loop (PLL) and SL D



1 1 C 1/2Eb /N0 



8.51 



is called the squaring loss assuming ideal I&D arm filters for the Costas loop. Substituting (8.48) and (8.49) in (8.47) gives the classical result 







/2



Pb E D



Q /2



2Eb cos c N0 







exp'eq cos 2c dc I0 'eq 



8.52 



which ordinarily is evaluated by numerical integration. 5 This result assumes that the 180° phase ambiguity associated with the Costas loop is perfectly resolved. Methods for accomplishing this are beyond the scope of this discussion.
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The evaluation of (8.52) can be simplified a bit by using the desired form of the Gaussian Q-function. In particular, using (4.2) in (8.52), we obtain the following development:    /2  /2 1 Eb 2 Pb E D 2 exp  cos c  I0 'eq /2 0 N0 sin2  ð exp'eq cos 2c dc d    /2  /2 Eb 1 1 C cos 2 exp  D 2 c  I0 'eq /2 0 2N0 sin2  ð exp'eq cos 2c d dc    /2 1 Eb D 2 exp   I0 'eq 0 2N0 sin2  "  #  /2 Eb C 'eq cos 2c dc d ð exp  2N0 sin2  /2    /2 1 Eb D exp  22 I0 'eq 0 2N0 sin2  "  #   Eb C ' ð exp  cos  eq c dc d 2N0 sin2  



8.53 



Finally, recognizing that the integral on c is in the form of a modified Bessel function of the first kind, we get the final desired result: 1 Pb E D 







/2



 exp 



0



Eb 2N0 sin2 







I0 Eb /2N0 sin2  C 'eq d I0 'eq 



8.54 



The form of (8.54) is interesting in that the Gaussian Q-function needed in the integrand of (8.52) has been replaced by a modified Bessel function with an argument related to both the equivalent loop SNR ('eq ) and the detection SNR (Eb /N0 ). For QPSK and an imperfect carrier demodulation reference obtained from a four-phase Costas loop with I&D arm filters, the appropriate expressions analogous to (8.47) through (8.52) are [14] 



/4



Pb E D



Pb E; c pc dc



8.55 



/4



where 1 Pb E; c D Q 2



 



 



1 2Eb 2Eb cos c  sin c C Q cos c C sin c N0 2 N0 8.56 
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and pc D



2 exp'eq cos 4c , I0 'eq 



0  jc j 



 4



8.57 



with 'eq D



'c SL 16



8.58 



and SL D



1 1 C 9/4 /Eb /N0 C 3/2 /Eb /N0 2 C 3/16 /Eb /N0 3



8.59 



Unfortunately, substitution of (8.56) and (8.57) in (8.55) and using the desired form of the Gaussian Q-function does not provide for any further simplification, as before. Consider now the additive Gaussian noise reference signal model of (3.39) as suggested by Fitz [16] to be characteristic of a large class of phase estimation techniques used to evaluate average error probability performance at moderate to high SNR. When used to demodulate the received signal in (3.38), the decision statistic for the nth symbol becomes equal to RefyQ nk cQ rŁ g, which is in the form of the real part of the product of two nonzero mean complex Gaussian random variables. The probability of error associated with such a generic decision statistic is discussed in Appendix 8A. When applied to BPSK modulation with Q nk and Ar D Ac S1p D S2p and assuming that the signal and reference noises N Q r have equal power and are uncorrelated, then from (8A.5) together with (8A.7) N and, in addition, 1p D 2p , the error probability becomes p p p p Pb E D 12 [1  Q1  b, a C Q1  a, b ] where aD



Eb p  G  1 2 , 2N0



bD



Eb p  G C 1 2 2N0



8.60 



8.61 



To tie the additive Gaussian noise reference and the Tikhonov-distributed phase error models together, we assume a phase reference generated by a PLL whose input has a signal power equal to that of the data-modulated (BPSK) signal. In this case, the SNR gain G of the former model is related to the loop bandwidth–bit time product BL T of the PLL by G D 1/BL Tb [16].6 Using this equivalence, Fitz [16] shows that the error probability computed from (8.52) or any of its subsequent equivalent forms is virtually identical to that computed from the combination of (8.60) and (8.61). 6 Equivalently,







the loop SNR 'c , is related to the SNR gain G by 'c D P/N0 BL D 1/BL Tb ð PTb /N0 D GEb /N0 .
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For QPSK modulation, the reference p signal has twice the power of the signal in either the I or Q components [i.e., Ar D 2Ac S1p D 2S2p ]. Thus, detecting each of these components independently according to the decision variables RefyQ nk cQ rŁ g and ImfyQ nk cQ rŁ g, the two bit error probabilities will be equal, and hence the average bit error probability can again be obtained from (8A.5) together with (8A.7) using the same assumptions as above for the signal and reference noises. The result is given by (8.60), now with aD



Eb p  2G  1 2 , 2N0



bD



Eb p  2G C 1 2 2N0



8.62 



Similar comparisons of average error probability computed from (8.55) through (8.57) and (8.60) together with (8.62) show excellent agreement [16]. Using a similar approach, the average BEP for offset QPSK and MSK can be computed as an arithmetic average of two terms in the form of (8.60). The reason for the two terms is that one them corresponds to decisions made on one (say, I) of the channels when during (in the middle of) the same detection interval there is a symbol transition on the other (say, Q) channel, while the other term corresponds to decisions made on one of the channels when during the same detection interval there is no symbol transition on the other channel. In particular, ! p p ! Pb E D 14 [1  Q1  b1 , a1 C Q1  a1 , b1 ] ! p p ! C 14 [1  Q1  b2 , a2 C Q1  a2 , b2 ]



8.63 



where the appropriate values of the parameters a and b are as follows: Eb p Eb p  2G  1 2 , b1 D  2G C 1 2 2N0 2N0 p p Eb Eb a2 D G C 1  2G , b2 D G C 1 C 2G N0 N0 a1 D



8.64 OQPSK 



and Eb p Eb p  2G  1 2 , b1 D  2G C 1 2 2N0 2N0     Eb 2 C 4 p Eb 2 C 4 p a2 D GC  2G , b2 D GC C 2G N0 22 N0 22 a1 D



8.1.3



8.65 MSK 



Noncoherent Detection



In Section 3.3 the decision variables and the accompanying optimum receiver for noncoherent detection of an equal energy M-ary signaling set were presented
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[see (3.40) and Fig. 3.13]. It was concluded there that the most logical choice of modulation for this type of detection is M-FSK. Based on the matched filter outputs described by (3.41) and the assumption of orthogonal signals (corresponding to a minimum frequency spacing fmin D 1/Ts , which is twice that for coherent detection), the SEP is given by Ps E D



M1 



 mC1



1 



mD1



M1 m







  m 1 Es exp  mC1 m C 1 N0



8.66 



and the corresponding BEP is obtained from (8.66) by the relation 1 Pb E D 2







 M Ps E M1



8.67 



For noncoherent detection of binary FSK, (8.66) reduces to   1 Eb Pb E D exp  2 2N0



8.68 



The performance of nonorthogonal M-FSK is considerably more complicated to evaluate (see Simon et al. [5, Sec. 5.2.2]). For the binary nonorthogonal case, however, the result can be expressed in terms of the first-order Marcum Q-function as [17]   p p p 1 aCb Pb E D Q1  a, b  exp I0  ab 2 2



8.69 



which is equivalent to (8.60) and where aD



! Eb 1  1  '2 , 2N0



bD



! Eb 1 C 1  '2 2N0



8.70 



and ' is the correlation coefficient of the two signals. For ' D 0 (orthogonal signaling), the parameters a and b become a D 0 and b D Eb /N0 , and using the property of the Marcum Q-function in (4.22), we immediately obtain (8.68). 8.1.4



Partially Coherent Detection



8.1.4.1 Conventional Detection: One-Symbol Observation. In Section 3.4.1 the decision variables and the accompanying optimum receiver for partially coherent detection of an equal-energy M-ary signaling set were presented [see (3.43) and Fig. 3.14]. We observed there that for M-PSK modulation (including BPSK), the noncoherent term in the decision variables was independent of the information, and thus the decision is based entirely on the coherent term. Hence, the performance of Fig. 3.14 for partially coherent detection of
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M-PSK would be equal to that of nonideal coherent detection of this same modulation, assuming a demodulation reference that produces a Tikhonov PDF for the phase error. For example, for BPSK, the performance would be given by 











Pb E D



Q 



2Eb cos c N0 







exp'c cos c dc 2I0 'c 



8.71 



For orthogonal M-FSK modulation, both the noncoherent and coherent terms of the decision variables contribute to the decision. The resulting SEP is given by 



  1 c12 C y 2 Ps E D 1  y exp  I0 c1 y 2  0 ð [1  Q1 c2 , y ]M1 where c12 D c22



exp'c cos c dy dc 2I0 'c 



2Es 'c2 C C 2'c cos c N0 2Es /N0



'c2 D 2Es /N0



8.72 



8.73 



For the binary case, (8.72) can be expressed as 







Pb E D



PE; c 



exp'c cos c dc 2I0 'c 



8.74 



where PE; c is in the form of (8.69), now with aD



'c2 , 4Eb /N0



bD



4Eb /N0 2 C 'c2 C 4Eb /N0 'c cos c 2Eb /N0



8.75 



Finally, for nonorthogonal BFSK, the BEP is once again given by (8.74) with PE; c in the form of (8.69) and a D 12 ˛20 C ˇ02 C 2˛0 ˇ0 cos c ,



b D 12 ˛21 C ˇ12 C 2˛1 ˇ1 cos c 



8.76 







with ˛0 D ˛1 D !



'c '2



1' 2Eb /N0



1 ! ˇ0 D 1 C 1  '2 Eb /N0 $ ! ˇ1 D  1  1  '2 Eb /N0 $



8.77 



212



PERFORMANCE OF SINGLE CHANNEL RECEIVERS



8.1.4.2 Multiple-Symbol Detection. Because of the memory introduced into the modulation by virtue of the fact that the carrier phase error c is constant over many symbol intervals, the performance of conventional partially coherent detection schemes can be improved by increasing the observation interval beyond the duration of one symbol. This was pointed out in Section 3.4.2, and the optimum receiver for multiple-symbol partially coherent detection over the AWGN was shown in Fig. 3.15. It is of interest to specify the performance of that receiver in terms of the number of symbols, Ns , associated with the observation. Unlike the conventional case, the BEP for multiple-symbol detection cannot be obtained in closed form. However, based on block-by-block detection of Ns -symbol sequences, an upper union bound on the average BEP can be determined as follows. For M-PSK, we first rewrite the decision variables of (3.46) in the form N 1 2 s  'c  1  znk D  yQ ni,ki C  , ki D 1, 2, . . . , M 8.78  N0 2 iD0



where the addition of the constant 'c /2 2 to znk in (3.46) has no bearing on the decision. Also since choosing the largest magnitude squared is equivalent to choosing the largest magnitude, we can consider instead the decision variables N 1  s  'c  1  znk D  yQ ni,ki C  , ki D 1, 2, . . . , M 8.79  N0 2 iD0 For any particular transmitted phase sequence, say b D ˇk0 , ˇk1 , . . . , ˇkNs 1 , znk is a Rician random variable. Thus, the probability of choosing as the decision another phase sequence, say bˆ D ˇO k0 , ˇO k1 , . . . , ˇO kNs 1 , which is equal to the probability that the corresponding decision variable, say zOnk , is greater than znk , is statistically characterized by the probability of one Rican random variable exceeding another. Since the decision is made strictly between two sequences, the resulting probability is referred to as the pairwise error probability. Based on the characterization above, the pairwise error probability can be determined using the results pertinent to the noncoherent detection problem in Appendix 8A. In particular, it can be shown [5, Sec. 6.4.1] that this pairwise error probability (conditioned on the carrier phase error c ) is given by the generic form of (8A.5) with A D 0, namely, p p p p PrfOznk > znk jc g D 12 [1  Q1  b, a C Q1  a, b ] 8.80 with   " #    2  Es 1 Ns  jυj cos 2 'c 'c b D Ns 1 C cos c C a 2N0 Ns Es /N0 2Ns N2s  jυj2 Es /N0    Es $ 2 Ns cos c  jυj cosc C 2 'c 2 ! š Ns  jυj C 8.81 N0 Es /N0 N2s  jυj2
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8.82 



iD0



To determine the upper bound on average BEP from the pairwise error probability we first determine the number of bit errors that result from the erroneous sequence decision corresponding to a given pair of phase sequences and then average over all possible sequence pairs. Mathematically speaking, let u be the sequence of b D Ns log2 M information bits that produces the transmitted phase sequence b, and let uˆ be the sequence of b bits that results from the erroneously detected phase sequence bˆ . Furthermore, let wu, u ˆ be the Hamming distance between u and uˆ (i.e., the number of bit errors that result from the erroneous phase sequence decision). Then, the upper bound (conditioned on c ) on the average BEP is given by Pb Ejc 



1 wu, u , ˆ PrfOznk > znk jc g b ˆ b6=b



D



 1 wu, u ˆ PrfOznk > znk jc g Ns log2 M ˆ



8.83 



b6=b



Finally, the upper bound on average BEP is obtained by averaging (8.83) over the Tikhonov PDF of (3.37). 8.1.5



Differentially Coherent Detection



8.1.5.1 M-ary Differential Phase-Shift-Keying. As discussed in Section 3.5 differentially coherent detection of M-ary PSK (M-DPSK) makes its phase decisions using a demodulation reference signal derived from the received signal in previous intervals. In the conventional case corresponding to a twosymbol observation, the previous matched filter output is used directly as the demodulation reference for the current matched filter output. Since, however, the assumption of a received carrier phase that is constant over a number of symbol intervals introduces memory into the modulation, then, as was true for the case of partially coherent detection, the performance can be improved by extending the observation beyond two symbol intervals. Since a Tikhonov PDF with 'c D 0 corresponds to a uniform PDF, then in principle the results for differentially coherent detection should be obtainable from those for partially coherent detection with multiple (at least two)-symbol observation simply by setting 'c D 0. However, because of the presence of a coherent component in addition to the noncoherent component of the decision statistic for partially coherent detection, there was no formal requirement for assuming differential encoding at the transmitter. However, setting 'c D 0 in the decision statistic leaves only the noncoherent component, which without differential encoding is ambiguous insofar as making phase decisions (see the discussion in Section 3.5.1.1). Thus, for M-DPSK, it is a formal requirement
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that differential encoding be employed at the transmitter. In what follows we present the performance of classical (two-symbol observation) and multiplesymbol differential detection of M-PSK, keeping in mind that the results will be somewhat different than those obtained by simply setting 'c D 0 in the results of Section 8.1.4.2. Conventional Detection: Two-Symbol Observation. The SEP of the optimum receiver (see Fig. 3.16) for conventional (two-symbol observation) differential detection of M-PSK over the AWGN in the desired form (a single integral with finite limits and an integrand that is Gaussian in the square root of SNR) was first determined by Pawula et al. [9]:  sin/M /2 expfEs /N0 [1  cos/M cos ]g Ps E D d 2 1  cos/M cos  /2 p p  gPSK /2 exp[Es /N0 1  1  gPSK cos  ] p D d 2 1  1  gPSK cos  /2



8.84 







where, as in (8.21), gPSK D sin2 /M . For binary DPSK wherein gPSK D 1, (8.84) simplifies to   1 Eb 8.85 Pb E D exp  2 N0 Assuming a Gray code bit-to-symbol mapping, the exact BEP of M-DPSK can be obtained using the method of Lee [13] combined with the results of Pawula et al. [9] (see also Simon et al. [5, App. 7B]). A summary of the results for M D 4, 8, 16, and 32 is given below: 



  5 F , MD4 4 4      2 13 F F , MD8 Pb E D 3 8 8          1 13 9 3 Pb E D F F F F , 2 16 16 16 16         2 29 23 19 17 Pb E D F F F F 5 32 32 32 32      



  13 9 3  CF F F F , 32 32 32 32
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M D 16



M D 16 8.86 



where sin F D  4
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8.87 
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The bit error probability for the special case of M D 4 can also be written in the form of (8.60), where p a D 2 



2 



Eb , N0



p b D 2 C



2 



Eb N0



8.88 



Instead, using the alternative representation of the Marcum Q-function, the bit error probability becomes [see (8A.11)] Pb E D 



"   1 1  82 Eb p exp  1 C 2 2 N0  1 C 28 sin  C 8  p # 2 2 p ð [1 C 28 sin  C 8 2 ] d, 8D 2C 2 



1 4











8.89 



Finally, as was true for coherent detection of MPSK, for large symbol SNR, the BEP can be related to the SEP of (8.84) by the simple approximation of (8.7). An alternative (simpler) form for the average SEP of M-DPSK has recently been found by Pawula [18] and is given by Ps E D
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M1 /M



0



  Es gPSK p exp  d N0 1 C 1  gPSK cos 



8.90 



which, using simple trigonometric identities and the relation for gPSK given previously, can be written as 1 Ps E D 2



 0



M1 /M







 Es sin2 /M exp  d N0 sin2  C sin2  C /M 



8.91 



For large M, the sin2  C /M term can be replaced by sin2 , which, further ignoring the factor of 12 in front of the integral, results in the approximate relation [19] 



 1 M1 /M Es sin2 /M Ps E ' exp  d  0 2N0 sin2     1 M1 /M Es gPSK D exp  d 8.92  0 2N0 sin2  Comparing (8.92) with (8.22), we immediately observe the well-known fact that for large M, M-PSK is 3 dB better than M-DPSK. Another advantage of the form in (8.90), in contrast with that of (8.76), is that it lends itself nicely to obtaining a simple upper bound p as was done for coherent M-PSK. In particular, the function f D 1/1 C 1  gPSK cos  is monotonically increasing over the entire interval of the integration and thus can
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p be lower bounded by its value at  D 0 resulting in 1/1 C 1  gPSK  f . Using this result in the integrand of (8.90) results in the simple (no integration) upper bound on average SEP:   M1 Es gPSK p Ps E  exp  M N0 1 C 1  gPSK   2 M1 E sin /M s  $ D exp  M N0 1 C 1  sin2 /M 



M1 Es   exp  1  cos M N0 M   M1 2Es 2  D sin exp  M N0 2M



D



8.93 



Note the similarity of (8.93) with (8.24). Based on these bounds, one would conclude that for coherent M-PSK and M-DPSK to achieve the “same” SEP, the symbol SNRs should be related by 



Es N0







D M-DPSK



sin2 /M 2 sin2 /2M 







Es N0







8.94 M-PSK



For M D 2, (8.93) gives the exact BEP performance of DPSK in agreement with (8.85). For M > 2, Pawula [20, Eq. (3)] had previously found an upper bound on this performance given by 



Ps E  2.06



1 C cos/M Q 2 cos/M 







 2Es  1  cos N0 M 







8.95 



which applying the Chernoff bound to the Gaussian Q-function results in 



Ps E  1.03 



D 1.03







Es   1 C cos/M exp  1  cos 2 cos/M N0 M   2Es 1 C cos/M 2  exp  sin 2 cos/M N0 2M



8.96 



Figure 8.2 illustrates a comparison of the exact evaluation of Ps E from (8.84) or (8.91) with upper bounds obtained from (8.93), (8.95), and (8.96). As can be observed, the two exponential bounds [i.e., (8.93) and (8.96)] are reasonably tight at high SNR, whereas the Q-function bound of (8.95) is virtually a perfect match to the exact result over the entire range of SNR’s illustrated.
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Multiple-Symbol Detection. In Section 3.5.1.2 we discussed the notion of multiple-symbol differential detection of M-PSK and developed the associated decision variables and optimum receiver (see Fig. 3.18 for a three-symbol observation, i.e., Ns D 3). The error probability performance of this receiver was first reported by Divsalar and Simon [21] and later included by Simon et al. [5, Sec. 7.2]. Since for differential detection a block of Ns symbols (phases) is observed in making a decision on Ns  1 information symbols, then following the procedure developed for partially coherent detection, an upper bound on average BEP can be obtained analogous to (8.74), namely,



Pb E 



 1 wu, u ˆ PrfOznk > znk g Ns  1 log2 M ˆ



8.97 



b6=b



where now Ns  1 log2 M represents the number of bits corresponding to the information symbol sequence, b and bO now refer to the correct and incorrect sequences associated with the information (prior to differential encoding) phases, and PrfOznk > znk g is determined from the decision variables in (3.53) in the form
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of (8.80), now with " # $  Eb log2 M  b D Ns š N2s  jυj2 a 2N0



8.98 



and υ now defined analogous (because of the differential encoding) to (8.82) by 



υD



N s 1 







exp j



N s i2



iD0



ˇkim



 O  ˇkim 



8.99 



mD0



8.1.5.2 p/4-Differential QPSK. As discussed in Section 3.5.2, the only conceptual difference between /4-DQPSK and conventional DQPSK is that the set of phases fˇk g used to represent the information phases fn g is ˇk D 2k  1 /4, k D 1, 2, 3, 4, for the former and ˇk D k/4, k D 0, 1, 2, 3, for the latter. Since the performance of the M-DPSK receiver of Fig. 3.16 is independent of the choice of the information symbol set, we can conclude immediately that /4-DQPSK has an identical behavior to DQPSK on the ideal linear AWGN channel and hence is characterized by (8.84) and (8.86) with M D 4. 8.1.6



Generic Results for Binary Signaling



Although specific results for the BEP of binary signals transmitted over the AWGN have been given in previous sections, an interesting unification of some of these results into a single BEP expression is possible as discussed in Ref. 22. In particular, Wojnar [22] cites a result privately communicated to him by Lindner (see footnote 2 of Ref. 22), which states that the BEP of coherent, differentially coherent, and noncoherent detection of binary signals transmitted over the AWGN is given by the generic expression [see also (4.44)]  



b, aEb /N0 Eb 1 Pb E D D Qb 0, 2a 2b 2 N0



8.100 



where ž, ž is the complementary incomplete gamma function [23, Eq. (8.350.2)], which for convenience is provided here as 







1



et t˛1 dt



˛, x D



8.101 



x



The parameters a and b depend on the particular form of modulation and detection and are presented in Table 8.1. We have also indicated in this table the specific equations to which (8.100) reduces in each instance. Although the result in (8.100) does not provide any new results relative to those indicated in Table 8.1, it does offer a nice unification of five different BEP expressions into a single one that can easily be programmed using standard mathematical software packages such
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TABLE 8.1



Parameters a and b for Various Modulation/Detection Combinations b



a



1 2



1



1 2



Orthogonal coherent BFSK [Eq. (8.42)]



Orthogonal noncoherent BFSK [Eq. (8.68)]



1



Antipodal coherent BPSK [Eq. (8.18)]



Antipodal differentially coherent BPSK (DPSK) [Eq. (8.85)]



0g1



Correlated coherent binary signaling [Chapter 8, footnote 4]



—



as Mathematica. Furthermore, when evaluating the average BEP performance of these very same binary communication systems over the generalized fading channel, the form in (8.100) will also be helpful in unifying these results. This is discussed in Section 8.2 making use of the special integrals given in Section 5.3.
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In this section, we apply the special integrals evaluated in Chapter 5 to the AWGN error probability results presented in Section 8.1 to determine the performance of these same communication systems over generalized fading channels. Wherever possible, we shall again make use of the desired forms rather than the classical representations of the mathematical functions introduced in Chapter 4. By comparison with the level of detail presented in Section 8.1, the treatment here will be quite brief since indeed the entire machinery that allows determining the desired results has by this time been developed completely. Thus, for the most part we shall merely present the final results except for the few situations where further development is warranted. When fading is present, the received carrier amplitude, Ac , is attenuated by the fading amplitude, ˛, which is a random variable (RV) with mean-square value ˛2 D < and probability density function (PDF) dependent on the nature of the fading channel. Equivalently, the received instantaneous signal power is attenuated by ˛2 , and thus it is appropriate to define the instantaneous SNR per   bit by = D ˛2 Eb /N0 and the average SNR per bit by = D ˛2 Eb /N0 D 2 k M 1> , Ps E D k M1 4 kD0  3= s  >D , m integer 8.105a 2 mM  1 C 3= s
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which clearly reduces to (8.103) for m D 1 and ! % &   m C 12 M1 1 3= s /mM2  1 p Ps E D M  [mM2  1 C 3= s /mM2  1 ]mC1/2 m C 1   1 mM2  1 ð 2 F1 1, m C ; m C 1; , m noninteger 2 mM2  1 C 3= s 8.105b It is tempting to try evaluating the average BEP over the fading channel by using the asymptotic (large SNR) relation between the AWGN BEP and SEP as given in (8.7) to determine the conditional BEP needed in (8.102). Unfortunately, this procedure is inappropriate since, as mentioned earlier in the chapter, on the fading channel the symbol SNR of the AWGN SEP gets replaced by log2 M times the instantaneous SNR per bit, =, which is a RV varying between zero and infinity. Rather, one needs to compute the exact relation between AWGN BEP and SEP, substitute = log2 M for Es /N0 , and then average over the PDF of =. As mentioned in Section 8.1.1.1, this relation (i.e., the conditional BEP on =) can be computed for any given M and a Gray code bit-to-symbol mapping. 



8.2.1.2 Quadrature Amplitude-Shift-Keying or Quadrature Amplitude Modulation. For QAM, the SEP over the AWGN channel is given by (8.10). To obtain the average SEP of M-AM over a Rayleigh fading channel, one proceeds as for the M-AM case by first obtaining the conditional SEP [i.e., replacing Es /N0 with = log2 M in (8.10)] and then evaluating an integral such as (8.102) for the Rayleigh PDF of (5.4). This type of evaluation involves two integrals that were developed in Chapter 5. In particular, comparing the two terms (8.102) with (5.1) and (5.28) and making use of (5.6) and (5.29), we obtain 







M1 1.5= s p Ps E D 2 1 M  1 C 1.5= s M   p



2  



 M1 1.5= s 4 M  1 C 1.5= s 1 p tan  1 M  1 C 1.5= s  1.5= s M 8.106 which for 4-QAM reduces to p







Ps E D



1







= 1C= 







   



 1 = 4 1 C =  1 tan1 4 1C=  =



8.107 



To obtain the remainder of the results for average SEP, one finds the particular integrals in Section 5.1 correspondingpto (5.1) and p (5.28) for the M  1 / M, the second by fading channel of interest, multiplies the first by 4 p p 4[ M  1 / M]2 , and substitutes 3 log2 M /M  1 for a2 . For example, for Nakagami-m fading with m integer, the appropriate integrals to use are (5.18a)
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and (5.30). Thus, the average SEP of QAM over a Nakagami-m fading channel is given by p



  m1   2k   1  >2 k M 1> Ps E D 2 p k 4 M1 kD0 p



2    m1   2k  M 1 4  p 1 >  tan1 > k  2 [41 C c ]k M1 kD0 



m1 k  Tik 1 1 2ki C1  sintan > [costan > ] 8.108 1 C c k kD1 iD1 where cD



1.5= s , mM  1 







>D



'



c 1Cc



8.109 



and Tik is defined in (5.32). Figure 8.3 is an illustration of the average SEP of 16-QAM as computed from (8.108) with m as a parameter. To compute the average BEP performance, again one should not use the approximate asymptotic form of (8.7) but rather, determine either the exact relation between the AWGN BEP and SEP or the exact AWGN BEP directly (see 100
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Figure 8.3. Average SEP of 16-QAM over a Nakagami-m channel versus the average SNR per symbol.
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footnote 1 of this chapter), substituting = log2 M for Es /N0 , and then average over the PDF of =. Instead, one can use the approximate BEP expression obtained by Lu et al. [8] for the AWGN as in (8.14), which is accurate for a wide range of SNR’s, again making the substitution = log2 M for Es /N0 followed by averaging over the PDF of =. Using the alternative form of the Gaussian Q-function of (4.2), it is straightforward to show that the result of this evaluation is given by p p 



   M/2  2i  1 2 3Eb log2 M M1 1 1 /2 p Pb E ' 4 M=  d log2 M iD1  0 2 sin2  N0 M  1 M 8.110 where M= s is again the MGF of the instantaneous fading power =. For example, for a Rayleigh fading channel, we obtain, analogous to (8.106),   p  p 



M/2 2  M1 1 1.52i  1 = log M 2 1   p Pb E ' 2 log2 M iD1 M  1 C 1.52i  1 2 = log2 M M 8.111 8.2.1.3 M-ary Phase-Shift-Keying. For M-PSK, the classical form of the SEP over the AWGN channel is given by (8.17), and the desired form is given by (8.22). To obtain the average SEP of M-PSK over a Rayleigh fading channel, one first obtains the conditional SEP by replacing Es /N0 with = log2 M in (8.22) and then evaluates (8.102) for the Rayleigh PDF of (5.4). In particular, comparing (8.102) with (5.66) and making use of (5.68), we obtain    M1 gPSK = s M 1 Ps E D M 1 C gPSK = s M  1   



  g =  PSK s ð cot 8.112 C tan1 2 1 C gPSK = s M 



where gPSK D sin2 /M . For M D 2, (8.112) reduces to (8.104) since binary PSK and binary AM are identical. For Rician fading, the average SEP is obtained from (5.67) together with (5.11), or equivalently, (5.13) [with the upper limit changed from /2 to M  1 /M] with a2 D 2gPSK and = s substituted for =, resulting in  1 M1 /M 1 C K sin2  Ps E D  0 1 C K sin2  C gPSK = s   KgPSK = s ð exp  d 8.113 1 C K sin2  C gPSK = s An equivalent result was reported by Sun and Reed [24, Eq. (11)].7 7 It should be noted that an error occurs in Eqs. (10), (11), and (12) Ref. 24 in that the upper limit of their integrals should be /2  /M rather than /2.
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For Nakagami-m fading with m integer, the average SEP is obtained from (5.69) with the same substitutions for a2 and =, resulting in the closed-form solution  M1 gPSK = s /m 1 Ps E D  M  1 C gPSK = s /m    m1   2k  1 ð C tan1 ˛ k [41 C gPSK = s /m ]k 2 kD0  m1 k  Tik 1 1 2ki C1 C sintan ˛ [costan ˛ ] [1 C gPSK = s /m]k kD1 iD1 8.114 where, from (5.70),  gPSK = s /m   ˛D cot 8.115 1 C gPSK = s /m M and again Tik is defined in (5.32). Figure 8.4 is an illustration of the average SEP as computed from (8.114) with m as a parameter. Exact results for average BEP of 4-PSK, 8-PSK, and 16-PSK over Rayleigh fading channels can be obtained by averaging (8.30) over the fading PDF in (5.4). In particular, using a generalization of (5A.15) when the upper limit of the integral is [1  2k š 1 /M], we obtain 







1



Pk D



Pk p= = d= D KC  K ,



k D 0, 1, 2, . . . , M  1



8.116 



0



where   2k š 1 gPSK = s M 1 M 1 C gPSK = s 2k š 1  



 2k š 1  1 C gPSK = s 1 tan ð tan gPSK = s M



1 Kš D 2







8.117 



Using Pk of (8.116) for Pk in (8.30) gives the desired results for M D 4, 8, and 16. Similarly for Nakagami-m fading, Pk can be computed from (5A.22) as 



Pk D Im



 2k C 1  2k  1  , ; =s , M M



k D 0, 1, 2, . . . , M  1



8.118 
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which again should be used in place of Pk in (8.30) to obtain average BEP. For other values of M, one can again use the approximate AWGN result of Lu et al. [8] as given in (8.31), substituting = log2 M for Es /N0 , followed by averaging over the PDF of =. Using the alternative form of the Gaussian Q-function of (4.2), the end result of this evaluation is Pb E '



2 maxlog2 M, 2 



/2







M= 



ð 0



maxM/4,1  iD1



1 



1 Eb log2 M 2 2i  1  sin N0 M sin2 







d



8.119 



Specific results for the variety of fading channels being considered are easily worked out using the results of Chapter 5 and are left as exercises for the reader.
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8.2.1.4 Differentially Encoded M-ary Phase-Shift-Keying and p/4QPSK. Consider first the case of differentially encoded QPSK for which the classical form of the SEP over the AWGN channel is given by (8.38). As pointed out in Section 8.1.1.4, the first two terms of (8.38) can be put in the desired form, but such a form is not available for the third and fourth terms. Nevertheless, using the results from Section 5.4.3, for Rayleigh and Nakagami fading, we are able to evaluate these terms in the form of a single integral with finite limits and an integrand composed of elementary functions; thus, we can obtain a solution for the average SEP in a similar form for these channels. For the simpler Rayleigh case, making use of (5.6), (5.80), (5.82), and (5.84) with a D 1 and = replaced by = s , we obtain



Ps E D 4I1  8I2 C 8I3  4I4



8.120 



where 1 I1 D 2











1



= s /2 1 C = s /2 







,



   



 = s /2 4 1 C = s /2 1 1 tan I2 D 1 , 4 1 C = s /2  = s /2  



 /4 1 c c 1  d I3 D = s 0 1 C c   



  /4  c 4 1 C c 1 1 tan 1 d, I4 D 2= s 0 1 C c  c 



sin2   =s 8.121 c D 2 sin2  C = s /2



For Nakagami-m fading with m integer, the average SEP can similarly be obtained from (8.120) using (5.18a), (5.86), (5.88), and (5.91), again with a D 1 and = replaced by = s . Specifically, the Ik ’s needed in (8.120) are now given by    m1    k  1 = s  2k 1  >2 = s /2m 1> , I1 D 2 2m kD0 k 4 



>



=s 2m















D



= s /2 m C = s /2
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1 1 I2 D  4 







 



m1    2k = s /2   = s /2 1 1  tan k  1 C = s /2 2 1 C = s /2 kD0 [41 C = s /2 ]k 
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ð cos tan1



 



2ki C1   c  d  1 C c 



8.122 



and c is still as defined in (8.121). For the more general case of differentially encoded M-PSK, we need to evaluate the average of (8.35) over the fading PDF. Here we can only obtain the result in the simple desired form for Rayleigh fading. The average of the first term of (8.35) is given by (8.112) multiplied by 2, that is, 



2Ps E jM-PSK 0



  M1 gPSK = s M p= = d= D 2 1 M 1 C gPSK = s M  1   



   g = PSK s ð cot C tan1 2 1 C gPSK = s M 8.123 



1
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The corresponding average of the second term is obtained from (5.99) with a2 D 2gPSK D 2 sin2 /M and = replaced by = s , that is, 



 2   1 1  gPSK = s    M1 /M M  1  c  ð c M 1 C c 0  



 1 C c M  1  1 d 8.124 ð tan tan c M



1



Ps E jM-PSK 2 p= = d= D 0



where now







c D gPSK =



sin2  sin2  C gPSK = 







8.125 



For the average of the third term, we must first square Pk of (8.29) and then make   2 D use of (5.100) through (5.102) with aš 2 sin2 2k š 1 /M and š D [1  2k š 1 /M] for k D 0, 1, 2, . . . , M  1. The result is  1 Pk2 p= = d= D LC C L  2LC , k D 0, 1, 2, . . . , M  1 8.126 0



where 



Lš D



    12kš1 /M 1 2 1 cš  2 sin2 2k š 1 /M = s 0    2k š 1 cš   ð  1 M 1 C cš     



2k š 1 1 C cš  1 d 8.127 ð tan tan  1  cš  M



and 



LC



    12kC1 /M 1 2 1 D cC  2 sin2 2k C 1 /M = s 0    2k  1 cC   ð  1 M 1 C cC     



2k  1 1 C cC  1 tan  1  d 8.128 ð tan cC  M
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with 



2







2



cš  Dsin 2k š 1 /M = s 



cC  Dsin 2k C 1 /M = s



sin2  sin2  C sin2 2k š 1 /M = s sin2  sin2  C sin2 2k  1 /M = s 







8.129 



Finally, since as pointed out in Section 8.1.1.4, the performance of coherently detected /4-QPSK transmitted over a linear AWGN channel is identical to that of differentially encoded QPSK, the same conclusion can be made for the fading channel. Hence, the SEP performance of coherently detected /4-QPSK over the Rayleigh and Nakagami-m fading channels is also given by (8.120), together with (8.121) or (8.122), respectively. 8.2.1.5 Offset QPSK or Staggered QPSK. In Section 8.1.1.5 it was concluded that because of the similarity between conventional and offset QPSK receivers and the fact that time offset of the I and Q channels has no effect on the decisions made on the I and Q data bits, the BEP performances of these two modulation techniques on a linear AWGN channel with ideal coherent detection are identical. Thus, without further ado, we conclude that the same is true on the fading channel, and hence the error probability performance results of Sections 8.1.2.3 and 8.1.2.4 apply. 8.2.1.6 M-ary Frequency-Shift-Keying. In Section 8.1.1.6 we observed that the expression [see (8.40)] for the average SEP of orthogonal M-FSK involves the M  1 st power of the Gaussian Q-function. Since for M arbitrary an alternative form [analogous to (4.2)] is not available for QM1 x , (8.40) cannot be put in the desired form to allow simple evaluation of the average SEP on the generalized fading channel.8 Despite this consequence, however, it is nevertheless possible to obtain simple-to-evaluate, asymptotically tight upper bounds on the average error probability performance of 4-ary FSK on the Rayleigh and Nakagami-m fading channels, as we shall show shortly. For the special case of binary FSK M D 2 , we can use the desired form in (8.43) (for orthogonal signals) or (8.44) (for nonorthogonal signals) to allow simple exact evaluation of average BEP on the generalized fading channel. Before moving on to the more difficult 4-ary FSK case, we first quickly dispense with the results for binary FSK since these follow immediately from the integrals developed in Chapter 5 or equivalently from the results obtained previously for binary AM and 8 At the time this book was about to go to press, the authors learned of new, as yet unpublished work by Dong and Beaulieu [25] that using an M-dimensional extension of Craig’s approach [10] obtains exact closed-form results for BEP and SEP of 3- and 4-ary orthogonal signaling in slow Rayleigh fading. Also shown in Ref. 25 is the fact that the results obtained for M D 4 can be used as close approximations to the exact results for values of M > 4. Finally, the MGF-based approach described in this chapter can also be used to extend this work to the generalized fading channel.
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BPSK, replacing = by =/2 for orthogonal BFSK and by =/2 [1  sin 2h /2h] for nonorthogonal BFSK. For example, for Rayleigh fading the average BEP of orthogonal BFSK is given by 1 Pb E D 2











=/2 1 C =/2
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8.130 



whereas for Nakagami-m fading the analogous results are 



Pb E D 2 1  >
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m integer 8.131a 



and % & p  m C 12 1 =/2m Pb E D p 2  1 C =/2m mC1/2 m C 1   1 1 ð 2 F1 1, m C ; m C 1; , 2 1 C =/2m



m noninteger 8.131b 



For M-ary orthogonal FSK, the average SEP on the AWGN can be obtained from (8.40) as  
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8.132 and the corresponding BEP is obtained from (8.132) using (8.41). The most straightforward way of numerically evaluating (8.132) (and therefore the BEP derived from it) is to apply Gauss–Hermite quadrature [26, Eq. (25.4.46)], resulting in   



M1   Np    p 1 Es wn 1  1  Q 2 xn C Ps E ' p    nD1 N0



8.133 
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where fxn ; n D 1, 2, . . . , Np g are the zeros of the Hermite polynomial of order Np and wn are the associated weight factors [26, Table 25.10]. A value of Np D 20 is typically sufficient for excellent accuracy. When slow fading is present, the average symbol error probability is obtained from (8.132) or (8.133) by first replacing Es /N0 with = D ˛2 Es /N0 and then averaging over the PDF of =, that is,  1 1 Ps E D p f1  [1  Qy ]M1 g 2 1 p    1 y  2= 2 exp  p= = d= dy ð 2 0



8.134 



or approximately " # Np  1 p 1  p M1 wn 1  [1  Q 2xn C = ] p= = d= 8.135 Ps E ' p  nD1 0



Numerical evaluation of (8.134) and the associated bit error probability using (8.33) for Rayleigh and Nakagami-m fading channels is computationally intensive. Equation (8.135) does yield numerical values; however, its evaluation is very time consuming, especially for large values of m. Thus, tight upper bounds on the result in (8.134) which are simple to use and evaluate numerically are highly desirable. Using Jensen’s inequality [27], Hughes [28] derived a simple bound on the AWGN performance in (8.132). In particular, it was shown that 







Ps E  1  1  Q



Es N0 



M1



8.136 



which is tighter than the more common union upper bound [5, Eq. (4.97)], 



Ps E  M  1 Q



Es N0 







8.137 



Evaluation of an upper bound on average error probability for the fading channel by averaging the right-hand side of (8.136) (with Es /N0 replaced by =s ) over the PDF of =s and using the conventional form for the Gaussian probability integral as in (4.1) is still computationally intensive. Using the alternative forms of the Gaussian Q-function and its square as in (4.2) and (4.9), respectively, it is possible to simplify the evaluation of this upper bound on performance. The details are as follows.
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We begin by applying a binomial expansion to the Hughes bound of (8.136), which when averaged over the fading PDF results in
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8.138 



where 







1



Ik D



p Qk  =s p=s =s d=s ,



k D 1, 2, . . . , M  1



8.139 



0



[Note that the result based on the union upper bound would simply be the first term k D 1 of (8.138)]. Using (4.2) and (4.9) and assuming a Nakagami-m channel with instantaneous SNR PDF given by (5.14), the integral in (8.139) can be evaluated for M D 4 k D 1, 2, 3 either in closed form or in the form of a single integral with finite limits and an integrand composed of elementary functions (i.e., exponentials and trigonometrics). The results appear in Section 5.4.3.2 and are summarized here as follows:  m1Ck [1  Pc ]k , k kD0 '   c  1  = 1 , cD s Pc D 2 1Cc 2m  ' '  m1   2k  1 1 c  c 1 1  tan I2 D  k [41 C c ]k 4  1Cc 2 1Cc



I1 D [Pc ]m



m1 



8.140a 
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'   2ki C1  c Tik c 1 cos tan , 1 C c kD1 iD1 1 C c k 1Cc   2k k  =   , cD s Tik D  8.140b 2m 2k  i i 4 [2k  i C 1] ki '   sin tan1
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Average SNR per Bit [dB] Figure 8.5. Average BEP of 4-ary orthogonal signals over a Nakagami-m channel versus the average SNR per bit: (a) union bound; (b) Hughes bound; (c) exact result.



Illustrated in Fig. 8.5 are curves for average bit error probability versus average bit SNR for 4-ary orthogonal signaling over the Nakagami-m fading channel, the special case of m D 1 corresponding to the Rayleigh channel. For each value of m, three curves are calculated. The first is the exact result obtained (with much computational power and time) by averaging (8.135) over the PDF in
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(5.14). The second is the Hughes upper bound obtained from (8.138) together with 8.140a , 8.140b , and 8.140c . Finally, the third is the union upper bound obtained from the first term of (8.135) together with (8.140a). The curves labeled m D 1 correspond to the nonfading (AWGN only) results. We observe, not surprisingly, that as m increases (the amount of fading decreases) the three results are asymptotically equal to each other. For Rayleigh fading (the smallest integer value of m) we see the most disparity between the three, with the Hughes bound falling approximately midway between the exact result and the union upper bound. More specifically, the “averaged” Hughes bound is 1 dB tighter than the union bound for high-average bit SNR values. As m increases, the difference between the Hughes bound and the exact results is at worst less than a few tenths of 1 dB over a wide range of average bit SNR’s. Hence, for high values of m, we can conclude that it is accurate to use the former as a prediction of true system performance, with the advantage that the numerical results can be obtained instantaneously. Note also that for high values of m a slightly less accurate result can be obtained by using the union bound. 8.2.1.7 Minimum-Shift-Keying. Following the same line of reasoning as discussed in Section 8.1.1.7 for the AWGN channel, we conclude here for the fading channel that the average BEP performance of the MSK receiver implemented as that which is optimum for half-sinusoidal pulse-shaped OQPSK is identical to that of AM, BPSK, QPSK, and conventional (rectangular pulseshaped) OQPSK. As a result of this observation, no further discussion is necessary.



8.2.2



Nonideal Coherent Detection



To compute the average error probability performance of nonideal coherent receivers of BPSK, QPSK, OQPSK, and MSK modulations transmitted over a fading channel, we again follow the approach taken by Fitz [16] wherein the randomness of the demodulation reference signal is modeled as an additive Gaussian noise independent of the AWGN associated with the received signal. In the absence of fading, this model was introduced in Section 3.2, and the performance of the receiver based on this model was given in Section 8.1.2. When Rician fading is present, Fitz [16] proposes a suitable modification of the Gaussian noise reference signal model as follows. Let @n D @In C j@Qn denote a complex Gaussian RV which represents the fading associated with the received signal in the nth symbol interval. In the most general case, when @In and @Qn are nonzero mean, ˛n D j@n j is a Rician RV, which is the case considered by Fitz. With reference to (3.38), the kth matched filter output in this symbol interval yQ nk , k D 1, 2, . . . , M, now becomes specular component



Q nk yQ nk D sQk @n ejc C N



random component



+ ,. + ,. Q nk 8.141 D sQk @In C j@Qn ejc C sQk !In C j!Qn ejc CN
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The reference signal is also assumed to be degraded by the channel fading. As such, the additive Gaussian noise model for this signal given in (3.39) is now modified to random component



specular component



,. + ! ,. + ! Qr cQ r D Ar Gs @In C j@Qn ejc C Ar Gr !In C j!Qn ejc CN



8.142 



where Gs and Gr denote the SNR gains associated with its specular and random 



components, respectively9 and !in D @in  @in , i D I, Q. In view of the complex Gaussian fading models above for the received signal and reference signal, the decision statistic for the nth symbol, namely, RefyQ nk cQ rŁ g, is, as was the case for the fading-free channel, in the form of the real part of the product of two nonzero mean complex Gaussian random variables; hence, the error probability analysis discussed in Appendix 8A is once again applicable. To apply Stein’s analysis [29], we need to specify the first and second moments of yQ nk and cQ r . These are computed as follows. Assume that the real and imaginary components of the complex fading RV@n have first and second moments @ I D mI ,



@ Q D mQ ,



var@I D var@Q D # 2



8.143 



Then the Rician factor K is given by KD



mI2 C mQ2 @I 2 C @Q 2 specular power D D random power var@I C var@Q 2# 2



8.144 



and the total power of @n is given by 



Efj@n j2 g D < D Ef@2I C @2Q g D 2# 2 C mI2 C mQ2 D 2# 2 1 C K 



8.145 



For BPSK signaling, sQk D Ac Tb an (an D š1 represents the binary data) and Ar D Ac D A. Thus, from (8.141) and (8.142), $
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i D 1, 2







N1p N2p D 12 z1p  z1p Ł z2p  z2p , 1 2 z1p
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i D 1, 2



'p D 'cp C j'sp



 z1p z2p  z2p D 0
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and similarly for z1f and z2f . Finally, define the phase angle  by  D argN1p  N2p  j2'sp



!



N1p N2p 



8A.4a 



or  D arg'cf C j'sf 



8A.4b 



for the problems characterized by (8A.2a) and (8A.2b), respectively. Then,   p p p p p 1 A aCb [1  Q1  b, a C Q1  a, b ]  exp  I0  ab 2 2 2 8A.5 where for the definition of P as in (8A.2a) we have
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and for the definition of P as in (8A.2b) we have  ! " # 1 S1f C S2f C 2 S1f S2f cos1f  2f C  a ! D b 2 N1f C N2f C 2 N1f N2f j'f j2 ! S1f C S2f  2 S1f S2f cos1f  2f C  ! C N1f C N2f  2 N1f N2f j'f j2  2S1f  S2f Ý! N1f C N2f 2  4N1f N2f j'f j2 AD !



8A.6b 



N1f  N2f N1f C N2f 2  4N1f N2f j'f j2



Several special cases of (8A.6a) and (8A.6b) are of interest. First, if z1p and z2p are uncorrelated (i.e., j'p j D 0 ,  D 0 or  (depending, respectively, on whether N1p > N2p or N1p < N2p . In either event, (8A.6a) simplifies to    " # 1 S1p S2p S1p S2p a D C Ý2 cos1p  2p , b 2 N1p N2p N1p N2p



AD0



8A.7   A further special case of (8A.8) corresponds to S1p D S2p D Sp , N1p D N2p D Np , 1p D 2p , in which case we obtain   " #  0  a D 2Sp , b   Np



AD0



8A.8 







If for (8A.6b), z1f and z2f have equal noise power (i.e., N1f D N2f D Nf , then (8A.6b) simplifies to  ! " # S1f C S2f  2j'f j S1f S2f cos1f  2f C  1 a D b 2Nf 1  j'f j2  S1f  S2f Ý! , AD0 8A.9 1  j'f j2



If, in addition, z1f and z2f are uncorrelated, i.e., j'f j D 0, then (8A.9) further simplifies to S  2f   " #   Nf   a D , AD0 8A.10 b  S    1f   Nf
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The generic result in (8A.5) can be simplified by using some of the alternative representations of classical functions given in Chapter 4. In particular, substituting (4.16), (4.19), and (4.65) in (8A.5) and combining terms, we arrive at the result PD 



1  A C 28A sin   8 2 1 C A 1 C 28 sin  C 8 2  ' 



b a  ð exp  1 C 28 sin  C 8 2 d, 0  8D 
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