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Design and comparison of multivariable optimal and predictive controllers on a 2-pool irrigation canal By P.O. Malaterre1, J. Rodellar2



ABSTRACT This paper presents an application of a multivariable optimal (LQR) and a multivariable predictive (MPC) controllers. These controllers are applied to a 2-pool irrigation canals. The linear state space model used to design both controllers is derived from Saint-Venant's equations discretized through the Preissmann implicit scheme. The LQR closed-loop controller is obtained from the steady-state solution of the Riccati equation (infinite time horizon). The MPC closed-loop controller is obtained from the same minimization problem, but over a finite time horizon λ. For both controllers, a Kalman Filter is used to reconstruct the state variables and the unknown perturbations from a reduced number of observed variables, which are water levels at the upstream and downstream end of each pool. Although only perturbation rejection is tested and presented in this paper, tracking aspects can also be handled by both controllers. For the LQR controller, known offtake withdrawals and future tracking targets can be anticipated through an open-loop obtained from the time varying solution of the LQR optimization problem. The same anticipation can be used in the MPC controller. Also tested in previous papers (for LQR only) this option is not presented in this paper. The controllers and Kalman filter are tested on a linear model (MatLab-Simulink) and on a full non-linear model (SIC) and proved to be efficient. Comparison between the two controllers is presented, in terms of mathematical, numerical, efficiency and robustness aspects. INTRODUCTION Significant research efforts in irrigation canal automation can be recognized in the literature and were summarized by Malaterre (1994). In particular, since it handles easily multivariable systems, optimal control was considered by the following authors. The first published applications of optimal control on irrigation canals were from Corriga et al. (1982a,b). Balogun et al. (1988) and Garcia et al. (1992) did not consider explicitly external perturbations acting on the system, such as unpredicted offtakes' outflows inherent in on-demand deliveries. Reddy et al. (1992) considered unknown external perturbations. A state observer which did not include perturbations was used. So, when the system was perturbed, the state reconstruction error was expected to differ from zero. However this was not commented on. Furthermore, variable targets (i.e. tracking) and anticipation on future 1 2
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known offtake withdrawals (i.e. open-loop) were never explicitly studied. On the other hand, since it is well adapted to systems with time delays, predictive control was also considered by several authors: Sawadogo et al. (1991, 1992), Rodellar et al. (1993), Kaoutar (1995), Zagona, Compas (1994). Most of these authors used a single or a series of monovariable predictive controllers in order to control a river or an irrigation canal. All of them used the simplified version of predictive control consisting of taking weighting coefficients only for the final states, and considering a constant control action during the optimization time horizon. Some of them used the potential of the relatively simple mathematical formulation of the gain matrices to design an adaptive controller that could follow model changes. In this paper, a discrete time optimal control algorithm (LQR) for irrigation canals under predicted and unknown external perturbations is presented. It is named « PILOTE » for « Preissmann Implicit scheme, Linear Optimal control, Tracking of variables and Estimation of perturbations ». Then, a discrete time multivariable predictive control algorithm (MPC) under unknown external perturbations is presented. It is named « PRECOM » for « Multivariable PREdictive COntrol, ». The two control algorithms are tested on portion of canal 1 (Figure 1) of the test cases set by the ASCE Task Committee on Canal Automation Algorithms (ASCE 1995).



Figure 1. Longitudinal profile of canal 1 (Initial state of Test 1). LINEAR MODEL To apply the LQR or the MPC methods, a linear model is required. The latter can be obtained analytically (Malaterre 1994) or from transfer function identification (Kosuth 1994). The first option is selected in this paper. Saint Venant equations are discretized with Preissmann's implicit scheme, replacing the partial derivatives by finite differences. The canal is divided into j cross sections and two variables are considered at each section: the water elevation δZi and the flow discharge δQi. Appropriate boundary conditions need to be specified at offtakes, check gates, head and tail end of the system. Some duplicate states have to be removed in order to ensure the controllability of the system. The control action variables are the upstream discharge δQ1 and the check gate opening δw2. The perturbation



variables are the unknown offtake outflows δQp reference steady state.



i, i=1,2



. All δ variables are relative to the



CONTROL ALGORITHM Characterization Characteristics of the PILOTE and PRECOM controllers presented in this paper, according to the terminology defined in Malaterre et al. 1995a,b,c are: IDENTIFICATION Name



Developer



PILOTE



Cemagref (Malaterre, Kosuth, Baume)



PRECOM



Cemagref-UPC (Malaterre, Rodellar)



CHARACTERIZATION Considered variables



I/O



controlled measured ctrl. act. Struct.



Logic of control Type



Design Technique



Direct.



ydn



yup & ydn



Qup & G MIMO FB + FF up + dn LQR + Observer



ydn



yup & ydn



Qup & G MIMO FB



up + dn MPC + Observer



APPLICATIONS OR TESTS Non linear model (SIC Model) Non linear model (SIC Model)



Linear optimal control theory applied to a perturbed system Discretized Saint-Venant equations can be written under the usual representation of a linear discrete dynamic system: (1)



xk+1  



= Axk + Buk + Bppk yk = Cxk



where xk ∈Rn, uk ∈Rm, yk ∈Rl, pk ∈Rp, are respectively state, control action, and controlled variables, and perturbation vectors at each time step k. A, B, Bp, and C are matrices of appropriate dimensions. The perturbation vector pk is composed of a combination of discharge values at offtakes at the present and next time steps k and k+1. For both controllers, the sequence of control vectors uk are calculated as the solution of the minimization of a performance index Jk, with the optimization constraints imposed by the system linear dynamics (1):



(2)



1 λ Jk = ∑[(x(k+j|k) - x(k+j|k)*)TQx(x(k+j|k) - x(k+j|k)*)] 2 j=1



1 λ-1 [u(k+j|k)T R u(k+j|k)] 2 ∑ j=0 where x(k+j|k) is the state vector at time k+j and u(k+j|k) is the control action variable at time k+j, given the present conditions of current time k, λ is the optimization horizon, Qx and R are respectively a non-negative and a positive definite symmetric weighting matrix. In the case of tracking, a controlled variable's reference trajectory x(k+j|k)* (j = 1 to λ) different from zero is defined. Integral states xI are appended to the system state vector x in order to remove steady state errors at each controlled variable. Their dynamics is defined as: +



(3) xI(k+1) = Id.xI(k) + yk+1 - yk+1* These states are constrained with a QI matrix. The weighting matrix Qx is selected with a particular form Qx = CT.Qy.C in order to constrain only the controlled variables y and not the entire state x. Therefore, the performance index becomes: (4)



+



Jk =



1 λ [(y(k+j|k) - y(k+j|k)*)TQy(y(k+j|k) - y(k+j|k)*)] 2 ∑ j=1



1 λ 1 λ-1 [xI(k+j|k)T QI xI(k+j|k)] + ∑[u(k+j|k)T R u(k+j|k)] ∑ 2 2 j=1 j=0



LQR controller By using standard optimization procedures, the optimal control variable uk is obtained as: (5) uk = - K xk + Hk K is the steady feedback matrix gain obtained from the algebraic Riccati equation, and Hk is a feedforward control vector. This latter one is obtained from the time varying solution of the minimization problem (Malaterre 1994). The feedforward component is then considerably improved compared to the steady-state solution as used in previous papers (Malaterre 1995d, Sawadogo et al. 1995). MPC controller A 0  B x By updating A with  C Id , B with  0 , C with ( C 0 ) , x with  xI ,       T  Bpp   C .Qy.C 0   and by defining e =  -y*  and Qx =  C QI     The system dynamics including the integrator can be written as: (6)



xk+1 = Axk  yk = Cxk



+ Buk + ek



and the performance index as: (7)



Jk =



1 λ [(x(k+j|k) - x(k+j|k)*)TQx(x(k+j|k) - x(k+j|k)*)] 2 ∑ j=1



1 λ-1 + ∑[u(k+j|k)T R u(k+j|k)] 2 j=0 By applying (6) recursively we may write: xk+1|k = Axk + Buk|k + ek|k 2 k+2|k = A xk + ABuk|k + Buk+1|k + Aek|k + ek+1|k



(8)



x ... x 



k+λ |k



= Aλxk + Aλ-1Buk|k + Aλ-2Buk+1|k + ... + Buk+λ-1|k + Aλ-1ek|k + Aλ-2ek+1|k + ... + ek+λ-1|k



Let: X = [xk+1|kT, ..., xk+λ|kT]T, X* = [xk+1|k*T, ..., xk+λ|k*T]T U = [uk|kT, ..., uk+λ-1|kT]T, E = [ek|kT, ..., ek+λ-1|kT]T



 Id  AA  A   Z = ... , M = ...  λ  λ A A  2



-1



 , and V = diag(B, ...,B)  ... A Id  Id



Then (8) ⇔ X = Z.x(k) + MVU + ME Let: Q = diag(Qx, ...,Qx), and R = diag(R, ...,R) Then the minimization of (7) leads to: (9) U = - LZ xk + L x* - L.M.E Where L = (R + (MV)T.Q.MV)-1(M.V)T.Q and uk is the first m lines of vector U. Discrete-Time Observer The control laws (5) and (9) assumes that the complete system state vector xk can be measured accurately, which is often unrealistic. Most frequently, only certain linear combinations of states, denoted observed variables zk, can be measured: (10) zk = D.xk q where zk ∈R , and D is a (q, n) matrix. From variable zk, the state vector xk can be reconstructed. Then, the actual state xk is replaced by the reconstructed state x^k in (5). Due to unknown perturbations acting on the system, a state Kalman filter including a perturbation observer is designed. The state Kalman filter is defined as: (11)



x^k+1 = Ax^k + Buk + Bpp^k + L [zk - ^z k]



where p^k is the perturbation vector estimation: (12) p^k+1 = p^k + Lp [zk - ^z k] L and Lp matrices can be computed by pole placement (Luenberger observer), or through the minimization of the reconstruction error (Kalman filter). The second option is tested in this paper. In steady conditions the global observer (11) plus (12) guarantees the vanishing of the reconstruction error and reconstructs accurately the perturbation acting on the system. Tuning Tuning parameters of the PILOTE and PRECOM algorithms are the Qy and R matrices of equation (2), the QI matrix acting on the integral states, the equivalent Qo and Ro matrices of the Kalman filter, and the time horizon λ used to compute the gain matrix K of the MPC controller (λ=∞ for KLQR) and the feedforward Hk term of equation (5). The Qy and R matrices can be chosen through a try and error procedure. It is quite straightforward since the matrices can be chosen diagonal, with each coefficient corresponding to a given control action or controlled variable. The initial value of these coefficients can be chosen as 1, and then decreased if the corresponding variable moves too much, or increased otherwise. A very interesting method using the Grammien matrices was also tested (Larminat 1993). It gives directly the Qy and R matrices from only one tuning parameter (identical to a time horizon). It gave very good results, increasing the robustness of the controller, although slightly degrading the performance indicators. Results presented in this paper are those using the try and error selection of Qy, QI and R matrices. This procedure used with the LQR controller lead to Qy = 1 Id, QI = 1 Id, R = 1000*[1 10]. Then, we applied the same try and error procedure to tune a MPC controller. This lead to Qy = 1 Id, QI = 0.1 Id, R = 10*[1 20]. The obtained weighting matrices are different probably due to the fact that LQR is using an infinite time horizon, whereas MPC was designed with a time horizon λ=10 time steps = 50 mn. The latest tuning parameter, the time horizon λ, must be increased until no improvement of the performance indicators can be observed. In the case of the LQR controller, this could be done and we obtained λ = 40 time steps = 3 h 20 mn. But, for the MPC controller the larger time horizon λ we could use was 10 due to memory constraints on our computer3. The same try and error procedure exist for the selection of the weighting matrices of the Kalman filter. We choose Qo = 102 Id, Ro = 10-2 Id for both controllers. SIMULATION RESULTS AND ANALYSIS The process to be controlled is a 2-pool open-canals receiving water from a source located upstream. The control system aims to match the water level at the downstream end of each pool with a target value. It adjusts upstream inflow and opening of cross gates. The observed variables are water levels at the upstream and downstream ends of each pool. No other variable is measured on the system, in particular no discharge is measured along the system and no information is measured at the offtakes. The discrete-time linear model (1) is generated by a special module of the computer package SIC, developed by Cemagref (1992), with a sampling interval of 5 minutes and a space step of 50 m (at the downstream section of the pools) and 500 m (at the upstream 3
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section of the pools). The controller design and simulations using a linear model are carried out with the commercial package MatLab & Simulink (1992). The simulations, tests and computation of performance indicators are carried out on the full non-linear simulation model SIC, with a sampling interval of 5 minutes and a space step of 50 m. At the check gates, a minimum gate movement of 0.5 % of the gate height was suggested in ASCE 1995. As a simplification this constraint was not considered in this paper. Performance indicators In order to assess the performance of the controller, 3 indicators are computed for each controlled variable: the maximum absolute error (MAE), the integral of absolute magnitude of error (IAE), the steady state error (StE), and 2 indicators are computed for each control action variable, when this is relevant: the integrated average absolute gate movement (IAW) and the integrated average absolute discharge change (IAQ). These indicators are computed for 2 periods [t1..t2]: [0h..12h] and [12h..24h] corresponding, respectively, to schedule and unscheduled changes. These indicators are defined as: MAEj =



StEj =



Max[t1..t2] | yj- yj target | yj target



∆t | (t0+∆t).yj target



IAEj =



t2 ∆t ∑| yj-yj target | (t2-t1+∆t).yj target t=t1



t2



∑ (yj-yj target) |



where t0 = 2 hours



t=t2- t0



t2



IAWi =



∑ | wi (t)-wi (t-∆t) | - | wi (t2)-wi (t1) |



for i = 2



t=t1+∆t t2



IAQi =



∑ | Qi (t)-Qi (t-∆t) | - | Qi (t2)-Qi (t1) |



for i = 1 to 2



t=t1+∆t Where yj, yj target, ∆t, wi and Qi are respectively the water elevation at the downstream end of pool j (controlled variable, j= 1 to 2), the corresponding targeted value, the regulation time step (5 mn), the gate opening (control action variable for structure 2) and the discharge at structure i (control action variable for structure 1, resulting flow for structure 2). Since this represents a large number of indicators, only the maximum and average values along the system are presented in the following sections. Simulation results The initial head discharge is 0.6 m3/s. The initial offtake withdrawals at offtake 1 and 2 are, respectively, 0.1 and 0.5 m3/s. The resulting tail end discharge is 0 m3/s. After 2 hours, offtakes 1 and 2 increase their gate openings by 0.023 and 0.028 m, respectively, which should correspond, after steady state stabilization, of a discharge increase of 0.1 m3/s at both offtakes. Then, at time 14 h, offtakes 1 and 2 reduce their gate openings to get a 0.1 m3/s discharge decrease. Controllers have no notice of these changes and can detect and correct their effects only through the measurement of the measured



variables z (water levels at the upstream and downstream side of each check gate, at the head and at tailend). This is called the "tuned conditions". Then, the same controller is tested without further tuning on the same system and same scenario except 3 modifications: Manning coefficient is 0.018 instead of 0.014, discharge coefficients at check gates are 10 % lower (0.9 instead of 1.0), offtake withdrawals are 5% higher. Figures 2 shows the evolution of the control action and controlled variables and of the flows at control structures as a function of time. The obtained performance indicators are presented in table 1. MAE (%)



IAE (%)



StE (%)



IAW



IAQ



Period 0-12 12-24 0-12 12-24 0-12 12-24 0-12 12-24 0-12 12-24 LQR MPC



Max. 16.56 22.35 3.91 3.79 0.27 0.04 0.04 0



0.19 0.04



Avg. 15.58 18.74 3.3



0.16 0.02



3.2



0.22 0.04 0.02 0



Max. 15.47 19.13 2.26 2.15 0.01 0



0.03 0



0.13 0.03



Avg. 14.1 15.3 1.77 1.68 0.01 0



0.02 0



0.13 0.02



Table 1. Performance indicators obtained in SIC. MAE (%)



IAE (%)



StE (%)



IAW



IAQ



Period 0-12 12-24 0-12 12-24 0-12 12-24 0-12 12-24 0-12 12-24 LQR MPC



Max. 18.58 24.77 4.23 4.08 0.35 0.06 0.05 0



0.21 0.05



Avg. 17.21 19.94 3.47 3.38 0.27 0.04 0.03 0



0.19 0.02



Max. 16.75 21.46 2.5



2.35 0.02 0



0.05 0



0.25 0.04



Avg. 15.28 16.88 1.88 1.79 0.01 0



0.03 0



0.22 0.02



Table 2. Performance indicators obtained in SIC for untuned conditions All performance indicators are slightly degraded on the untuned conditions. But the results are still very good for both controllers. To assess the robustness of the two controllers we can compute the ratio of the performance indicators between the untuned (Table 2) and the tuned conditions (Table 1). Although the difference is not very important or not very representative due to the calculation precision on small values, it seems that the LQR controller is slightly more robust than the MPC one. ∆MAE (%)



∆IAE (%)



∆StE (%)



∆IAW (%)



∆IAQ (%)



Period 0-12 12-24 0-12 12-24 0-12 12-24 0-12 12-24 0-12 12-24 LQR MPC



Max. 12



11



8



8



30



50



-



-



11



25



Avg. 10



6



5



6



23



0



-



-



19



0



Max. 8



12



11



9



-



-



-



-



92



33



Avg. 8



10



6



7



-



-



-



-



69



0



Table 3. Relative performance indicators obtained in SIC for untuned conditions compared with tuned conditions (in %).



Figure 2. Graphical results for LQR and MPC.



Figure 3. Graphical results for LQR and MPC for untuned conditions. COMPARISON BETWEEN PILOTE AND PRECOM General formulation: the mathematical formulation of the minimization problem for designing both LQR and MPC controllers is exactly the same. Differences between the resulting two controllers are mainly due to the choice of the time horizon λ, and to numerical constraints linked to the algorithms used to compute gain matrices. These constraints urge to make simplifications to solve the problem with low computational efforts (CPU time and memory).



Model: The linear state space model used for both controllers is the same. But potentially, the MPC controller could use a more complex model containing a pure time delay r: = Axk + Buk-r + Bppk yk = Cxk It could be an interesting option to use a pure time delay, and at the same time to reduce the optimization time horizon. This would increase the downstream control features, which lack with small time horizon. But, although it is straightforward to set up a model with r=0, as presented above, it seems more tricky to set up a model with a pure time delay r>0, specially since this time delay must be the same for all components of the control action variables. This should be difficult in the case of a system with pools of different lengths. Time horizon: It seems that when increasing the time horizon λ, the optimization procedure gives increasing importance to the effect of control action variables u on distant controlled variables y. This seems sensible since with a small time horizon λ (e.g. λ =1) the effect of control action variables u on distant controlled variables y is small, which can be observed by small coefficients in the corresponding matrices (Cf. equation (8)). On the hydraulics point of view it means that the increase of the time horizon λ allows to shift from a local to a distant control, which in this case correspond also to a shift from an upstream to a downstream control. (13)



xk+1  



Figure 4. Modification of the control direction ratio with λ for MPC and comparison with the LQR corresponding value. Simplified solutions: One advantage of the optimal LQR controller is to allow the simplified asymptotic solution obtained when the time horizon λ is infinite (λ = ∞). The predictive controller allows a simplified solution consisting of considering a weighting coefficient only on the final time step (k = λ) and a constant control sequence over the prediction interval (Sanchez & Rodellar 1995, p. 294). This option was not tested in this paper. It will be tested in the future, but a priori it appears more restrictive than the asymptotic solution of the LQR controller. Computational efforts: Since a significant time horizon λ as to be selected in order to include downstream control effects, the computation efforts of the predictive controller are bigger than in the case of the asymptotic solution of the LQR controller. They could be reduced using the above quoted simplifications, but probably with a degradation of the controller performance. Feedforward component: Both controllers can include a feedforward component in the control action variable u. It appears in the term Hk for the LQR optimal controller, and in



the term L x* - L.M.E for the predictive controller. This component was not tested in this paper. Adaptive aspects: Since the computation of the gain matrices in the case of the predictive controller is simpler than the resolution of the Riccati equation to be solved in the LQR controller, the predictive controller seems better suited for adaptive aspects. In this case the gain matrices can be computed frequently when the operating conditions have changed. Robustness: According to the above presented simulations, both controllers prove a satisfactory robustness to model degradation. It seems that the LQR controller is slightly more robust than the MPC one, but additional simulations must be done. Results: Results obtained with both controllers are very close in terms of performance indicators. Tuning of the predictive controller seems easier and leads to less variability in the weighting coefficients (Matrices Q and R). SUMMARY AND CONCLUSION This paper proposes a method for automatic control of irrigation canals. By adjusting the upstream discharge and the gate openings a target water level is maintained at the downstream end of each pool. Linear optimal control theory provides an elegant way to tackle this multivariable control problem. Under external perturbed conditions, such as ondemand deliveries, a perturbation observer is added to improve the state reconstruction. The controller and the Kalman filter are found efficient. The resulting control algorithm can be suited for real-time operations. Some features supporting this potential of applications are: (1) It is designed for water levels and discharge control, but only feasible hydraulic measurements (water elevations) are used for feedback; (2) Its performance is satisfactory in terms of a quick evolution to target water levels; (3) The algorithm is able to deal with unknown perturbations such as unpredicted water withdrawals. Results presented in this paper are obtained using a full non-linear model. REFERENCES Akouz Kaoutar (1995). Commande prédictive d'un canal d'irrigation. Rapport de stage Med Campus 238. Université Cadi Ayyad, Faculté des Sciences Semlalia, Dpt. de Physique, Marrakech, Maroc. 25 p. ASCE (1995). Test cases and procedures for algorithm testing and presentation. First International Conference on Water Resources Engineering, San Antonio, USA, 14-18 August 1995. 5 p. Balogun O.S., Hubbard M., DeVries J.J. (1988). Automatic control of canal flow using linear quadratic regulator theory. J. of Irrigation and Drainage Eng., 114 (1), 75-101. Cemagref (1992). SIC user's guide and theoretical concepts. Cemagref Publication. 191p. Compas Jean-Marie (1994). River development schemes regulation by predictive control. Compagnie Nationale du Rhône. ASCE meeting at SCP Aix-en-Provence, France. 17-21 October 1994. 10 p. Corriga, G., Fanni, A., Sanna, S. and Usai, G. (1982a). A constant-volume control method for open channel operation. International Journal of Modelling and Simulation, Vol. 2, n° 2, pp. 108-112. Corriga G., Sanna S., Usai G. (1982b). Sub-optimal level control of open-channels. Proceedings International AMSE conference Modelling & Simulation, Vol. 2, p 67-72.
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