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In W. Epstein & S. Rogers (eds.) Handbook of perception and cognition, Vol 5; Perception of space and motion. (pp. 69-117). San Diego, CA: Academic Press.



Perceiving layout and knowing distances: The integration, relative potency, and contextual use of different information about depth James E. Cutting and Peter M. Vishton



The layout in most natural environments can be perceived through the use of nine or more sources of information. This number is greater than that available for the perception of any other property in any modality of perception. Oddly enough, how perceivers select and/or combine them has been relatively unstudied. This chapter focuses briefly on the issues inhibiting its study, and on what is known about integration, then in detail on an assessment of nine sources of information—occlusion, relative size, relative density, height in the visual field, aerial perspective, motion perspective, binocular disparities, convergence, and accommodation— and their relative utility at different distances. From a comparison of their ordinal depth-threshold functions, we postulate three different classes of distance around an observer--personal space, action space, and vista space. Within each space, we suggest a smaller number of sources act in consort, with different relative strengths, in offering the perceiver information about layout. We then apply this system to the study of representations of layout in art, to the development of the perception of layout by infants, and to an assessment of the scientific study of layout.
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In general, the visual world approaches the Euclidean ideal of veridical perception as the quantity and quality of perceptual information increases. Wagner (1985, p. 493) How do we see and understand the layout of objects in environments around us? This question has fascinated artists and philosophers for centuries. Indeed, the long-term cultural success of painting, and more recently of photography and cinema, is largely contingent on their convincing portrayal of spatial relations in three dimensions. Of course, the information about spatial layout available in pictures and in the real world has also fascinated psychologists for 125 years. Indeed, the problems of perceiving and understanding space, depth, and layout were among those which helped forge our discipline.1 Moreover, their sustaining importance is reflected in this volume. Perhaps the most curious fact about psychological approaches to the study of layout is that its history is little more than a plenum of lists. Lists have been generated since Hering and Helmholtz (see, for example, Boring, 1942; Carr, 1935; Gibson, 1950; Graham, 1951; Woodworth & Schlosberg, 1954), and are found today in every textbook covering the field. These lists typically include a selection of the following: accommodation, aerial perspective, binocular disparity, convergence, height in the visual field, motion perspective, occlusion, relative size, relative density, and often many more. As an entrée into the field, such a list is prudent and warranted. Taxonomy is, after all, the beginning of science, of measurement, and is an important tool in pedagogy. What is most remarkable about such a list is that in no other perceptual domain can one find so many generally intersubstitutable information sources, all available for the perception of the same general property--the layout of objects in the environment around us.2 But after 125 years more than list making is needed for our science. Three fundamental questions about the perception of our surrounding world are, to our minds, too seldom asked. All are prior to the summary statement by Wagner (1985), given above. First, why does the human visual system make use of such a wide variety of sources of information—often called cues? 3—in understanding and in deriving the structure in depth of a complex natural scene. Second, how do we come to perceive the three-dimensional layout of our environment with reasonable, even near metric, accuracy when taken singly none of the visual sources of information yields metric information throughout the range of distances we need? And third, given all these sources, does anything lay beyond list making which might allow us to begin to understand why so many sources are used and are necessary? The purpose of this chapter is to attempt to answer all three questions. In Wagner's terms we want to be concrete about the quantity and quality of information about depth, and to provide the framework for a theory of environmental context and physiological state supporting the perception of layout. We will claim also that these three questions are linked in important ways, but before addressing them we must acknowledge that historically psychology has had serious qualms with the formulation of the second. Two such qualms have dominated discussion of the topic, those pertaining to illusions and to the non-Euclidean nature of perceived space. Illusions of Layout First, it is not overly difficult to fool the eye even of a wizened observer about the layout of some small corner of the world. If one has sufficient skill, one can paint trompe l'oeil or carpenter nonrectilinearly joined surfaces, place individuals in confined viewpoints so they can peer at those surfaces or into those spaces, and then demonstrate that those observers do not correctly understand the layout of what they see. Indeed, the Pozzo ceiling (Pirenne, 1970) and the Ames room (Ames, 1955; Ittelson, 1951) are compelling and important examples of such large-scale visual illusions of layout. In particular, under certain controlled circumstances we perceive the Ames room as it is not, conventionalizing its layout to that of a rectilinear chamber. The typical theoretical statement about its perception is a variant of a traditional argument in philosophy, the argument from illusion (e.g. Hirst, 1967). That argument states that if the senses can be
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deceived, how can we be sure they do not deceive us all the time? The particular answer given for the Ames room illusion by transactionalists concerns the useful, but occasionally misleading, idea that knowledge and experience necessarily intervene in perception. Whereas one would be foolish to deny the utility of knowledge and experience as it can shape perception, current perceptual theory suggests that that molding process is not omnipotent. Moreover, the physical world is hardly the plastic and ambiguous place that the transactionalist psychologists might have had us believe. For example, if the Ames room illusion to deceive the eye, the perceiver must be severely fettered, typically monocular and motionless. As demonstrated by Gehringer and Engel (1986), when the observer is allowed to use two eyes and to move even a modest amount the illusion almost completely disappears (see also Runeson, 1988). Thus, one should conclude that when perception of an environment's layout is important to us--and we would claim it almost always is--our perception of that layout is typically adequate, even near-veridical, when exploration is allowed. Therefore, in the place of the argument from illusion, we offer a pragmatic retort, which one might call the argument from evolution (see also Cutting, 1993). This argument states that if the senses were deceived too frequently, we as a species would surely have, without extensive divine guidance, become extinct long ago. The pragmatics of potential failure over the long span of every evolutionary test of our senses renders null the possibility of their gross defectiveness. Thus, we suggest the measurement abilities of the senses are typically as good as they need to be under everyday requirements (see Cutting, Springer, Braren, & Johnson, 1992b), and for measuring layout we think they need to be quite good. Gehringer and Engel's (1986) result presages a main point of this chapter: Through the combination of multiple sources of information--motion parallax, stereopsis, etc.--in a cluttered, well-lit environment we come to perceive, with reasonable accuracy, the layout of the world around us. Of course, the key phrase here is "with reasonable accuracy." As a working assumption we will claim that temporary, and relatively small, errors in judgment of distance—say, those of up to 15%—are not likely to have consequence in normal, day-to-day livelihood; relatively large errors, on the other hand,—say, those of an order of magnitude or even of simply 50%—might begin to tax our survival. Euclidean and non-Euclidean Layout The second qualm about the accuracy of perceived layout concerns the "shape" of space. Physical and perceptual layouts have not always been modeled by mathematicians and psychologists in an Euclidean manner (see, for example, Luneburg, 1947; Blank, 1978). Even in moderately complex environments straight lines can be perceived as curved (Battro, Netto, & Rozestraten, 1976; Helmholtz, 1866; Indow, 1982; Indow & Watanabe, 1984). Indeed, anyone with relatively high-powered glasses (1.5 or more diopters) can, upon taking them off and putting them back on, verify this fact by looking near and along the corners of a room. Such curvature, whether seen binocularly or monocularly, occurs in the periphery of the eye(s). Assessments of such curvature have often been placed in a Riemannian framework and used in accounting for the perception of both three-dimensional environments, and illusions in two-dimensional images (Watson, 1978). Such results have led philosophers to argue whether visual space is Euclidean or non-Euclidean (e.g., Daniels, 1974; Grünbaum, 1973; Putnam, 1963; Suppes, 1973). Perhaps the most damning empirical evidence against systematic accounts of non-Euclidean (curved) space is that, when individual perceivers' spatial judgments are modeled, they vary widely in curvature (Foley, 1964, 1966; but see also Wagner, 1985, for other problems). To accept curved perceptual space, then, is also to accept that each of us lives in a perceived world with different curvature. Embracing such a view leads one to the philosophical antinomy more typical in discussions of language—that of how private minds with quite different ideas can communicate about shared experiences. We think the best solution to the problem of curved space is an elaboration of the pragmatic approach of Hopkins (1973): The degree of curvature of physical space is so small that, on a local level, it cannot be decided whether it and phenomenal space, which generally follows physical space, are Euclidean or only
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a good approximation thereof (see also Cutting, 1986). Again, notice the implication of "reasonable accuracy," or in this case reasonable Euclidean approximation. We strongly suspect that with modest exploration on the part of any observer, the curvature modeled to his or her perceptual judgments of layout will vary both with the environment modeled and with the particular individual perceiving it, but that the overall mean curvature of all terrestrial spaces we might find ourselves in is very nearly zero (see also Wagner, 1984). This would mean that perceptual spaces are sufficiently close to being Euclidean that little of practical import is gained by considering Riemannian curvatures, perhaps with the exception of understanding how a Riemannian space becomes a Euclidean space with additional sources of information. ON THE ACCURACY OF PERCEIVED SPACE An observer's ability to perceive distance varies with number of circumstances, most prominent of which is the degree to which the experimental situation makes available information for distance. Sedgwick (1986, p. 22-8) As implied by Sedgwick (1986) it is not difficult in the laboratory to make the perception of layout difficult. Escaping artificial confinements and following general tenets of Gibson (1950, 1979), then, many researchers have conducted studies using various experimental techniques in large outdoor spaces. Most of these suggest that our ability to perceive layout and distances is quite good in situations with many sources of information. We appear to have rough metric knowledge in making distance judgments (E. Gibson & Bergman, 1954) which improve with feedback; relative distance judgments, on the other hand, do not appear to improve with feedback (Wohlwill, 1964). Distance Estimation by Stationary Observers In psychophysical terms, the power function for distance judgments is well-described by an exponent with the value near 1.0 (see Baird & Biersdorf, 1967; Cook, 1978; DaSilva, 1985; Purdy & Gibson, 1955; Teghtsoonian & Teghtsoonian, 1969; see also Flückiger, 1991); such a result means that metric relations are fairly well perceived and preserved. Indeed, in keeping with the notion of "reasonable accuracy" Cook's (1978) data show stable exponents of individuals varying between about 0.78 and 1.22, with a mean close to 0.95; and with several different methods, Da Silva (1985) reported ranges of about 0.60 to 1.30 and means around 0.94. An important fact about results from distance judging experiments is that mean egocentric depth (distance away from the observer) is systematically foreshortened when compared to frontal depth (distances extended laterally in front of the observer, orthogonal to a given line of sight).4 Thus, even with an exponent of 0.95 objects at egocentric distances of 10, 100, and 1000 m would be seen to be at only 9, 79, and 710 m, respectively; whereas frontal distances would tend to show no such diminution. These egocentric foreshortenings represent 10, 21, and 29% errors in judgment, respectively, and might seem to impugn a claim of "reasonable accuracy" in perceiving layout, particularly in the great distance. However, there are two sets of facts available suggesting we generally have a more accurate perception of layout than even these experiments suggest. Distance Estimation by Moving Observers In defense of the idea of reasonable accuracy the first set of facts comes from research on visually directed action. Thomson (1980), Laurent and Cavallo (1985), and Rieser, Ashmead, Talor, and Youngquist (1990), for example, showed that individuals are quite accurate in walking blindly to the distance of an object previously seen--indicating little, if any, foreshortening. Moreover, Loomis, DaSilva, Fujita, and Fukushima (1992) combined tasks in the same subjects, and found the typical foreshortening effect in the distance estimation task and general accuracy in a directed action task. Thus, with Loomis et al, we
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conclude that acting on static visual information yields accurate estimates of space, but numerical or algebraic estimates in the same space often do not. A second important fact concerns motion information available to a moving observer. In standard psychophysical distance estimation tasks the exponents reported are for stationary observers. By allowing an observer to move more than minimally with eyes open, the egocentric origin of the foreshortened space (be it affine or vectorially defined, see Wagner, 1985) must also change. Such changes would make any simple foreshortening model of perceived distances unlikely, and would necessarily transform the space to a more Euclidean format. Perceived Interobject Distances Are Multiply Constrained Another avenue of research supporting accurate perception of depth and layout concerns the following kind of experiment: Individuals are placed in a cluttered environment and then asked make judgments of distances among the various objects in that space (e.g. Kosslyn, Pick & Fariello, 1974; Toye, 1986). The halfmatrix of interobject judgments is then entered into a multidimensional scaling program (e.g. Kruskal, 1964; Shepard, 1980), and the two-dimensional solution compared to the real layout in which observers made their judgments. Toye (1986), for example, had observers judge the distances between all 78 possible pairs of 13 posts in a courtyard set among four tall buildings. These judgments were treated nonmetrically (that is, as ranked information) and scaled in two dimensions. The original and the best-fitting derived solutions revealed detailed and accurate correspondence between the two. Since absolute distances were judged with reasonable accuracy, the overlap of the two spatial representations is correct in scale as well as in general configuration. We take Toye's (1986) methods and results as an important analogy for everyday commerce in our environment. That is, judgments about the distances among objects in a cluttered environment can vary, even vary widely. However, when taken together they constrain each other in a manner well-captured by nonmetric multidimensional scaling (NMDS) procedures (see also Baird, Merrill, & Tannenbaum, 1979; Baird & Wagner, 1983). Any psychological process for understanding the layout of objects in a visual scene would do well to mimic such a multiple-constraints procedure. Incidental, anomalous over- and underestimates of distance would be then corrected through consideration of other distances between various objects under consideration. INFORMATION INTEGRATION: RULES, WEIGHTS, AND THE FEASIBILITY OF COMPLETE EXPERIMENTATION The are two general empirical phenomena associated with experiments which have viewers estimate depth and which vary the number of sources of information available about layout. Künnapas (1968) found both. That is, adding information to a stimulus display generally increases the amount of depth seen, and adding information generally increases the consistency and accuracy with which judgments are made. The latter effect is surely the more important, but most investigations have focused on the former. Nearly Linear Systems, Combination Rules, Cooperativity, and Data Fusion An early indication that more depth is often seen with more sources of information stems from research by Jameson and Hurvich (1959). Kaufman (1974) called this the superposition principle from linear systems theory. More recently, Bruno and Cutting (1988) investigated the perception of exocentric depth from four sources of information: occlusion, relative size, height in the visual field, and motion perspective. By manipulating the image of three vertically oriented and parallel planes, Bruno and Cutting (1988) orthogonally varied the presence and absence of these four sources of information. Using a variety of techniques (direct scaling, preference scaling, and dissimilarity scaling) they found evidence of nearly linear additive combination of the four sources of information. That is, although different viewers
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weighted the four different sources differently, each source was generally intersubstitutable and with each addition generally yielding the perception of more exocentric depth. After reanalyzing the direct scaling data of Bruno and Cutting (1988), Massaro (1988) questioned their conclusion of additivity. Comparing the fits of an additive and multiplicative model (the fuzzy-logical model of perception, or FLMP, see Massaro, 1987, 1989; Massaro & Cohen, 1993; Massaro & Friedman, 1990). Massaro (1988) found that among the ten individual viewers, the data of five were better fit by the additive model and those of five others by FLMP. Moreover, Dosher, Sperling, and Wurst (1986) found similar multiplicative results in the integration of information from stereopsis and size. Thus, Massaro claimed Bruno and Cutting's (1988) results were indeterminate with respect to additivity. Cutting, Bruno, Brady, and Moore (1992a) then ran additional studies similar to those of Bruno and Cutting (1988). They found that among a total of 44 viewers, the data of 23 were better fit by an additive model and the data of 21 by FLMP. Clearly, it is still indeterminate which model fits the data better, but it is equally clear that the data are almost linear in the middle range of the scale. The near linearity of these data suggest that, in an approach to the study of information combination, the notion of "nearly decomposable systems" (Simon, 1969)—what Marr (1981) and Fodor (1983) later called modules--is not far wrong. Others have investigated the integration of various sources of information about layout (e.g. Berbaum, Tharp, & Mroczek, 1983; Braunstein & Stern, 1980; Nawrot & Blake, 1991; Rogers & Collett, 1988; Stevens & Brookes, 1988; Terzopoulos, 1986; van der Meer, 1979; Wanger, Ferwerda, & Greenberg, 1992). From a theoretical perspective these, and the previously outlined research, can be discussed in terms of two concepts—cooperativity (e.g. Kersten, Bülthoff, Schwartz, & Kurtz, 1992) and data fusion (e.g. Luo & Kay, 1989, 1992). Unfortunately, across the larger literature cooperativity is a term which seems to mean little more than the possibility of finding all possible combinations of additivity and interactions as dependent on context. Nonetheless, a particularly useful cooperative approach to integration was suggested by Maloney and Landy (1989; Landy, Maloney, & Young, 1991). They proposed that each source of information may leave one or more parameters about depth unknown, and that various parameters from various sources can disambiguate one another. For example, within their system, they suggest that absolute metric qualities of stereopsis can scale the unachored metrics of relative size, and size can offer depth order to the rotations of kinetic depth information. Robust estimators are also used to reduce the weight of any source of information generally out of line with the others. Data fusion, on the other hand, is a term from robotics. Luo and Kay (1992), for example, discussed the integration of information in terms of four levels--integrating signals, pixels, features, and symbols. The first two forms of integration generally deal with relatively low-level electronics, but the latter two can be used to distinguish the approaches of Cutting et al (1992) and Massaro (1987; Massaro & Cohen, 1993). The approach of Cutting et al is, as extended in this chapter, one of integrating features, looking for geometrical correspondence among sources of information; the approach of Massaro, on the other hand, is one of integrating symbols and increasing the truth value of what is perceived. Thus, in this context, the computational goal of feature fusion is to build a map; the computational goal of symbol fusion is to measure the surety of a percept and the grounds on which that surety is based. Not Rules but Weights Consider a modeling context. Whereas an understanding of the rules of information integration in visual perception is important, it is surely less interesting than an understanding of the weights. That is, what we and everyone else really want to ask is: Which sources of information are most important? When are they important? and Why? How much does relative size contribute to impressions of layout, say, as compared to stereopsis? How important is accommodation compared to aerial perspective? And so forth. These are the questions about weights for the various sources of information. In this chapter we will provide a framework within which to suggest answers, but in the past, this type of exercise has proven extremely difficult, for at least two reasons.
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First, through a process called ecological sampling Brunswik (1956) and Brunswik and Kamiya (1953) tried to assess the "cue validity" of various sources of information—essentially the probability any proximal source is lawfully connected to distal affairs—then imputing weights to these probabilities. However, as principled as this approach is, it is logistically unfeasible. It has never been able to deliver a proper ecological survey of sources of information about depth, and in principle it probably cannot (Hochberg, 1966). Second, the study of information weights is context and adaptation-level dependent. For example, Wallach and Karsh (1963a, 1963b; Wallach, Moore, & Davidson, 1963), have shown that stereopsis is extremely malleable as a source of information about depth. One day of monocular viewing even by an otherwise stereoscopically normal individual will, immediately after eye patch removal, render temporarily useless the stereoscopic information in judgments about depth. Moreover, through the use of random-dot stereograms (which remove all other depth information) Julesz (1971) reported that stereoblindness and stereoweakness not uncommon in the normal population. For our purposes, however, we will suggest that the variability found in stereopsis is unusual for an information source about layout; most other sources seem not show large individual differences nor adaptational differences (but see Wallach & Frey, 1972a, 1972b). Can One Empirically Study the Perception of Layout Given All Its Sources of Information? The sheer number of information sources about layout renders implausible any blindly systematic and thorough experimentation. Consider the list of sources given above—accommodation, aerial perspective, binocular disparity, convergence, height in visual field, motion perspective, occlusion, relative size, and relative density—plus others which have been suggested in the literature, such as linear perspective (e.g. Carr, 1935), light and shading (e.g. Gibson, 1948; Graham, 1951), texture gradients (Gibson, 1948, 1950), kinetic depth (e.g. Maloney & Landy, 1989), kinetic occlusion and disocclusion (Kaplan, 1969; Yonas et al, 1987), and gravity (Watson, Banks, von Hofsten, & Royden, 1992). Granting each source be singular--and the texture gradients clearly are not (see Stevens, 1981; Cutting & Millard, 1984)—and granting further this list be complete, there are fifteen different sources to be considered and integrated by the visual system. Given such a lengthy list it is a wonder how the visual system can function. Moreover, it is a wonder as to what researchers should do. In general we researchers have studied selected combinations of sources almost in effort to avoid thinking about a full-fledged, frontal attack on the general problem of layout and its perception. We have explored the effectiveness of pairs, triples, or even quadruples of the various sources of information in a given context. Examples of this strategy are rife (Bülthoff & Mallot, 1988; Bruno & Cutting, 1988; Dees, 1966; Dosher, et al, 1986; Landy, et al, 1991; Nakayama, Shimojo & Silverman, 1989; Ono, Rogers, Ohmi, Ono, 1985; Terzopoulos, 1986; Uomori & Nishida, 1994; Wanger, et al, 1992); and such research is important. However, given these fifteen sources of information there would be 105 possible pairs of information sources to study, 455 possible triples, 1365 possible quadruples, not to mention higher-order combinations. These are surely more than enough to keep visual scientists busy well past the millennium; but they are also sufficiently plentiful one wonders how overall progress is to be made. Such combinatorics suggest that researchers must set aside global experimentation as being simply unfeasible. As an example, if one uses only two levels (presence or absence) of each source listed above, he or she would need 215 (or more than 32,000) different stimuli for a complete orthogonal design; and with three levels per source (necessary for thorough assessment of additivity; Anderson, 1981, 1982), there would be 315, or more than 14,000,000 different stimuli. This explosion negates thorough experimentation, and even most theoretically selective experimentation. The major impetus of this chapter, then, is to explore logically the separateness of these sources, and their efficacy at different distances, in an attempt to prune the apparent richness of information about layout at all distances to a more manageable arrangement within particularly domains. This will also provide a set of concrete predictions.
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NINE SOURCES OF INFORMATION ABOUT LAYOUT: MEASUREMENT, ASSUMPTIONS, AND RELATIVE EFFICACY In this section we will compare and contrast nine sources of information about depth, and then eliminate six others from consideration as either being not independent of those previously analyzed or not demonstrably useful for understanding general layout. Each source of information here will be discussed in three ways. First, each source provides information inherently measured along a particular scale type. Second, each is based on a different set of assumptions about how light structures objects in the world, and these will play a role in our discussion. Third and most important, many sources vary in their effectiveness at different distances, but some do not. We will use the weakest common scale for each source of information--the ordinal scale--and plot the threshold for judging two objects at different distances, using previous data where available and logical considerations elsewhere. Reduction to a common scale is an example of scale convergence (Birnbaum, 1983), a powerful tool for any discussion of perception, of psychology, and of science in general. We will next compute distance thresholds by analogy to the computation of contrast sensitivity in the spatial-frequency domain. That is, in considering the distances of two objects, D1 and D2, we will plot the ratio of the justdeterminable difference in distance between them over their mean distance, 2[D1-D2]/[D1+D2], as a function of their mean distance from the observer, [D1+D2]/2. In this manner our metric compensates for the often-noted decrease in accuracy with distance, such as that noted by Gogel (1993, p.148): Distance or depth errors are apt to occur in distance portions of the visual field because cues of depth are attentuated or are below threshold and therefore are unable to support the perception of depth between distant objects at different positions. We will also assume also that distance judgments are made on the two objects separated by less than, say, about 5° of visual angle measured horizontally. This latter assumption is necessary in order that the environment is sufficiently cluttered with objects and surfaces to let all sources of information operate as optimally as conditions might allow. Having converted ordinal distance judgments to the same axes, we can then compare the efficacy of the various sources of information. Nagata (1991) was the first to present such plots and comparisons, but we will offer much in contrast to what he proposed. As a working assumption, we will regard depth thresholds of 10%, or 0.1 on the ordinate of Figure 1, as the useful limit in contributing to the perception of layout. ---Insert Figure 1 about here---



Before presenting these thresholds, however, we must discuss two important caveats: First, we assume the observer can look around, registering differences in each source of information on the fovea and neighboring regions of the retina. Thus, thresholds will typically be discussed in terms of foveal resolution even though the perception of layout, by definition, must extend well beyond the fovea at any instant. Clearly, then, we also assume visual stability and the integration of information across saccades (see, for example, Bridgeman, Van der Heijden, & Velichkovsky, 1994). Second, we assume that each source of information pertains to a set of objects at an appropriate retinal size. Thus, although an observer will surely not be able to discern from the distance of a kilometer the relative distance of two postage stamps, we claim this is a problem of object resolution, not a problem reflecting source threshold. The relative distance of two buildings at the same distance is in many circumstances quite easily seen. Thus, in the context of our discussion we will always assume that the observer can easily resolve what he or she is looking at. We will begin our discussion with five more or less traditional pictorial sources of information (historically, often called "secondary cues," e.g. Boring, 1942), then move to the discussion of motion, and then finally to the ocular and physiologically based sources of information (often called "primary cues").
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1. Occlusion Although the principle [of occlusion] is too obvious ordinarily to receive special mention as an artistic technic, it eventually got into the lists of secondary criteria for the perception of distance, as for example in Helmholtz's in 1866. Boring (1942, p. 264) Measurement. Occlusion occurs when one object hides, or partially hides, another from view. It is ordinal information; it offers information about depth order, but not about the amount of depth. At an occluding edge one knows nothing other than that there is discontinuity in egocentric depth, and that along each surface on either side of the edge the depths are likely to change more or less smoothly and continuously. Thus, a given pair of objects--occluding and occluded--might be at 5 and 10 cm from the observer; at 50 and 100 m; or equally at 5 cm and 1000 m. Initially, ordinal information may not seem impressive, as suggested in the quote by Boring above. Indeed, some researchers have not considered occlusion as information about depth at all (e.g. Maloney & Landy, 1989). But consider two facts; first, an NMDS procedure based only on ordinal information can yield near-metric information in a scaling solution (Shepard, 1980), and second for occlusion to yield ordinal information one need make only four assumptions: the linearity of light rays, the general opacity of objects, the Gestalt quality of good continuation of boundary contours, and luminance contrast. Assumptions. The first assumption—the rectilinearity of rays—is a general principle of light. Its failures are neither common nor generally consequential; they occur only with changes in densities of transmitting media, whether graded (such as those yielding mirages, Fata Morgana, and the like; see, for example, Forel, 1892; Minnaert, 1993) or abrupt (such as those at lens surfaces or at reflective surfaces). This assumption is further based on considering the eye (or any dioptric light-registration device) as a pinhole camera, an assumption known as the Gaussian approximation (Pirenne, 1970). But the rectilinearity of rays has been an axiom of optics and visual perception since Euclid (see Burton, 1945); it is an assumption which must be made for all visual sources of information about layout; and thus it need not be considered again. The second assumption—the general opacity of objects—holds in most circumstances. Light does not usually pass through most of the things which furniture our world. This assumption is pertinent, strong, and useful. Moreover, it can be violated to quite some degree in cases of translucency and transparency (see the discussion of aerial perspective below). That is, even when light does pass through objects it is often changed in either luminance, chromaticity, or both such that depth order can be maintained (Gerbino, Stultiens, & Troost, 1990; Metelli, 1974). The third assumption, sometimes called Helmholtz's rule (Hochberg, 1971, p. 498), is that the contour of an object in front does not typically change its direction where it intersects the object seen as being behind. The extreme unlikelihood of alignment of the eye, the location of sudden change in a contour of an occluding object, and the point of occlusion is, in modern parlance, a nonaccidental property (Witkin & Tenenbaum, 1983).5 Finally, for occlusion information to be useful, the luminance contrast at the occluding edge must be above threshold, and probably considerably above. Contrast is importance because the world does not unusually present itself in line-drawing form, the structure implied by any straightforward application of Helmholtz's rule. Effective range. The range over which occlusion works is extremely impressive. Quite simply, occlusion can be trusted at all distances in which visual perception holds. As shown in Figure 1, the effectiveness of occlusion does not attenuate with distance, and indeed the threshold for ordinal depth judgments generally exceeds all other sources of information. We suggest that with conventional natural objects and artifacts occlusion can, throughout the visible range, provide constant depth thresholds about 0.1%. This is the width of a sheet of paper seen at 1.0 m, or the width of a car against a building seen at 2 km. The separate
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functions for paper, for plywood, for people, for cars, and for houses are shown in the first panel of Figure 2. In a deep sense, the efficacy of occlusion is limited only by the physical properties of objects in the world; If we could make large opaque objects vanishingly thin, occlusion thresholds would increase with that ability. The caveat, of course, is that an occluding edge does not guarantee a difference of 0.1%; the difference in depth might equally be 1000%. --Insert Figure 2 about here--



2. & 3. Relative Size and Relative Density There is no object so large ... that at a great distance from the eye it does not appear smaller than a smaller object near. Among objects of equal size, that which is most remote from the eye will look the smallest. Leonardo (Taylor, 1960, p. 32) Measurement and assumptions. Relative size is the measure of the projected retinal size of objects or textures which are physically similar in size but at different distances. Relative density concerns the projected retinal density of a cluster of objects or textures, whose placement is stochastically regular, as they recede into the distance. Unlike occlusion, relative size and relative density can, in principle, both yield more than ordinality; they can yield scaled information. Making the similar-physical-size assumption for similarly shape objects, the ratio of their retinal sizes or the square-root of their ratio of their densities will determine the inverse ratio of their distances from the observer. But there are three assumptions. First, for relative size there must be more than one object and they cannot be too large and too near. For example, if the center of one planar surface of an object is orthogonal to the line of sight and subtends a visual angle of 45°, an identical object half its distance would subtend 79°, not 90°.6 But when objects are smaller than about 20°, which will include virtually everything seen, this submultiplicativity is minimal. For example, a rectilinear object which subtends 10° will, at half the distance, subtend 19.85°, a near-perfect doubling of retinal size. Second, without assuming knowledge of the particular objects themselves (which transforms this source of information into "familiar size" or "assumed size"; see, for example, Epstein, 1963, 1965), differences in retinal size of 3:4:5 and differences in retinal density of 9:16:25 occur equally for three objects (or sets of objects or textures) at 1, 1.33, and 1.67 cm; and at 50, 66.5, and 83.3 m. Thus, differences are metrically scaled, but without absolute anchor. If the objects are known to the observer, then relative size becomes familiar size, and absolute information is available. Aside from knowledge the only other difference between the two is that with familiar size there need be only one object present; with relative size, more than one must be visible, and with relative density there must be many. In general, we will not assume knowledge of objects here. Third, the assumption of "similarity" in physical size must not be taken too strictly. For example, mature trees of the same kind, age, and shape will be roughly, but not exactly, the same size (e.g. Bingham, 1993). A 10% range in variability in size in strategically placed objects could cause a similar variability (error) in the assessment in distance. This can reduce the power of the scaling factor, but even in its reduction the information scale has stronger assumptions than that of mere ordinality; it might be called fuzzily scaled information.7 Ordinal conversion and effective ranges. Although relative size can offer scaled information, for our purposes we must reduce it to ordinal judgments. Teichner, Kobrick, and Wehrkamp (1955) measured the just-noticeable-distance thresholds for large objects mounted on jeeps stationed in a desert and similar terrains.8 These data are replotted and shown in Figure 1 with the same value as given by Nagata (1991). Notice that, like occlusion, relative size can generally be trusted throughout the visible range of distances,
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from say 0.5 m to 5000 m (the horizon for an average adult standing on an earthen surface approximating a flat plane or at the edge of a large calm lake), and beyond. However, relative size provides a depth threshold of about 3%, a bit more than an order of magnitude worse than occlusion. Moreover, if natural objects are allowed to vary in size by 10%, the effectiveness of size is further diminished, as shown in the top panel of Figure 2. On logical grounds alone Nagata (1991) suggested that one's sensitivity to density ought to be the squareroot-of-two times greater than relative size. However, the data of Cutting and Millard (1984) have shown that density is psychologically less than half as effective as the size gradient in revealing exocentric depth (see also Stevens, 1981). Thus we have plotted it as weaker than relative size in Figure 1, at just about our 10% threshold, equal to our margin for considering a source of information effective for determining layout. This means that a viewer ought to be able to just discriminate the difference between two patches of random elements, one containing 95 and the other 105 dots. For further discussions of density, see Allik, Helsper, and Vos (1991), Barlow (1978), and Durgin (1994). Since we have already assumed stochastic regularity in textures, any effects of variability in element spacing would seem likely to be related to the parameters modeling the stochastic regularity. However, since we know of no data relevant to this concern, no panel in Figure 2 is devoted to factors of variation which would generate a function different than that shown in Figure 1. 4. Height in Visual Field In the case of flat surfaces lying below the level of the eye, the more remote parts appear higher. Euclid (Burton, 1945, p. 359) Measurement and assumptions. This fourth source of information is in the projected relations of the bases of objects in a three-dimensional environment to the viewer. Such information, moving from the bottom of the visual field (or image) to the top, yields good ordinal information about distance from the point of observation (see, for example, Dunn, Gray, & Thompson, 1965). Height in the visual field also has the potential of yielding absolute distances. The assumptions which must be made for such information, however, may in many situations be unacceptably strong. They are four and in decreasing acceptability, if not plausibility, they are: (a) opacity of the ground plane; (c) gravity, and that each object has its base on the surface of support (it is not suspended, or floating); (c) that the observer's eye is at a known distance (say, about 1.6 m for any individual about 5'9" in height) above the surface of support; and (d) that the surface of support is generally planar and orthogonal to gravity. If all assumptions are valid then 10° of visual angle below the horizon, the width of a fist held vertically at arm's length, is 9 m away assuming an eye height of 1.6 m for an observer standing on level ground; 2° below the horizon, the width of the thumb at arm's length, is about 50 m away.9 However, the plethora of assumptions needed to validate height in the visual field may occasionally impugn its effectiveness, as suggested in our later section on source conflict. We feel that assumptions (a) and (b) are the only ones generally valid. Effective range. Unlike occlusion, size, and density the effectiveness of height in the visual field attenuates with distance. Since the bases of seen objects must be touching the ground plane for it to be useful, since we are considering an upright and moving observer, and since the observer's eye is already at a height of 1.6 m, no base closer to the eye than 1.6 meters will generally be available. We will assume that height-in-visual-field differences of 5 min of arc between two nearly adjacent objects is just detectable. This is an order of magnitude above standard resolution acuity (which is about 0.5 min) but its allows for quite a few degrees of separation in the visual field for the two objects under consideration. Moreover, a different value would simply shift the function up or down a bit. Under these assumptions and considerations, as shown in Figure 1, the utility of height in the visual field is truncated short of about 2 m; at 2 m it is nearly as effective as occlusion (provided one is looking at one's feet); and beyond 2 m its effectiveness diminishes curvilinearly. At about 1000 m its threshold value has fallen to a
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value of 10%, our benchmark for assumed utility. However, when assumption (d) above is violated, ordinal information can even improve beyond what is shown in Figure 1 for objects whose bases are still visible. This due to the rotation of the particular region of the ground plane towards the eye of the observer; and sample functions are shown in the third panel of Figure 2. 5. Aerial perspective There is another kind of perspective which I call aerial perspective because by the atmosphere we are able to distinguish the variations of distance ... [I]n an atmosphere of equal density the remotest objects ... appear blue and almost of the same hue as the atmosphere itself ... Leonardo (Taylor, 1960, p. 37,38) Aerial perspective is determined by the relative amount of moisture and/or pollutants in the atmosphere through which one looks at a scene. When air contains a high degree of either, objects in the distance become bluer and/or decreased in contrast with respect to objects in the foreground. Such effects have been known in art since before Leonardo and are called effects of participating media in computer graphics. Measurement and assumptions. In principle aerial perspective ought to allow interval information about depth. Assuming, as Leonardo did, that the participating medium is uniform, then the increasing blueness or lightness of objects in the distance will be linear with their increasing distance from the observers. In practice, however, it would seem that aerial perspective allows only ordinal comparisons; we know of no data on the topic, although contemporary computer-graphics technology would easily allow preliminary study. Nonetheless, real-world experimental control of participating media would be extremely difficult to obtain. Effective range. As shown in Figure 1 and unlike all other sources of information, the effectiveness of aerial perspective increases with the logarithm of distance. This is due to the fact that, assuming the medium is uniform across linear distance, logarithmic increases in distance will encompass logarithmically increasing amounts of the medium. The limitation, however, is that with great distances objects become indistinct, and the source of information becomes rapidly ineffective. The function shown in Figure 1 is Nagata's (1991), but as shown in fourth panel of Figure 2 the effective range can vary greatly, depending on whether there is fog, haze, or clear air. The concept of aerial perspective is also easily modified to consider underwater environments, condensing the range still further; and is also justifiably applied to the perception of transparency (Gerbino, et al, 1990; Metelli, 1974). That is, the study of the depth order of two or more colored but transparent sheets is no different than aerial perspective, except that the sheets become the medium and that rather than being a graded continuous function, the transparency generates a discrete-valued step function. Transparency is the only source of information about layout that does not assume the opacity of objects. With these five our assessment of the pictorial sources of information is complete. Other sources of information might be added to this list, but we will defer discussion of them until our full list is complete. We now move to the discussion of motion, then to accommodation, convergence, and binocular disparities. 6. Motion Perspective In walking along, the objects that are at rest by the wayside stay behind us; that is, they appear to glide past us in our field of view in the opposite direction to that in which we are advancing. More distant objects do the same, only more slowly, while very remote bodies like the stars maintain their permanent positions in the field of view ... Helmholtz (1866, p. 295)
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Motion is omnipresent for a mobile observer; it is even claimed to be the foundation of human vision (Lee, 1980). To be sure, when stabilized images are projected onto the retina, removing all motion, the world disappears; and without motion it is very difficult to get infants to respond to any aspects of layout (Yonas & Granrud, 1985). Nonetheless, we think the role of motion in our perception of layout may have been overplayed; indeed, in landscape paintings there is no motion and yet these have pleased people in many cultures for many centuries. Moreover, empirically Schwartz and Sperling (1983) have shown that relative size can dominate motion information in judgments of depth, and Vishton, Nijhawan, and Cutting (1994) have shown that size and other sources of information can dramatically influence observers judgments of their heading in sequences simulating observer motion through cluttered environments. In this light, then, we would expect motion information to be relatively important for the perception of layout, but not all encompassing. The relative movement of the projections several objects stationary caused by observer movement is called motion parallax; the motions of a whole field of such objects is called motion perspective (Gibson, 1950, 1966). Ferris (1972) and Johansson (1973) demonstrated that, through motion perspective, individuals are quite good at judging distances up to about 5 m (but see Gogel & Tietz, 1973; Gogel, 1993). Introspection suggests our accuracy would be high at considerably greater distances as well. Measurement and assumptions. Motion perspective assumes little other than that one is moving through a rigid environment. Some depictions of that environment also assume planarity of the surface of support (Gibson, 1966, 1979; Gibson, Olum, & Rosenblatt, 1955; see also Bardy, Baumberger, Flückiger, & Laurent, 1992; Flückiger & Baumberger, 1988), but this second assumption is typically made only for purposes of pedagogical or methodological clarity. In principle, the complete array of motions specifies to a scaling factor the layout of the environment and the instantaneous position of the moving observer (e.g. Gibson, 1966, 1979; Koenderink, 1986; Lee, 1980; Prazdny, 1983). That is, with no other information available, one can mathematically discern from the flow both the relative position of objects and one's own relative velocity (in eye heights per second). What is relative in this context concerns clutter and reveals two interrelated sources of motion information—edge rate and global flow rate (see, for example, Larish & Flach, 1990). Assume that one is moving at a constant height and velocity over a flat ground plane with textures at regular separation, and that one is in a vehicle with a windscreen and maintaining constant orientation with respect to the plane. Edge rate is the number of countable objects, or edges, per unit time that pass any point on the windscreen as one moves forward, and is related to relative density as discussed above. Given a uniformly textured ground plane edge rate will be constant everywhere there is texture.10 Global flow rate is the pattern of relative motions everywhere around the moving observer; rapid beneath one's feet, decreasing with distance, nearly zero at the horizon all around, and generally following a sine function as one moves from 0° (directly ahead) to 180° (directly behind) and then back to 360°. This hemispherical pattern is multiplied as a function of velocity, or as the reciprocal of altitude. More concretely, edge rate is dependent on velocity and texture density, but not on altitude; flow rate is dependent on velocity and altitude, but not texture density. Larish and Flach (1990) demonstrated that impressions of velocity depend much more on edge rate than flow rate, accounting for the efficacy in Denton's (1980) study of car drivers slowing down at tollbooths and roundabouts on motor ways through the use of decreasingly spaced markers. It may be that impressions of layout and depth are similarly governed more by edge rates than flow rates, but the relation between the functions for density and motion perspective in Figure 1 suggest it may not. In any event, since regular or even stochastically regular textures are often not available to a moving observer, we will concentrate on flow rates at 2 m/s, about the speed of a pedestrian. Ordinal conversion and effective range. Again, and with others who have assessed the efficacy of motion perspective, such as Nagata (1991), we will assume that the moving observer is a pedestrian and free to move his or her eyes about (although all considerations are monocular). Thus, the thresholds plotted in
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Figure 1 are foveal for a roving eye (one undergoing pursuit fixation during locomotion as well as saccadic movement, see Cutting et al, 1992b), where motion detection is best, and our situation then equally assumes an individual has sampled many locations in the visual field over a period of time. Unlike the monotonic function shown by Nagata (1991), we have indicated that motion perspective acuity declines below about 2 m due to the difficulty in tracking and even seeing differences in rapid movement. Graham, Baker, Hecht, and Lloyd (1948), Zegers (1948), and Nagata (1991) measured the difference thresholds for motion detection. If the experimental values are used as input measures for the pedestrian motion perspective at relatively short distances ( 
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