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Comparison of methods for computing the probability of failure in time-variant reliability using the outcrossing approach Bruno SUDRET, Gilles DEFAUX Electricité de France – Research and Development Division, FRANCE



Céline ANDRIEU LaRAMA , Institut Français de Mécanique Avancée, FRANCE



Keywords: structural reliability, time-variant reliability, outcrossing rate, PHI2 method ABSTRACT: Time-variant reliability aims at assessing the probability of failure of a structure over a given lifetime. The classical approach uses the outcrossing theory and analytical results (asymptotic integration) to solve the problem. Specific tools have to be used to implement the method. In this paper, a new approach called PHI2 method is presented as a way to address the issue by using classical time-invariant reliability tools, such as the FORM method. Both approaches are compared in simple cases where closed-form solutions to the reliability problem exist. The comparison shows that PHI2 provides almost exact results in all cases under consideration. Finally a more realistic problem is solved, namely that of the failure of a bending beam submitted to both corrosion and random loading.



1 INTRODUCTION Structural durability analysis is a major concern for companies like Electricité de France, which owns a numerous fleet of nuclear power plants. Structural reliability is one of the approaches that can be used to assess the durability of components. Structural reliability analysis aims at computing the probability of failure of a mechanical system with respect to a prescribed failure criterion by accounting for uncertainties arising in the model description (geometry, material properties) or the environment (loading). In the context of durability analysis, it allows to compute the evolution of the reliability in time when some aging processes affects the structure. The time dependency in these so-called timevariant reliability analysis may be of two kinds : • loading may be randomly varying in time : stochastic processes are introduced in the analyses. It allows to account for environmental loading such as wind velocity, temperature or wave height, occupancy loads, traffic loads, etc. • material properties may be decaying in time. The degradation mechanisms usually present an initiation phase and a propagation phase. Both the initiation duration and the propagation kinetics may be considered as random in the analyses. Examples of these mechanisms are crack



growth and propagation in fracture mechanics, corrosion in steel structures or in reinforced concrete rebars, concrete shrinkage and creep phenomena, etc. These two kinds of dependency may require different methods of analysis. Indeed, when random loading is considered, the ergodicity of the processes is usually assumed, which allows to use asymptotic approaches (Breitung, 1988, Schall et al., 1993, Engelund et al., 1995). These approaches are basically developed either for rectangular wave renewal processes or Gaussian differentiable processes. When only degradation mechanisms are considered, the randomness is often represented by random variables multiplied by deterministic functions of time (the “shape” of the degradation kinetics), leading to non ergodic processes (i.e. their probabilistic description cannot be derived from a single trajectory). As these degradation processes are usually monotonous in time (the crack length increases in time, the size of uncorroded zones decrease in time, etc.), it is possible to focus onto the end of the lifetime of the structure (“right-boundary problem”). Thus the problem may be solved using timeinvariant reliability tools. The aim of the paper is to present a new approach called PHI2 method for solving time-variant reliability problems (Andrieu et al., 2002) that does not make any difference between the two kinds of dependency. It is based on an early paper by Hagen &



Tvedt (1991) and uses system reliability analyses. The method is first described. Then it is benchmarked with the well established asymptotic approach. Finally an illustrative example involving both random loading and material properties decaying is presented. 2 TIME-VARIANT RELIABILITY CONCEPTS 2.1 Problem statement and notation Let us consider a mechanical system Ω. Let us denote by X (t , ω ) the set of random variables R j (ω ), j = 1 p and one-dimensional independent random processes S j (t , ω ), j = 1… q describing the randomness in the geometry, material properties and loading. Let us denote by g (t , X (t , ω )) the time dependent limit state function associated with the reliability analysis. Denoting by [0,T] the time interval under consideration, the probability of failure of the structure within this time interval is defined as follows : Pf (0, T ) = Prob ( ∃ t ∈ [ 0, T ] | g (t , X (t , ω )) ≤ 0 )



(1)



It is emphasized that this quantity is different from the so-called point-in-time probability of failure defined as follows : Pf (t ) = Prob ( g (t , X (t , ω )) ≤ 0 )



(2)



Eq.(2) is computed by fixing time in all the functions appearing in the limit state function and by replacing the random processes by the corresponding random variables. Note that this quantity is computed with no account for what happens before time instant t. It is even not a conditional probability of failure such as those computed in “hazard function“ approaches. 2.2 Case of decreasing limit state function When only degradation phenomena are considered, the limit state function g is usually monotonously decreasing in time, meaning that all trajectories of g (i.e. deterministic functions of time obtained from realizations of the random variables and processes) are decreasing. If this property can be proven, it is well established that the computation of Pf (0, T ) as defined in Eq.(1) reduces to that of Pf (T ) as defined in Eq.(2). It is emphasized that this result only holds when the decrease of g can be proven whatever the realizations of the random variables and processes entering its definition. 2.3 The outcrossing theory When random loading and corresponding random processes are considered, no such simplified result can be used. The usual approach then is the outcrossing approach. Denoting by N + (0, T ) the num-



ber of upcrossing through the limit state surface (i.e. zero-level of the g function), one can write :



(



Pf (0, T ) = Prob { g (0, X (0, ω )) ≤ 0} ∪ { N + (0, T ) > 0}



)



(3)



The latter equation may be interpreted as follows : failure within time interval [0,T] corresponds either to failure at the initial instant t=0 or to a later upcrossing of the limit state function if the system is in the safe domain at t=0. Classical arguments (Ditlevsen, 1996) lead to the following bounds on Pf (0, T ) :



max Pf (t ) ≤ Pf (0, T ) ≤ Pf (0) + E  N + (0, T )  0 ≤t ≤T



(4)



If the processes under consideration are regular, the upcrossing rate ν + (t ) is defined as the following limit : P [ N (t , t + ∆t ) = 1] ∆t → 0 ∆t



ν + (t ) = lim



(5)



The numerator in (5) is nothing but the probability of having one upcrossing in [t,t+∆t]. Thus (5) can be written as follows : P { g (t , X (t , ω )) > 0} ∪ { g (t + ∆t , X (t + ∆t , ω )) ≤ 0} ν + (t ) = lim  ∆t



∆t → 0



(6)



The mean number of upcrossings E  N + (0, T )  then reads : T



E  N + (0, T )  = ∫ ν + (t ) dt 0



(7)



In case of stationary processes, the upcrossing rate ν + is constant. Thus the latter integral simplifies into : E  N + (0, T )  = ν + ⋅ T



(8)



3 COMPUTING THE OUTCROSSING RATE 3.1 Analytical formulations Several analytical results regarding the outcrossing rate of a random process through a deterministic threshold are available in the literature : • Rice’s formula (Rice, 1944) for scalar processes, which has been generalized by Belayev (1968) for vectorial processes, • specialization to scalar and vectorial rectangular wave renewal processes (Breitung & Rackwitz, 1982), • specialization to differentiable Gaussian processes (Cramer & Leadbetter, 1967) 3.2 Asymptotic integration Reliability analysis usually involves both ergodic “S” processes and (non ergodic) “R” random variables according to the classification by Schall et al.



(1993). Thus the results mentioned above may be used only conditioned to values of {R j = rj , j = 1… p} . The probability of failure is computed by integrating the latter both over all realizations of the R’s and over time (Eq.(7)). Asymptotic methods (AsM) have been developed by Breitung et al. (1988), Bryla et al. (1988), Hagen (1992) for this purpose, using Laplace integration as well as FORM-like procedures. The software COMREL (RCP, 1998) implements this kind of approach. 3.3 System reliability approach : the PHI2 method The so-called PHI2 method has been developed by Andrieu (2002) based on a paper by Hagen (1991). The main idea is to compute directly the upcrossing rate using Eq.(6) modified as follows : + ν PHI 2 (t ) =



P { g (t , X (t , ω )) > 0} ∪ { g (t + ∆t , X (t + ∆t , ω )) ≤ 0} ∆t



(9)



where the time increment ∆t has to be selected properly (see discussion below). Computation is performed by considering the numerator in Eq.(9) as a 2-component parallel system reliability analysis (Figure 1). Using the First Order Approximation Method (FORM), the approach summarizes as follows (see figure 1): • The (time-invariant) reliability index β(t) associated with the limit state g (t , X (t , ω ) ≤ 0) is computed after having frozen t in all functions of time and having replaced the random processes S j (t , ω ) by random variables S (1) j (ω ) . Classical FORM analysis corresponds to approximating the limit state surface by the hyperplane α (t ) ⋅ u + β (t ) = 0 in the standard normal space. As a consequence, the reliability index associated with the limit state g (t , X (t , ω ) > 0) is -β(t). • The reliability index β(t+∆t) associated with the limit state g (t + ∆t , X (t + ∆t , ω ) > 0) is computed by another FORM analysis. It is important to notice that the random processes S j (t , ω ) are now replaced by another set of random variables S (2) j (ω ) that are different, although correlated with the S (1) j (ω ) . The correlation coefficient writes : (2) ρ ( S (1) j , S j ) = ρ S (t , t + ∆t ) j



(10)



where ρ S j (t1 , t2 ) denotes the autocorrelation coefficient function of process Sj. The approximate limit state surface writes α (t + ∆t ) ⋅ u + β (t + ∆t ) = 0 in the standard normal space. The corresponding reliability index is β(t+∆t).



•



Denoting the correlation between the two events { g (t , X (t , ω ) > 0)} and { g (t + ∆t , X (t + ∆t , ω ) > 0)} by:



ρ g (t , t + ∆t ) = −α (t ) ⋅α (t + ∆t )



(11)



the probability of failure of the parallel system writes : + ν PHI 2 (t ) =



Φ 2 ( − β (t ), β (t + ∆t ), ρ g (t , t + ∆t ) ) ∆t



(12)



In the later equation, Φ 2 stands for the binormal cumulative distribution function. + For an accurate evaluation of ν PHI 2 (t ) , it is necessary to select the time increment ∆t properly. It has to be sufficiently small since it enters a finitedifference-like definition (Eq.(9)). However, too small values would lead to numerical instabilities (among other reasons, the correlation coefficient in Eq.(10) tends to –1). Numerical investigations have shown that ∆t | ρ S j (t , t + ∆t ) = 0.99 provides accurate results.



{



}



3.4 Comparison of the efficiency of the methods The asymptotic approach (AsM) makes use of analytical results for upcrossing rate as well as asymptotic integration. It basically requires one classical time-invariant FORM analysis to get Pf (0, T ) . Whether there is non stationarity in the problem does not increase the computational cost, only the asymptotic formulae are different. Thus it is very efficient, however at the price of various approximations. The current implementation of this approach in COMREL (RCP, 1998) supposes that there is at least one random process in the limit state function. Only rectangular wave renewal or differentiable Gaussian processes can be handled. Moreover, the details of the implementation of the asymptotic integration schemes is not available in the literature. Comparatively, the main advantage of the PHI2 method is the fact that it involves only wellestablished time-invariant reliability tools to carry out the analysis. Any classical software such as CalRel (Liu et al., 1989), PROBAN (Det Norske Veritas, 2000), or PHIMECA (Mohamed, 2002) can thus be used. Computationally speaking, obtaining the upcross+ ing rate ν PHI 2 (t ) requires two successive FORM analyses. In stationary cases, one single evaluation of ν + (t ) is necessary due to (8). PHI2 is thus twice as costly as the asymptotic approach in this case. When non stationarity is present, several evalua+ tions of ν PHI 2 (t ) at different instants are necessary to perform the integration in Eq.(7) (the Simpson rule is used). However, if the non stationarity is not too strong, only few points are necessary for an accurate estimate. For one single calculation of



Pf (0, T ) , the PHI2 approach would not be competitive compared to the AsM. However, engineers are usually interested not only in a single value, but in the evolution in time, i.e. {Pf (0, ti ) , i = 1… N where tN = T } . In this case, the AsM as implemented in COMREL would require N successive analysis (“parameter study”) whereas PHI2 would require 2 N FORM analysis. As a conclusion, PHI2 is in the mean twice as costly as the AsM as implemented in COMREL. In contrary, it allows to use any available timeinvariant reliability software. As it will be seen below, it also provides a great accuracy in the results.



4 BENCHMARK OF THE APPROACHES



4.1.1 Problem statement The first example under consideration is that of the upcrossing of a Gaussian random threshold R (ω ) (mean µR, standard deviation σR) by a Gaussian stationary random process S ( t , ω ) (mean µS, standard deviation σS). The autocorrelation coefficient function of the process is denoted by ρ S (t1 , t2 ) . The limit state function under consideration is : (13)



4.1.2 Closed-form solution Due to the simplicity of the problem statement, the mean number of upcrossing through the zero-level of g can be given a closed-form expression. Using the stationarity of the random process (Eq. (8)) and the total probability rule, it comes :



E  N + (0, T )  = ν + ⋅ T = T ⋅ ∫ ν + (r ) f R (r ) dr



(14)



In this expression, ν + (r ) denotes the upcrossing of a deterministic threshold r and can be computed by the Rice’s formula :



ν+ =



ω0 r − µS ϕ( ) σS 2π



(15)



In the latter equation, ω0 is the cycle rate of the process S, which is defined from the autocorrelation coefficient function ρ S ( t1 , t2 ) as :



∂ 2 ρ (t1 , t2 ) ω 02 = ∂ t1∂t2 t =t 1



(17)



Finally, an analytical upper bound to the probability of failure can be obtained by substituting for (17) in (8), then in (4): Pf ≤ Pf UB = Pf (0) + ν + ⋅ T



(18)



This upper bound PfUB may be transformed into a generalized reliability index as follows : β UB = −Φ −1 ( PfUB ) , which appears as a lower bound to the reliability index. 4.1.3 Numerical results A standard normal process S is chosen. The autocorrelation coefficient function is :



4.1 Stationary case R(ω ) − S ( t , ω )



g ( X (t , ω ) ) = R (ω ) − S (t , ω )



ω0 r − µS 1 r − µR ϕ( ϕ( ) )dr σS σR σR 2π ω σS µ − µS ϕ( R = 0 ) 2π σ R2 + σ S2 σ R2 + σ S2



ν+ = ∫



(16) 2



and ϕ is the standard normal probability density function. Substituting for (15) in (14) and using an integral by Owen (1980), the mean upcrossing rate simplifies into :



  t2 − t1 2    λ    



ρ S (t1 , t2 ) = exp  



(19)



where the correlation length λ of the process is set equal to 0.5. The corresponding cycle rate is ω 0 = 2 / λ The time interval [0,T] under consideration is [0,20]. In a first run, the mean value of R is set equal to 20 and its standard deviation σR is variable. The generalized reliability index β UB is computed by the asymptotic method, by the PHI2 method, and by the closed form expression derived from Eq.(18). All quantities are plotted as functions of σR in Figure 2, as well as the lower bound of Pf given in Eq.(4) (which is an upper bound in terms of β). It appears that the three approaches give similar results for small values of σR corresponding to large values of β. However, for medium to small values of β, PHI2 still provides almost exact results whereas the AsM gives conservative results. This can be explained by the fact that asymptotic integration is all the more good because the computed reliability index is large. In a second run, both the mean and standard deviation of R are varied in such a way that the lower bound of Pf (upper bound in β) is constant :



β LB =



µR − µS σ R2 + σ S2



= 3 or 6



(20)



The reliability indices computed by the tree approaches are plotted as functions of σR in Figure 3 (βLB = 3) and Figure 4 (βLB = 6). It is observed that the asymptotic method provides a constant result which is independent of σR, whereas PHI2 gives almost exact results whatever the values of σR. The conclusions for βLB = 3 and βLB = 6 are similar, except that the systematic error in the AsM result is



smaller in the second case. Again asymptotic methods provide more accurate results for large β’s. 4.2 Non stationary case R(ω ) + a ⋅ t − S ( t , ω ) 4.2.1 Problem statement The limit state function under consideration in this section is : g ( X (t , ω ) ) = R (ω ) + at − S (t , ω )



(21)



where a M ult (t ) (appearance of a plastic hinge in the middle of the span) 5.2 Reliability problem statement The limit state function associated with the failure of the beam reads :



g (t ) = M ult (t ) − M (t ) =



b(t )h 2 (t ) σ e  Fl ρ st b0 h0 L2  − +  4 8  4 



(28)



where the dependency of the dimensions to the time have been specified in Eq.(27). The random input parameters are gathered in Table 1. The time interval under consideration is [0,20 years]. The corrosion kinetics is controlled by κ = 0,05 mm/year. The load is either modelled as a random variable (see Table 1) or as a Gaussian random process. In the latter case, the autocorrelation coefficient function is of exponential square type (Eq.(19)), with a correlation length λ = 1 day (i.e. 2.74 10-3 year). It is emphasized that the time scale corresponding to the loading and to the corrosion are completely different, without introducing any difficulty in the PHI2 solving strategy. 5.3 Numerical results The initial probability of failure is computed by a time-invariant FORM analysis. It yields β 0 = 4.53 , i.e. Pf,0 = 2.86 10-6. The evolution in time of the upcrossing rate is plotted in Figure 8. Although the loading process is stationary, it appears that this upcrossing rate strongly evolves in time (due to the change in the size of the beam section), since its value at t=20 years is about 11 times that at t=0. The evolution in time of the generalized reliability index β UB (t ) = −Φ −1 ( PfUB (t ) ) is represented in Figure 9. The AsM and the PHI2 results are plotted together with the value corresponding to the lower bound of Pf . It appears that the reliability index decreases from 4.5 to 1.2. As in the validation examples (Section 4), the AsM provides conservative results compared to PHI2. The discrepancy is about 50 % when the full period of 20 years is considered. The lower bound curve (upper bound in β) can be interpreted as the case when the loading is static (i.e. loading is modelled as a random variable instead of a random process). The problem is a “rightboundary” problem in this case, since the limit state function is monotonously decreasing in time. The obtained reliability index for [0,20 years] is 3.97, corresponding to a probability of failure 4 orders of magnitude smaller than the case when F is a random process. This shows the necessity of a good representation of the loading. 6 CONCLUSIONS This paper has presented a new method called PHI2 which allows to compute the upcrossing rate appearing in time-variant reliability problems using a classical parallel system analysis.



The main advantage of this approach compared to the asymptotic methods is that it only requires timeinvariant reliability tools (FORM method). In the mean, PHI2 is twice as costly as the classical asymptotic approach. However, in all cases of this study, it appears much more accurate, even leading to quite exact results when some closed-form solutions are available. The approach is also illustrated on the example of a bending beam submitted to both a random process loading and a degradation mechanism (corrosion). This quite realistic problem shows the versatility of the method. In the present paper, FORM has been used for computing reliability indices β(t) necessary for the PHI2 analysis. The use of SORM is of course possible and may be necessary for strongly non linear problems. In this case, the reliability index β SORM = −Φ −1 ( Pf , SORM ) should be used in Eq. (12). So far, PHI2 has been only applied to problems involving scalar Gaussian random processes. Current work is in progress regarding the extension to vector processes as well as rectangular renewal wave processes. It is planned to use also Monte Carlo simulation of discretized random processes to assess the validity of the upper bound computed by means of PHI2 with respect to the “true” probability of failure.
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{ g (t , X (t , ω ) = 0)} ≈ {α (t ) ⋅ u + β (t ) = 0}



β (t ) β (t + ∆t )



{ g (t , X (t ,ω )) > 0} ∪ { g (t + ∆t , X (t + ∆t , ω )) ≤ 0}



{ g (t + ∆t , X (t + ∆t , ω ) = 0)} ≈ {α (t + ∆t ) ⋅ u + β (t + ∆t ) = 0} u1



Fig. 1 : Principle of parallel system reliability analysis for computing ν PHI 2 (t ) +



NB : In the following figures, “lower” and “upper” bounds refer to the probability of failure. As the curves are presented in terms of reliability indices, the “lower bound” curve is actually the upper one, and vice versa. 10
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Fig. 2 : Stationary example g ( X (t , ω ) ) = R (ω ) − S (t , ω ) : reliability index at the end of the lifetime (T=20) for varying σR
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Fig. 3 : Stationary example g ( X (t , ω ) ) = R (ω ) − S (t , ω ) : reliability index at the end of the lifetime (T=20) for varying (µR , σR) with constant initial reliability index β = 3
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Fig. 4 : Stationary example g ( X (t , ω ) ) = R (ω ) − S (t , ω ) : reliability index at the end of the lifetime (T=20) for varying (µR , σR) with constant initial reliability index β = 6
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Fig. 5 : Non stationary example



+ g ( X (t , ω ) ) = R (ω ) + at − S (t , ω ) : upcrossing rate ν PHI 2 (t )



5



Reliability index beta



4.5



4



3.5



3



0



5



10 time t



15



20



Upper bound : Asymptotic Approach Upper Bound : Analytical olution Upper Bound : PHI2 Method Lower Bound



Fig. 6 : Non stationary example



g ( X (t , ω ) ) = R (ω ) + at − S (t , ω ) : reliability indices for varying σR
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Fig. 7 : Corroded bending beam submitted to dead load and random loading



Tab. 1: Corroded bending beam – random variables and parameters



Parameter



Type of distribution



Mean



Coefficient of variation



Load



Gaussian



3500 N



20 %



Steel yield stress



Lognormal



240 MPa



10 %



Beam breadth



Lognormal



0.2 m



5%



Beam height



Lognormal



0.04 m



10 %



outcrossing rate



0.015



0.01
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Fig. 8 : Corroded bending beam – upcrossing rate vs. time 5
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Fig. 9 : Corroded bending beam – Generalized reliability index vs. time
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