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Abstract. In phase-shifting-based fringe-projection surface-geometry measurement, phase unwrapping techniques produce a continuous phase distribution that contains the height information of the 3-D object surface. Mapping of the phase distribution to the height of the object has often involved complex derivations of the nonlinear relationship. In this paper, the phase-to-height mapping is formulated using both linear and nonlinear equations, the latter through a simple geometrical derivation. Furthermore, the measurement accuracies of the linear and nonlinear calibrations are compared using measurement simulations where noise is included at the calibration stage only, and where noise is introduced at both the calibration and measurement stages. Measurement accuracies for the linear and nonlinear calibration methods are also compared, based on real-system measurements. From the real-system measurements, the accuracy of the linear calibration was similar to the nonlinear calibration method at the lower range of depth. At the higher range of depth, however, the nonlinear calibration method had considerably higher accuracy. It seems that as the object approaches the projector and camera for the higher range of depth, the assumption of linearity based on small divergence of light from the projector becomes less valid. © 2007 Society of Photo-Optical Instrumentation Engineers.
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Introduction



Fringe projection techniques have been used for threedimensional 共3-D兲 object surface-geometry measurement in various applications such as product inspection, reverse engineering, and computer and robot vision. Their popularity has been largely due to the full-field 3-D image acquisition possible as well as the feature of being noncontacting and noninvasive. Recently, there has been growing interest in fringe-projection techniques because of the availability of faster image-projection and image-acquisition technology, which offers potential for real-time 3-D shape measurement. In these techniques, a fringe pattern is projected onto an object surface and then viewed from another direction. The projected fringes are distorted according to the topography of the object. The image intensity distribution of the deformed fringe pattern is imaged in the plane of a camera CCD matrix, and then sampled and processed to retrieve the resulting phase distribution through phase-measuring interferometry techniques.1–3 The coordinates of the 3-D object are then determined by triangulation.2 Phase-shifting methods4,5 are often implemented in phase-measuring techniques to increase the measurement resolution. Another phase measurement technique uses Fourier-transform 0091-3286/2007/$25.00 © 2007 SPIE
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analysis,6,7 where only one deformed fringe-pattern image is required to retrieve the phase distribution. In these techniques, a phase-to-height conversion algorithm is usually necessary to reconstruct the 3-D coordinates of the object surface. This algorithm is usually related to the system setup and to the relationship between the phase distribution and height of the object surface. The system parameters include the angle between the axes of the projector and camera, the distance between the camera lens and CCD sensor, the distance between the camera and reference plane, and the fringe frequency. Direct determination of these system parameters8 would be tedious and difficult to perform accurately. Alternatively, system calibration techniques have been developed to obtain the mapping relationship between the phase distribution and the 3-D object-surface coordinates, without explicitly determining the system-geometry parameters.8 Instead, calibration parameters, which implicitly account for the system geometry, are determined. Based on geometric analysis of the measurement system, several phase-to-height mapping techniques9–14 have been developed. Both linear and nonlinear mapping functions have been used to express the relationship between the phase distribution and the height of the object; often, however, obtaining the nonlinear mapping function has involved complex derivations. Also, there has not been any comparative study
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Fig. 1 Schematic diagram of the 3-D shape-measurement system based on the fringe-projection technique.



between linear and nonlinear methods of phase-measuring calibration and measurement techniques. In this paper, the mapping relationship between the phase and the height of the object surface is formulated by both linear and nonlinear equations. The nonlinear mapping function is obtained through a simple geometrical derivation, and a comparison is made between the two calibration approaches in terms of measurement accuracy. A least-squares method is applied in both linear and nonlinear calibrations to obtain the systemrelated calibration parameters. Both numerical simulation and measurement experiments are carried out to analyze the accuracy of the two calibrations. In Sec. 2, the fringeprojection technique is introduced as background to the formulations developed, and the linear and nonlinear formulations of the phase-to-height mapping are described, followed by linear and nonlinear calibration methods. Section 3 presents calibration and measurement experiments, both in simulation and real, for error analysis of both linear and nonlinear calibration methods. Section 4 presents the results of the simulation and real experiments in calibration and measurement and discusses the accuracy of the linear and nonlinear calibration methods. The conclusion is given in Sec. 5. 2



Fringe-Projection Surface-Measurement



2.1 Phase-Shifting Technique Figure 1 shows a simple schematic diagram of an experimental setup for a fringe-projection measurement system. A projector is used to project the fringe pattern, which is generated digitally by computer software, onto the object surface. A CCD camera is used to capture the image of the fringe patterns via a framegrabber for image processing. When a sinusoidal fringe pattern is projected onto a diffusing 3-D object, the intensity distribution of the image of the distorted pattern, as seen by the imaging system, can be expressed as follows:2 I共x,y兲 = a共x,y兲 + b共x,y兲 cos关共x,y兲 + ␦共t兲兴.



共1兲



This equation has three unknowns: a共x , y兲 represents the background intensity, also called the dc background; b共x , y兲 is the amplitude of modulation; and 共x , y兲 is the phase Optical Engineering



Fig. 2 Relationship between the phase of the projected fringe pattern and the height of the object.



distribution. The quantity I共x , y兲 is the intensity detected by the CCD, and ␦共t兲 is the time-varying phase shift. By applying the phase-shifting algorithm,1 which is the widely used suitable method, the phase distribution can be obtained. The minimum number of measurements of the intensity that are required to reconstruct the unknown phase distribution is three.1 Here a general case of the N-phase algorithm is considered, in which the N measurements are equally spaced over one modulation period. The phase distribution can be expressed as follows2: N



共x,y兲 = − tan−1



Ii共x,y兲 sin ␦i 兺 i=1 N



,



i = 1,2,3, . . . ,N,



共2兲



Ii共x,y兲 cos ␦i 兺 i=1 where the phase shift ␦i = 2i / N. The phase distribution 共x , y兲 is wrapped into the range 0 to 2, due to the periodic characteristic of the arctangent function. A phase unwrapping process15–19 is necessary to convert the modulo 2 phase data into their natural range, which is a continuous representation of the phase map. 2.2 Phase-to-Height Mapping After performing the phase unwrapping process, a continuous phase distribution can be obtained. The measured phase map contains the height information of the 3-D object surface.2 One of the simplest methods to convert the phase map to the height of the 3-D object surface is phasemeasuring profilometry. Figure 2 shows the relationship between the phase of the projected fringe pattern and the height of the object. Point P is the center of the exit pupil of the projector, and point E is the center of the entrance pupil of the camera. The plane z = 0 in the coordinate system is defined as the reference plane. Points P and E are assumed to be in a parallel plane at a distance H to the reference plane. The distance between points P and E is d. The projector projects a fringe pattern whose pitch is p on the reference plane. The phase at point C is C, and at point A is A. The height of the object surface relative to the reference plane can be calculated by2
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h=



H , 2d 1+ p ⌬



共3兲



where ⌬ = A − C is the phase difference between points A and C. Equation 共3兲 states that the distribution of the height of the object surface relative to the reference plane is a function of the distribution of the phase difference. During measurement, the reference plane is measured first, and the phase distribution is obtained by phase wrapping and unwrapping computations. The measurement result is then used as a reference for the object measurement, and the height of the object surface is measured relative to the reference plane. When measuring the object, on the CCD array, point D on the object surface will be imaged onto the same pixel as point C on the reference plane. Because point D on the object surface has the same phase value as point A on the reference plane, D = A. By subtracting the reference phase from the object phase 共⌬ = D − C兲, the phase difference ⌬ = A − C at the pixel can be easily obtained. A similar calculation can be done for the whole phase map. Once the phase difference is obtained, the complete height distribution of the object surface relative to the reference plane can be obtained. Equation 共3兲 describes a nonlinear relation between the distributions of the height and the phase difference. Modified forms of Eq. 共3兲 using linear and nonlinear relations between the distributions of the object height and phase difference are developed below, and the effect of these changes in formulation on measurement accuracy is analyzed. In Eq. 共3兲, when H is much larger than h 共or when d is much larger than AC兲, which is often true in general, Eq. 共3兲 can be simplified as



by applying a phase-shifting technique.1,3 The coefficient K共x , y兲 can be determined from a system calibration, discussed in the next section. For surface-geometry measurement of an unknown object, once ⌬共x , y兲 is obtained by applying Eq. 共6兲, the height h of the object can be determined for any image point 共x , y兲 using Eq. 共5兲. If K共x , y兲 and h共x , y兲 are known for any point 共x , y兲, rearrangement of Eq. 共5兲 allows the phase difference to be calculated at that point as follows: ⌬共x,y兲 =



共4兲



Thus, an approximate linear relationship between the phase difference map and the surface height of the object is derived. However, Eq. 共3兲 was obtained by considering that the points P, E, C, A, D are located in the same X-Z plane 共Fig. 2兲. Actually, the object extends in the Y dimension. This means that the parameter H is not constant; it is a function of the X and Y coordinates. Therefore, considering the X-Y dimensions, the phase-to-height mapping function, Eq. 共4兲, for calculating the surface height of the object relative to the reference plane can be written as h共x,y兲 = K共x,y兲 ⌬共x,y兲,



共5兲



where K共x , y兲 = pH共x , y兲 / 2d. Here K共x , y兲 is a coefficient of the optical setup and a function of 共x , y兲. The phase difference ⌬共x , y兲 can be calculated by ⌬共x,y兲 = 共x,y兲 − r共x,y兲,



共6兲



where 共x , y兲 is the distorted fringe phase distribution of the object surface, and r共x , y兲 is the reference fringe phase distribution taken from a reference plane. Both 共x , y兲 and r共x , y兲 can be obtained for any image point from Eq. 共2兲 Optical Engineering



共7兲



This is applied in the experiments discussed in Sec. 3. To obtain the nonlinear relation between the phase difference map and the surface height of the object, Eq. 共3兲 can be rearranged as follows: 2d h pH . ⌬ = 1 1− h H



共8兲



Considering the x-y dimensions, Eq. 共8兲 can be expressed simply as ⌬共x,y兲 =



m共x,y兲h共x,y兲 , 1 − n共x,y兲h共x,y兲



共9兲



where m共x , y兲 = 2d / pH共x , y兲, n共x , y兲 = 1 / H共x , y兲, m and n are system parameters relating to the optical setup, and x, y are the pixel coordinates. Equation 共9兲 can be rewritten as the following phase-to-height mapping function: h共x,y兲 =



pH ⌬ . h⬇ 2d



h共x,y兲 . K共x,y兲



⌬共x,y兲 . m共x,y兲 + n共x,y兲 ⌬共x,y兲



共10兲



This is the nonlinear relation between the phase-difference map and the surface height of the object. Some researchers obtained equations of similar form by complicated coordinate transformation and geometrical derivation.9,11,13 Here they have been obtained by a rather simple derivation. 2.3 System Calibration Equation 共3兲 can be used to calculate the height of the object surface relative to the reference plane only if all the system parameters and the fringe pitch on the reference plane are known. Although the parameters H 共in the X-Z plane兲 and d in Eq. 共3兲 could be measured, it is difficult to precisely determine the parameter p 共the fringe pitch in the reference plane兲, which is actually not constant across the image, due to the divergence of rays from the projector 共Fig. 1兲. Instead, a calibration is performed to determine the unknown coefficients that relate the height of the object to the phase difference, without having to explicitly know the system parameters related to the system configuration. This involves determining K共x , y兲 in Eq. 共5兲 for the linear calibration, and m共x , y兲 and n共x , y兲 in Eq. 共10兲 for the nonlinear calibration, as explained in the remainder of Sec. 2. Figure 3 illustrates the system calibration setup.
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phase difference can be obtained using the same method as in the linear calibration. The minimum number of calibration positions for the nonlinear calibration is two 共N = 2兲. Again, to calibrate over the entire object-space working volume and to increase the measurement accuracy, more calibration positions 共N ⬎ 2兲 are used to perform the nonlinear calibration. A least-squares method is applied to determine the parameters m共x , y兲 and n共x , y兲 in Eq. 共10兲, which can be rearranged as Fig. 3 Schematic representation of the system calibration setup.



2.3.1 Linear calibration To determine the coefficient K共x , y兲 in Eq. 共5兲, in the coordinate system of Fig. 3, either the calibration object or the reference plane must be translated through a known distance along the Z direction relative to the reference plane at O. Here the reference plane is translated to different known calibration positions of depth hi, where i = 1 , 2 , . . . , N is the calibration position and N is the number of positions. By applying Eq. 共5兲, the phase-height relationship for each pixel 共x , y兲 can be determined at each calibration position as follows:



⌬共x,y兲 = m共x,y兲h共x,y兲 + n共x,y兲h共x,y兲 ⌬共x,y兲.



共14兲



By choosing h共x , y兲 and h共x , y兲共x , y兲 as the basis functions and applying the least-squares algorithm, the sum of squares is found to be N



q = 兺 关⌬i共x,y兲 − m共x,y兲hi共x,y兲 i=1



− n共x,y兲hi共x,y兲 ⌬i共x,y兲兴2 ,



共15兲



where q depends on m共x , y兲 and n共x , y兲. A necessary condition for q to be minimum is N



hi共x,y兲 = K共x,y兲⌬i共x,y兲,



i = 1,2, . . . ,N,



共11兲



where the phase difference ⌬i共x , y兲 is obtained by ⌬i共x,y兲 = i共x,y兲 − r共x,y兲,



i = 1,2, . . . ,N,



− n共x,y兲hi共x,y兲 ⌬i共x,y兲兴hi共x,y兲 = 0, 共12兲



where i共x , y兲 is the calibration phase distribution due to the translation hi of the calibration plane relative to the reference plane, r共x , y兲 is the phase distribution of the reference plane, and both i共x , y兲 and r共x , y兲 can be obtained from the captured intensity images acquired at each calibration position and the reference plane, respectively, by applying a phase-shifting technique.1,3 The coefficient K共x , y兲 can be obtained from only one calibration position 共N = 1兲. However, to calibrate over the entire working volume expected for object measurement and to increase the measurement accuracy, in practice the system is calibrated by moving the calibration plate to several different positions. Applying a least-squares algorithm to the linear equation 共11兲, the following equation is used to obtain the coefficient K共x , y兲 and thus complete the system calibration: N



K共x,y兲 =



⌬i共x,y兲 hi共x,y兲 兺 i=1 N



兺 i=1



N



q = − 2 兺 关⌬i共x,y兲 − m共x,y兲hi共x,y兲  n共x,y兲 i=1 − n共x,y兲hi共x,y兲 ⌬i共x,y兲兴hi共x,y兲 ⌬i共x,y兲 = 0, which can be arranged as N



N



m共x,y兲 兺



h2i 共x,y兲



i=1



+ n共x,y兲 兺 h2i 共x,y兲 ⌬i共x,y兲 i=1



N



= 兺 hi共x,y兲 ⌬i共x,y兲, i=1



N



N



m共x,y兲 兺



h2i 共x,y兲



i=1



⌬i共x,y兲 + n共x,y兲 兺 h2i 共x,y兲 ⌬2i 共x,y兲 i=1



N



.



= 兺 hi共x,y兲 ⌬2i 共x,y兲.



共13兲



共16兲



i=1



⌬2i 共x,y兲



Equation 共16兲 can be written in matrix form as



With K共x , y兲 determined, the height or depth of any object surface can be determined from Eq. 共5兲 by first acquiring the phase-difference distribution using Eq. 共6兲. 2.3.2 Nonlinear calibration The nonlinear calibration is similar to the linear calibration except that two parameters m共x , y兲 and n共x , y兲 of Eq. 共10兲 are determined instead of the single coefficient K共x , y兲. The Optical Engineering



q = − 2 兺 关⌬i共x,y兲 − m共x,y兲hi共x,y兲  m共x,y兲 i=1



冉



a1共x,y兲 a2共x,y兲 a2共x,y兲 a3共x,y兲



冊冉



m共x,y兲 n共x,y兲



冊冉 =



b1共x,y兲 b2共x,y兲



冊



,



共17兲



where N



a1共x,y兲 = 兺 h2i 共x,y兲, i=1
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linear and nonlinear calibration and measurement algorithms. This prevented any differences from occurring due to experimental conditions, such as system setup, plate positioning, and lighting. As well, all synthetic noise added in simulations was identical for the two methods. To compare the accuracies of the linear and nonlinear calibrations and to evaluate the effects of noise on the calibration and measurement procedures, several calibration and measurement simulations and experiments were performed.13 Experiments include: 共a兲 real-system calibration 共Sec. 3.2兲; 共b兲 calibration and measurement simulation where noise is added at the calibration stage 共Sec. 3.3兲; 共c兲 calibration and measurement simulation where noise is added at both the calibration and measurement stages 共Sec. 3.4兲; and 共d兲 real measurement 共Sec. 3.5兲.



a2共x,y兲 = 兺 h2i 共x,y兲 ⌬i共x,y兲, i=1 N



a3共x,y兲 = 兺 h2i 共x,y兲 ⌬2i 共x,y兲, i=1 N



b1共x,y兲 = 兺 hi共x,y兲 ⌬i共x,y兲, i=1 N



b2共x,y兲 = 兺 hi共x,y兲 ⌬2i 共x,y兲. i=1



The parameters m共x , y兲 and n共x , y兲 in Eq. 共17兲 can be solved for as m共x,y兲 =



n共x,y兲 =



a3共x,y兲b1共x,y兲 − a2共x,y兲b2共x,y兲 a1共x,y兲a3共x,y兲 − a22共x,y兲 a1共x,y兲b2共x,y兲 − a2共x,y兲b1共x,y兲 a1共x,y兲a3共x,y兲 − a22共x,y兲



,



.



共18兲



A procedure similar to that described in Sec. 2.3.1 is applied here to obtain the parameters m共x , y兲 and n共x , y兲. After completing the calibration and getting the phasedifference distribution, the 3-D coordinates of the object surface can be calculated from Eq. 共10兲. 3 Calibration and Measurement Experiments 3.1 Experimental Setup and Overview A schematic diagram of the experimental system is shown in Fig. 1. The distance between the reference plane and the camera lens was approximately 1900 mm, and the angle between the axes of the projector and the camera was approximately 15 deg. The computer used had a 3.04-GHz processor with 1.0 Gbyte of memory. An In Focus LP600 Digital Light Processing 共DLP兲 projection system with onscreen brightness of 2000 ANSI lumens, an XGA resolution of 1024⫻ 768, and a contrast ratio of 1000 : 1 was used to project sinusoidal patterns. For image capture, a Sony XCHR50 progressive-scan black-and-white CCD camera with a resolution of 648⫻494 pixels was used. A Matrox Odyssey XA vision processor board was used to digitize the images. Experiments were performed using a four-step sinusoidal grayscale phase-shifting method1,3 to verify the performance of the linear and nonlinear calibrations and to compare their accuracies. Sinusoidal fringe patterns with a pitch of 16 pixels were generated by a computer program and projected onto a flat calibration plate of size 400 ⫻ 500 mm. Acquisition, computation, and display were performed using Visual C + + 6.0 and OpenGL. For comparison of the linear and nonlinear calibration and measurement methods, all experiments and simulations used the exact same projection patterns and captured images. Thus the exact same phase distribution 共x , y兲 and phase-difference distributions ⌬i共x , y兲 were input to the Optical Engineering



3.2 Real-System Calibration A real-system calibration was first performed, using the linear and nonlinear calibration methods discussed in Secs. 2.3.1 and 2.3.2, respectively, to obtain the distribution of coefficients K共x , y兲 for the linear method, and m共x , y兲 and n共x , y兲 for the nonlinear method. First, images of the flat reference plate at position z = 0 were acquired for each of the four phase shifts, and the phase distribution was obtained by phase wrapping and unwrapping calculations. Thereafter, the plate was moved toward the camera to 10 different positions in 5-mm increments. At each position, images were acquired and the phase distribution computed as for the reference plane. The phase differences between the measured plate at each position and the reference plane at position z = 0 were determined using Eq. 共12兲. The distribution of coefficients K共x , y兲 for the linear calibration and m共x , y兲 and n共x , y兲 for the nonlinear calibration were obtained using Eqs. 共13兲 and 共18兲, and the results are shown in Fig. 4. 3.3 Calibration and Measurement Simulation with Noise in Calibration A first calibration and measurement simulation13 was carried out to determine the accuracy of both linear and nonlinear calibrations under the influence of noise in the calibration. The simulation involved recalibration using the coefficients K共x , y兲 for the linear calibration, and m共x , y兲 and n共x , y兲 for the nonlinear calibration, obtained by the real calibration 共Sec. 3.2兲 but with noise synthetically introduced into the system in the recalibration, followed by a measurement simulation. To perform the calibration and measurement simulation, a specific point 共a single pixel location兲 with known values of K = 9.648320 for the linear calibration, and m = 0.098381 and n = 0.000881 for the nonlinear calibration, was selected from the respective distribution 共Fig. 4兲. The calibration stage of the simulation was accomplished by sampling the mapping function 关Eq. 共5兲 for the linear method, and Eq. 共10兲 for the nonlinear method兴 at 11 positions with an equal spacing of 5 mm between adjacent positions. Thus, the range of depth that was simulated was 50 mm. During the simulation, independent additive noise was purposely added to the phase difference at the simulation point as follows:
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Fig. 4 Results of the real linear and nonlinear calibration: 共a兲 distribution of K共x , y兲 of the linear calibration; 共b,c兲 distributions of m共x , y兲 and n共x , y兲 of the nonlinear calibration.



⌬⬘共x,y兲 = ⌬共x,y兲 + 共x,y兲,



共19兲



where ⌬共x , y兲 is calculated by Eqs. 共7兲 and 共9兲 with known coefficients K共x , y兲, m共x , y兲, n共x , y兲, and h共x , y兲; and 共x , y兲 is the noise with zero-mean Gaussian distribution, generated by the Box-Muller transformation.20 The standard deviation  used in the simulation was chosen to be 0.01. Here ⌬⬘共x , y兲 is the phase difference with added noise, and is the new synthetic data used to recalibrate the system to get new values of coefficients K⬘共x , y兲 for the linear method, and m⬘共x , y兲and n⬘共x , y兲 for the nonlinear method. To evaluate the effect of noise on the calibrations, a measurement using these new values of K⬘共x , y兲 for the linear method, and m⬘共x , y兲and n⬘共x , y兲 for the nonlinear method, was simulated; however, noise was not added again in the measurement procedure. The simulated measurement was performed on a flat plate at 51 positions with equal spacing of 1 mm between adjacent positions 共range of depth 50 mm兲. The depth at each position with respect to the reference position was calculated using the phase-toheight mapping in Eqs. 共5兲 and 共10兲 共linear and nonlinear, respectively兲. At each position, ten thousand runs with different noise values were performed, computing the depth



and rms errors over all runs, using the linear and nonlinear calibrations. The results for the linear and nonlinear methods, discussed in Sec. 4, are compared in Fig. 5共a兲.



3.4 Calibration and Measurement Simulation with Noise in Calibration and Measurement A second calibration and measurement simulation was carried out using a procedure very similar to the simulation just discussed. That is, the calibration simulation was carried out first, and then the measurement was performed. However, to determine the system accuracy with noise in both the calibration and the measurement, independent additive noise with zero-mean Gaussian distribution was also purposely added to the phase differences at the simulation point when performing the simulated measurement. The results of the measurement simulation with noise added at both the calibration and measurement stages, discussed in Sec. 4, are shown in Fig. 5共b兲. Different points with different values of the parameters K共x , y兲, m共x , y兲, and n共x , y兲 have also been selected from their respective distributions 共Fig. 4兲 for simulation. Table 1 lists the values of these parameters for the selected points.



Fig. 5 Rms errors of the depth calculation computed in ten thousand runs with different noise values for a specific point, at each of 51 measurement positions. for the linear and nonlinear calibration methods: 共a兲 measurement with noise added at the calibration stage only; 共b兲 measurement with noise added at both calibration and measurement stages.
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Jia, Kofman, and English: Comparison of linear and nonlinear calibration methods… Table 1 Values of parameters K, m, and n of selected points for the measurement simulation experiment. Linear calibration Point



Nonlinear calibration



K共x , y兲



m共x , y兲



n共x , y兲



1



9.837657



0.096614



0.000855



2



10.077396



0.095042



0.000723



3



10.314181



0.092270



0.000825



4



10.487199



0.090869



0.000718



Figure 6 shows the rms errors of the depth calculation for the linear and nonlinear calibration methods for the different points. To further compare the accuracy of the linear and nonlinear calibration methods, instead of choosing only one specific point and performing calculations ten thousand times with different values of noise, the entire regions of the three coefficient distributions 共K, m, n, Fig. 4兲 of size



648⫻ 494 pixels were used for the simulation experiment. In this experiment, each point had a different value of noise added, and thus each point may have a different value of the coefficient K共x , y兲 for the linear method, and different values of m共x , y兲 and n共x , y兲 for the nonlinear method. The simulation procedure was the same as with the one-point method described; however, the rms values of the depth calculation errors at specific depths were calculated from all pixel points instead of one point. The simulated result of the calibration and measurement simulation, discussed in Sec. 4, is shown in Fig. 7. 3.5 Real Measurement A real measurement experiment was carried out with the same system setup as the simulations, using the real calibration 共Sec. 3.2兲 results for the linear and nonlinear methods 共Fig. 4兲. First, images of a flat white plate at reference position z = 0 were acquired for each of the four phase shifts, and the phase distribution was obtained by phase wrapping and unwrapping calculations. Thereafter, the plate was moved toward the camera to 25 different positions in 2-mm increments. At each position, images were acquired and the phase distribution was obtained in the



Fig. 6 Rms errors of the depth calculation for linear and nonlinear calibration methods where noise was added at both the calibration and measurement stages for different points. 共a兲 K = 9.837657, m = 0.096614, n = 0.000855; 共b兲 K = 10.077396, m = 0.095042, n = 0.000723; 共c兲 K = 10.314181, m = 0.092270, n = 0.000825; 共d兲 K = 10.487199, m = 0.090869, n = 0.000718. Optical Engineering
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Fig. 7 Rms errors of the depth calculation for linear and nonlinear calibration methods calculated over all pixels 共the entire distribution of Fig. 4兲 at each measurement position: 共a兲 measurement with noise added at calibration stage only, 共b兲 measurement with noise added at both calibration and measurement stages.



same way as for the reference plate. The phase differences between the measured plate at each position and the reference plane at position z = 0 were determined using Eq. 共12兲. The measured distance at each position relative to the reference position was obtained by applying Eq. 共5兲 for the linear method, and Eq. 共10兲 for the nonlinear method. The rms values of the depth calculation errors at each position were calculated using all image pixel points of the measured plate, and the result, discussed in Sec. 4, is shown in Fig. 8. Finally, measurement was made of a plastic human-head mask with a white surface and approximate size 210 ⫻ 140⫻ 70 mm3. The nonlinear calibration was used, and the reconstructed 3-D mask object was displayed with OpenGL as wire-frame and shaded models 共Fig. 9兲. A median filter 共3 ⫻ 3 mask兲 and then an averaging filter 共5 ⫻ 5 mask, three-pass兲 were applied to reduce noise for the measurement.



Fig. 8 Rms errors of the depth calculation obtained by real measurement of a flat white plate at 25 different positions with 2-mm increments relative to the reference plane, using linear and nonlinear calibration results.



Optical Engineering



4 Results and Discussion The distributions of coefficients K共x , y兲 for the linear calibration and m共x , y兲 and n共x , y兲 for the nonlinear calibration are shown in Fig. 4. The distribution of K共x , y兲 was nearly planar and sloped, while the coefficient m共x , y兲 was also nearly planar with a smaller gradient, and n共x , y兲 was nearly planar and horizontal. For the calibration and measurement simulations, the rms errors of the depth calculated at different plate positions, for ten thousand runs at a specific point, consistently showed that the accuracy of the nonlinear method was not superior to that of the linear method 共Figs. 5 and 6兲. The accuracy of the nonlinear method increased slightly in the middle range of depth 共18 to 40 mm兲 and then decreased sharply at the greater depths 共40 to 50 mm兲. Based on simulations, the linear calibration resulted in a



Fig. 9 3-D shape measurement of a human mask: 共a–d兲 fringe pattern images for four shifts 共0, 90, 180, and 270 deg兲; 共e兲 wrapped phase map; 共f兲 unwrapped phase map; 共g兲 phase-difference map after scaling; 共h兲 3-D wire-frame model; 共i兲 3-D shaded model with noise; 共j兲 3-D shaded model after filtering.
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higher measurement accuracy than the nonlinear calibration in the low and middle range of depth 共0 to 30 mm兲 and at greatest depth 共45 to 50 mm兲, when noise was included in the calibration only 关Fig. 5共a兲兴 and in the calibration and measurement 关Figs. 5共b兲, 6共a兲 to 6共d兲兴. The same trend was seen when the entire image was analyzed instead of isolated points, for noise introduced at the calibration stage only 关Fig. 7共a兲兴 and noise introduced in both the calibration and the measurement 关Fig. 7共b兲兴. This difference between the two calibration methods was approximately 0.02 mm in rms error 共RMSE兲 for most differences, and at most 0.035 mm where the greatest differences occurred. While the value of this difference was small, it was approximately 10% of the error. The RMSE generally increased from measurement at small depth from the reference plane 共0 mm兲 to the full range of depth 共50 mm兲, by approximately 0.32 to 0.40 mm RMSE for the nonlinear calibration, and 0.32 to 0.36 mm RMSE for the linear calibration. The error distribution for the simulation that introduced noise into the calibration only 关Fig. 5共a兲兴 is linearly distributed along the range of measurement depth, 0 to 0.15-mm RMSE for 0- to 50-mm depth for the linear calibration method. For the nonlinear calibration method, the RMSE ranged from 0 to 0.23 mm over the full range of depth, and the measurement accuracy remained nearly constant in the middle range of the measurement depth 共15 to 40 mm兲. The shapes of the curves for both linear and nonlinear calibration methods were similar when noise was introduced in the measurement process 关Fig. 5共b兲, Fig. 6共a兲 to 6共d兲, Fig. 7共b兲兴 compared to when noise was introduced in the calibration only 关Fig. 5共a兲兴, although the curves for the former show higher errors due to the additional noise. The accuracy of the linear calibration was higher than for the nonlinear calibration. A possible explanation is that the light source may have been far enough from the measured object that the divergence of the projected light, which would make the relation between the height of the object surface and the phase difference nonlinear, was small enough for the linear relation to be approximated, without contributing a large error to the measurement system. The shapes of the curves of rms error versus depth were very similar for the different points 关Fig. 6共a兲 to 6共d兲兴 for both linear and nonlinear calibrations. The influence of the parameters K共x , y兲, m共x , y兲, and n共x , y兲 on measurement accuracy can be seen in Fig. 6. For the linear calibration method, when the value of K共x , y兲 increased 关from 9.837657 to 10.487199, Fig. 6共a兲 to Fig. 6共d兲, respectively兴, the accuracy decreased 共RMSE increased approximately 0.02 mm兲. For the nonlinear method, when m共x , y兲 decreased 关from 0.096614 to 0.090869, Fig. 6共a兲 to Fig. 6共d兲, respectively兴, the accuracy decreased 共RMSE increased about 0.02 mm兲. The rms errors of the depth based on simulation over the entire image 共Fig. 7兲 were nearly the same as with the one-point method 关Figs. 5共b兲 and 6共a兲 to 6共d兲兴, except that the curves were smoother with the former method. The one-point simulation is to be preferred, as it only took approximately 1 s to complete, compared to approximately 20 min for the simulation over the whole area. The effect of adding noise in the measurement process can be seen by comparing the simulations with noise in the Optical Engineering



measurement and calibration processes 关Figs. 5共b兲 and 7共b兲兴 with simulations with noise in the calibration process only 共no measurement noise兲 关Figs. 5共a兲 and 7共a兲兴, respectively. The noise led to an increase in RMSE of approximately 0.15 to 0.3 mm for different depths. The results of the real measurement experiment 共Fig. 8兲 are very similar to the results of the measurement simulations with synthetic noise 关Fig. 7共b兲兴 for both the linear and nonlinear calibrations, over the range 0 to 30-mm depth. For the range 30 to 50-mm depth, the RMSE 共based on the entire image兲 was higher in the real measurement than in the simulation, increasing to 0.48 mm at 50-mm depth using the linear calibration. However, for the nonlinear calibration, the real-measurement RMSE over the same range of depth 共Fig. 8兲 decreased to 0.33 mm at 50-mm depth, and was lower than the RMSE for the simulations 关Fig. 7共b兲兴. At the lower range of depth 共0 to 32 mm兲, the realmeasurement RMSEs for the linear and nonlinear calibration methods were similar 共Fig. 8兲. However, at the higher range of depth 共32 to 50 mm兲, the real-measurement RMSE was considerably lower for the nonlinear calibration method than for the linear calibration method 共Fig. 8兲, up to 0.145-mm RMSE difference at 50-mm depth. A possible explanation is that, as the object approaches the projector and camera for the higher range of depth, the earlier assumption of linearity based on small divergence of light from the projector at the longer object-to-projector distances becomes less valid. Note that the object approaches the projector and the camera as the depth increases. Also, the nonlinear method may be less sensitive to noise. Finally, using the nonlinear calibration results 关coefficients m共x , y兲 and n共x , y兲 in Fig. 4兴, the results of a measurement of a human mask are demonstrated at different stages of the process 共Fig. 9兲: 共a兲–共d兲 fringe-pattern images for four shifts 共0, 90, 180, and 270 deg兲; 共e兲 wrapped phase map; 共f兲 unwrapped phase map; 共g兲 phase difference map after scaling; 共h兲 3-D wire-frame model; 共i兲 3-D shaded model with noise; 共j兲 3-D shaded model after filtering.



5 Conclusion The relationship between the phase difference and the height of an object surface was formulated as linear and nonlinear calibrations of a fringe-projection phasemeasuring system for 3-D surface-geometry measurement. A simplified geometrical derivation was used for the nonlinear method. Based on real-system measurements, at the lower range of depth, the accuracy of the linear calibration was similar to that of the nonlinear calibration method. However, at the higher range of depth, the nonlinear calibration method had considerably higher accuracy. As the object approaches the camera and projector for the higher range of depth, the assumption of linearity based on small divergence of light from the projector becomes less valid.
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