






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Carbon Materials for Advanced Technologies.pdf - The Life of Kenneth

Donnet, J-B. and Bansal, R.C. Carbon Fibers, 2nd Edition, Marcel Dekker,. Inc., New ...... The standard free energy changes for the process C,, + graphite and C,, + diamond are ..... in non-graphitising carbons, seems reasonable in principle. In an X-ray ..... solution used in the extraction and separation steps. Pristine c60 ... 

















 Télécharger le PDF 






 14MB taille
 12 téléchargements
 571 vues






 commentaire





 Report




















Edited by



-I -



Timothy D. Burchell



*



Carbon Materials for Advanced Technologies



Carbon Materials for Advanced Technologies Edited by



Timothy D. Burchell Oak Ridge, National Laboratory



Oak Ridge, TN 37831-6088 U.S.A.



1999



PERGAMON An Imprint of Elsevier Science Amsterdam - Lausanne - New York - Oxford - Shannon - Singapore - Tokyo



ELSEVIER SCIENCE Ltd The Boulevard, Langford Lane Kidlington, Oxford 0x5 IGB, UK



@



1999 Elsevier Science Ltd. All rights reserved.



This work is protected under copyright by Elsevier science, and the following terms and conditions apply



to its use:



Photocopying Slngle photocopiesof single chapters may be made for personal use as allowed by nationalcopyright laws. Permission of the Publisher and payment of a fee is required for all other photocopying, including multiple or systematic copying, copying for advertisingor promotional purposes, resale, and all forms of document delivery. Special rates are available for educational institutionsthat wish to make photocopies for non-profit educational classroom use. Permissions may be sought directly from Elsevier science Rights & PermissionsDepartment, PO Box 800, Oxford OX5 IDX, UK; phone: (+44) 1865 843830, fax: (+44) 1865 853333, e-mail: [email protected]. You may also contact Rights & Permissions directly through Elsevier's home page (http://www.elsevier.nl), selecting first 'Customer Support', then 'General Information', then 'PermissionsQuery Form'. In the USA, users may clear permissions and make paymentsthrough the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, USA phone: (978) 7508400, fax: (978) 7504744, and in the UK through the Copyright Licensing Agency Rapid clearance Service (CLARCS), 90 Tottenham court Road, London WIP OLP, UK; phone: (+44)171 631 5555; fax: (+44) 171 631 5500. other countries may have a local reprographic rights agency for payments. DerivativeWorks



Tables of contents may be reproduced for internal circulation, but Permission of Elsevier Science is



required for external resale or distribution of such material. Permission of the Publisher is required for all other derivative works, including compilations and translations. Electronicstorage or usage Permissionof the Publisher is required to store or use electronically any material contained in this work, including any chapter or part of a chapter. Except as outlined above, no part of this work may be reproduced, stored in a retrieval system or transmitted in any form or by any means, electronic, mechanical,photocopying, recording or otherwise, without prior written permissionof the Publisher. Address permissions requests to: Elsevier Science Rights & PermissionsDepartment, a t the mail, fax and e-mailaddresses noted above. Notice No responsibility is assumed by the Publisher for any injury and/or damage to persons or property as a matter of Products liability, negligence or otherwise, or from any use or operation of any methods, Products, instructions or ideas contained in the material herein. Because of rapid advances in the medical sciences, in particular, independent verification of diagnosesand drug dosages should be made.



First edition 1999



Library of congress Cataloging in Publication Data A catalog record from the Library of Congress has been applied for. British Library cataloguing in publication Data A catalogue record from the British Library has been applied for.



ISBN 0-08-042683-2



@ The paper used in this Publication meets the requirements of ANSI/NISO 239.48-1992 (Permanence o f Paper). Printed in The Netherlands.



Contents



................................................... Acknowledgments ............................................. p r e f ~ c e.......................................................



xiii



.....................



P



Gon~ibutors



1



Structure and Bonding in Carbon Materials Brian Me.Enaney 1 2 3 4 5 6 7 8 9



2



3



.



...................................



Introduction ............................................ Fullerenes and Fullerene-based Solids ........................ Carbon Nanotubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Applications ............................................ Acknowledgments ....................................... References .............................................



Active Carbon Fibers Timothy J. Mays 1 2 3 4 5



6



xv



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 Crystalline Forms of Carbon ................................ 3 The Phase and Transition Diagram for Carbon . . . . . . . . . . . . . . . . . 12 CarbonFilms ........................................... 14 Carbon Nanoparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18 Engineering Carbons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 ConcludingRemarks ..................................... 28 Acknowledgments ....................................... 29 References ............................................. 29



Fullerenes and Nanotubes Mildred S. Dresselhaus Peter C. Eklund and Gene Dresselhaus 1 2 3 4 5 6



xi



.......................................



Introduction ............................................ Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Applications of Active Carbon Fibers ....................... ConcludingRemarks .................................... Acknowledgments ...................................... References ............................................



39



35 37 61 84 87 87



95 95 96 101 110 111 111



vi 4



High Performance Carbon Fibers Dan D . Edie and John J . McHugh



............................



119



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119 Processing Carbon Fibers from Polyacrylonitrile . . . . . . . . . . . . . . 119 Carbon Fibers from Mesophase Pitch ....................... 123 High Performance Carbon Fibers from Novel Precursors . . . . . . . . 133 Carbon Fiber Property Comparison ......................... 133 Current Areas for High Performance Carbon Fiber Research . . . . . 134 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135



5



Vapor Grown Carbon Fiber Composites Max L . Lake and Jyh-Ming Ting



......................



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . CurrentForms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Fiberproperties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Composite Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Potential Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Manufacturing Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



6



Porous Carbon Fiber-Carbon Binder Composites Timothy D . Burchell



139



139 142 144 146 158 160 164 165



............... 169



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169 Manufacture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169 Carbon Bonded Carbon Fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173 Damage Tolerant Light Absorbing Materials . . . . . . . . . . . . . . . . . 181 Carbon Fiber Composite Molecular Sieves . . . . . . . . . . . . . . . . . . . 183 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201



7



.....................................



Coal-DerivedCarbons Peter G. Stansberry. John W. Zondlo and Alfred H . Stiller 1 2 3



4 5 6 7



8



Review of Coal Derived Carbons . . . . . . . . . . . . . . . . . . . . . . . . . . SolventExtractionofCoal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Preparation and Characteristics of Cokes Produced from Solvent Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Preparation and Evaluation of Graphite from Coal-Derived Feedstocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



205



205 211 223 229 233 233 233



................. 235



Activated Carbon for Automotive Applications Philip J. Johnson. David J. Setsuda and Roger S. Williams



Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235 Activated Carbon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239 Vehicle Fuel Vapor Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244 Adsorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246 Carbon Canister Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252 Application of Canisters in Running Loss Emission Control . . . . . 257 Application of Canisters in ORVR Control . . . . . . . . . . . . . . . . . . .263 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266 9



................... 269



Adsorbent Storage for Natural Gas Vehicles T e r v L . Cook. Costa Komodromos. David F . Quinn and Steve Ragun 1 2 3 4 5 6 7



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Storage of Natural Gas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Adsorbents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Adsorbent Fill-Empty Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . GuardBeds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



269 274 280 293 294 298 299



...



vlll



10 Adsorption Refrigerators and Heat Pumps Robert E . Critoph 1 2 3 4 5 6 7



....................



Why Adsorption Cycles? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The Basic Adsorption Cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Basic Cycle Analysis and Results .......................... Choice of Refrigerant .Adsorbent Pairs ..................... Improving Cost Effectiveness ............................. Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



11 Applications of Carbon in Lithium-Ion Batteries Tao Zheng and Jeff Dahn 1. 2. 3. 4. 5. 6. 7.



303



303 306 313 319 322 339 339



............... 341



Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341 Useful Characterization Methods ........................... 347 GraphiticCarbons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353 Hydrogen-Containing Carbons from Pyrolyzed Organic Precursors 358 Microporous Carbons from Pyrolyzed Hard-Carbon Precursors . . . 375 Carbons Used in Commercial Applications . . . . . . . . . . . . . . . . . . . 384 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385



12 Fusion Energy Applications Lance L . Snead



.................................



389



1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389 2. The Advantages of Carbon as a Plasma-Facing Component . . . . . . 394 3. Irradiation Effects on Thennophysical Properties of Graphite and Carbon Fiber Composites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 400 4 . Plasma Wall Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 412 5 . Tritium Retention in Graphite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 420 6 . Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 424 7. Acknowledgments ...................................... 424 8. References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425



ix 13 Fission Reactor Applications of Carbon Timothy D . Burchell



.......................



429



The Role of Carbon Materials in Fission Reactors . . . . . . . . . . . . . 429 Graphite Moderated Power Producing Reactors . . . . . . . . . . . . . . . 438 Radiation Damage in Graphite ............................. 458 RadiolyticOxidation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469 Other Applications of Carbon in Fission Reactors . . . . . . . . . . . . .473 6. Summary and Conclusions ............................... 477 7. Acknowledgments ...................................... 478 8 . References ............................................ 478



1. 2. 3. 4. 5.



.......................................



14 Fracture in Graphite Glenn R . Romanoski and Timothy D . Burchell



485



1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 485 Studies and Models of Fracture Processes in Graphite . . . . . . . . . . 486 3 . Linear Elastic Fracture Mechanics Behavior of Graphite ........ 4911 4 . Elastic-plastic Fracture Mechanics Behavior of Graphite . . . . . . . . 497 5. Fracture Behavior of Small Flaws in Nuclear Graphites . . . . . . . . . 503 6 . The Burchell Fracture Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 515 7 . Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 530 8. Acknowledgments ...................................... 531 9 . References ............................................ 532 2.



Index



.......................................................



539



xi



Contributors Timothy D. Burchell, Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA Terry L. Cook, Atlanta Gas Light Company, P.O. Box 4569, Atlanta, Georgia 30302, USA Robert E. Critoph, Department of Engineering, University of Warwick, Coventry CV4 7AL, United Kingdom Jeff D a h , Department of Physics, Dalhousie University,Hulga, Nova Scotia B3H 3J5, Canada Gene Dresselhaus, Francis Bitter Magnet Laboratory, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA Mildred S. Dresselhaus, Department of Electrical Engineering and Computer Science and Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA Dan D. Edie, Department of Chemical Engineering, Clemson University, Clemson, South Carolina 29634, USA Peter C. Eklund, Department of Physics and Astronomy and Centerfor Applied Energy Research, University of Kentucky, Lexington, Kentucky 40506, USA Philip J. Johnson, Ford Motor Company, Automotive Components Division, Schaefer Court II, 14555 Rotunda Drive, Dearborn, Michigan 48120, USA Costa Komodromos, Gas Research Centre, British Gas, Ashby Road, Loughborough, Leicestershire LEI 1 36U, United Kingdom Max L. Lake, Applied Sciences, Inc. I41 WestXenia Avenue, Cederville, Ohio 45314, USA Timothy J. Mays, School of Materials Science and Engineering, University of Bath, Bath BA2 7AY, United Kingdom Brian McEnaney, School of Materials Science and Engineering, University of Bath, Bath BA2 7AY, United Kingdom John J. McHugh, Hexcel Corporation, Hercules Research Center, Wilmington, Delaware 19808, USA David F. Quinn, Royal Military College, Kingston, Ontario K7K 5L0, Canada Steve Ragan, Sutclifle Speakman Carbons Ltd., Lockett Road, Ashton in Make@eld, Lancashire wN4 &DE,United Kingdom Glenn R. Romanoski, Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA David J. Setsuda, Ford Motor Company, Automotive Components Division, Schaefer Court II, 14555 Rotunda Drive, Dearborn, Michigan 48120, USA Lance L. Snead, Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA



xii Peter G. Stansberry,Department of Chemical Engineering, West Virginia University,Morgantown, West Virginia 26502, USA Alfred H. Stiller, Department of Chemical Engineering, West Virginia University,Morgantown, West Virginia 26502, USA Jyh-Ming Ting, Department of Materials Science and Engineering, National Cheng Kung Universiv, Tainan, Taiwan Roger S. Williams, Westvaco Corporation, Washington Street, Covington, Virginia 24426, USA Tao Zheng, Department of Physics, Simon Frmer University, Burnaby, British Columbia VA5 1S6,Canada John W. Zondlo, Department ofChemica1 Engineering, West Virginia University,Morgantown, West Virginia 26502, USA



...



Xlll



Acknowledgments I wish to acknowledge the cooperation and patience of the contributing authors, the assistance of my colleagues with the task of refereeing the chapter manuscripts, the forbearance and understanding of the book's publishers, and the contribution of Dr. Frederick S. Baker in soliciting chapters in the area of activated carbons. Finally, it is appropriate that I acknowledge my wife Lynne, whose support and encouragement were essential ingredients in the completion of this book. Timothy D. Burchell.



xv



Preface In 1994 the Oak Ridge National Laboratory hosted an American Carbon Society Workshop entitled “Carbon Materials for Advanced Technologies”. The inspiration for this book came fiom that workshop. By late 1995 a suitable group of contributors had been identified such that the scope of this book would be sufficiently broad to make a useful contribution to the literature. Carbon is a truly remarkable element which can exist as one of several allotropes. It is found abundantly in nature as coal or as natural graphite, and much less abundantly as diamond. Moreover, it is readily obtained from the pyrolysis of hydrocarbons such as resins and pitches, and can be deposited from the vapor phase by cracking hydrocarbon rich gases. In its various allotropic forms carbon has quite remarkable properties. Diamond possesses the highest thermal conductivity known to man and is prized as a gem stone. Both of these attributes result from the high degree of crystal perfection and bond strength in the diamond lattice. Graphite possesses extreme anisotropy in the bond energies of its crystal lattice, resulting in highly anisotropic physical properties. The most recently discovered allotrope of carbon, C,, or Buclctnmsterfullerene,has been the subject of extensive research, as have the related carbon nanotubes and nanostructures. Engineered carbons take many forms. For example, cokes, graphites, carbon and graphite fibers, carbon fiber - carbon matrix composites, adsorbent carbons and monoliths, glassy carbons, carbon blacks, carbon films and diamond llke films, Many of these engineered carbon forms are discussed in this book, especially with respect to their applications in technologically advanced systems. Moreover, this book contains accounts of research into the uses of novel carbons. Modern day applications of carbon materials are numerous. Indeed, the diversity of carbon applications are truly astounding, and range from the mundane (e.g., commodity adsorbent carbons or carbon black), to the exotic (e.g., h g h modulus carbon fibers that enable the lightweight stiff composite structures used in airfiames and spacecraft). Chapter 1 contains a review of carbon materials, and emphasizes the structure and chemical bonding in the various forms of carbon, including the four allotropes diamond, graphite, carbynes, and the fullerenes. In addition, amorphous carbon and diamond films, carbon nanoparticles, and engineered carbons are discussed. The most recently discovered allotrope of carbon, i.e., the fullerenes, along with carbon nanotubes, are more fully discussed in Chapter 2, where their structureproperty relations are reviewed in the context of advanced technologies for carbon based materials. The synthesis, structure, and properties of the fullerenes and



XVi



nanotubes, and modification of the structure and properties through doping, are also reviewed. Potential applications of this new family of carbon materials are considered. Detailed accounts of fibers and carbon-carbon composites can be found in several recently published books [l-51. Here, details of novel carbon fibers and their composites are reported The manufacture and applications of adsorbent carbon fibers are discussed in Chapter 3. Active carbon fibers are an attractive adsorbent because their small diameters (typically 6-20 pm) offer a kinetic advantage over granular activated carbons whose dimensions are typically 1-5 mm. Moreover, active carbon fibers contain a large volume of mesopores and micropores. Current and emerging applications of active carbon fibers are &cussed. The manufacture, structure and properties of high performance fibers are reviewed in Chapter 4, whereas the manufacture and properties of vapor grown fibers and their composites are reported in Chapter 5. Low density (porous) carbon fiber composites have novel properties that make them uniquely suited for certain applications. The properties and applications of novel low density composites developed at Oak Ridge National Laboratory are reported in Chapter 6. Coal is an important source of energy and an abundant source of carbon. The production of engineering carbons and graphite from coal via a solvent extraction route is described in Chapter 7. Coal derived carbons and graphites are f i s t reviewed and the solvent extraction of coal using N-methyl pyrrolidone is described. The characteristics of cokes and graphites derived from solvent extracted pitches and feedstocks are reported. The modification of the calcined cokes by blending the extracted pitches, andor by hydrogenation of the pitch, and subsequent control of graphite artifact properties are discussed. Applications of activated carbons are discussed in Chapters 8-10, including their use in the automotive arena as evaporative loss emission traps (Chapter 8), and in vehicle natural gas storage tanks (Chapter 9). The use of evaporative loss emission traps has been federally mandated in the U.S. and Europe. Consequently, a significant effort has been expended to develop a carbon adsorbent properly optimized for evaporative loss control, and to design the on board vapor collection and disposal system. The manufacture of activated carbons, and their preferred characteristics for fuel emissions control are discussed in Chapter 8, along with the essential features of a vehicle evaporative loss emission control system. The use of activated carbons as a natural gas storage medium for vehicles is attractive because the gas may be stored at significantly lower pressures in the adsorbed state (3.5 - 4.0 MPa) compared to pressurized natural gas (20 MPa), but with comparable storage densities. The development of an adsorbed natural gas storage system, and suitable adsorbent carbons, including novel adsorbent carbon



xvii monoliths capable of storing >150 V N of natural gas, are reported in Chapter 9. Moreover, the function and use of a guard bed to prevent deterioration of the carbon adsorbent with repeated fii-empty cycling is discussed. The application of activated carbons in adsorption heat pumps and reftigerators is discussed in Chapter 10. Such arrangements offer the potential for increased efficiency because they utilize a primary fuel source for heat, rather than use electricity, which must first be generated and transmitted to a device to provide mechanical energy. The basic adsorption cycle is analyzed and reviewed, and the choice of refiigerant-adsorbent pairs discussed. Potential improvements in cost effectiveness are detailed, including the use of improved adsorbent carbons, advanced cycles, and improved heat transfer in the granular adsorbent carbon beds. Chapter 11 reports the use of carbon materials in the fast growing consumer electronics application of lithium-ion batteries. The principles of operation of a lithumion battery and the mechanism of Li insertion are reviewed. The d u e n c e of the structure of carbon materials on anode performance is described. An extensive study of the behavior of various carbons as anodes in Li-ion batteries is reported. Carbons used in commercial Li-ion batteries are briefly reviewed. The role of carbon materials in nuclear systems is discussed in Chapters 12 and 13, where fusion device and fission reactor applications, respectively, are reviewed. In Chapter 12 the major technological issues for the utilization of carbon as a plasma facing material are discussed in the context of current and future fusion tokamak devices. Problems such as surface sputtering, erosion, radiation enhanced sublimation, radiation damage, and tritium retention are addressed. Carbon materials have been used in fBsion reactors for >50 years. Indeed the f i s t nuclear reactor was a graphite “pile” [6]. The essential design features of graphite moderated reactors, (including gas-, water- and molten salt-cooled systems) are reviewed in Chapter 13, and reactor environmental effects such as radiation damage and radiolytic corrosion are discussed. The forms of carbon used in fission reactors (graphite, adsorbent carbon, carbon-carbon composites, pyrolytic graphite, etc.) are reviewed and their functions described. Graphite is a widely used commodity. In addition to it nuclear role, graphite is used in large quantities by the steel industry as arc electrodes in remelting furnaces, for metal casting molds by the foundry industry, and in the semi-conductor industry for furnace parts and boats. Graphite is a brittle ceramic, thus its fracture behavior and the prediction of failure are important in technological applications. The fracture behavior of graphite is discussed in qualitative and quantitative terms in Chapter 14. The applications of Linear Elastic Fracture Mechanics and ElasticPlastic Fracture Mechanics to graphite are reviewed and a study of the role of small flaws in nuclear graphites is reported. Moreover, a mathematical model of fracture



xviii is reported and its performance discussed. Clearly, not all forms of carbon material, nor all the possible applications thereof, are discussed in this book. However, the application of carbon materials in many advanced technologies are reported here. Carbon has played an important role in mankind's technological and social development. In the form of charcoal it was an essential ingredient of gunpowder! The industrial revolution of the 18* and 19" centuries was powered by steam raised from the burning of coal! New applications of carbon materials will surely be developed in the future. For example, the recently discovered carbon nanostructures based on C60(closed cage molecules, tubes and tube bundles), may be the foundation of a new and significant applications area based on their superior mechanical properties, and novel electronic properties. Researching carbon materials, and developing new applications, has proven to be a complex and exciting topic that will no doubt continue to engage scientists and engineers for may years to come. References. 1. Donnet, J-B. and Bansal, R.C. Carbon Fibers, 2ndEdition, Marcel Dekker, Inc., New York. 1990. 2. Thomas, C.R., ed. Essentials of Carbon-Carbon Composites,Royal Society of Chemistry, UK. 1993 3. Buckley, J.D. and Edie, D.D. Carbon-Carbon Materials and Composites, Noyes Publications, Park Ridge, NJ. 1993. 4. Savage, G. Carbon-Carbon Composites, Chapman & Hall, London, 1993. 5. D.L. Chung, Carbon Fiber Composites, Pub. Butterworth-Heinemann, Newton, MA. 1994. 6. E. Fermi, Experimental production of a divergent chain reaction, Am. J.Phys., 1952,20(9), 536 538.
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CHAPTER 1



Structure and Bonding in Carbon Materials BRIAN McENANEY Department of Materials Science & Engineering University of Bath Bath, BA2 7AY United Kingdom



1 Introduction



The extraordinary ability of the chemical element carbon to combine with itself and other chemical elements in different ways is the basis of organic chemistry and of life. This chemical versatility also gives rise to a rich diversity of structural forms of solid carbon. This introductory chapter is an attempt to survey the very wide range of carbon materials that is now available with emphasis on chemical bonding and microstructure. The materials reviewed include: (i) crystalline forms of carbon: diamond, graphite, Fullerenes and carbynes; (ii) amorphous carbon films and diamond films; (iii) carbon nanoparticles, including carbon nanotubes; (iv) engineering carbons with moreor-less disordered microstructures based on that of graphite that are the main focus of this book. 1,I Bonding between carbon atoms



Here, the bonding between carbon atoms is briefly reviewed; fuller accounts can be found in many standard chemistry textbooks, e.g., [l]. The carbon atom [ground state electronic configuration (ls2)(2s22p,2py)] can form sp3, sp2 and sp' hybrid bonds as a result of promotion and hybridisation. There are four equivalent 2sp3 hybrid orbitals that are tetrahedrally oriented about the carbon atom and can form four equivalent tetrahedral o bonds by overlap with orbitals of other atoms. An example is the molecule ethane, C,H,, where a Csp3-Csp3(or C-C) (T bond is formed between two C atoms by overlap of sp3 orbitals, and three Csp3-H1s o bonds are formed on each C atom, Fig. 1, A 1. A second type of hybridisation of the valence electrons in the carbon atom can occur to form three 2spz hybrid orbitals leaving one unhybridised 2p orbital.



2 The sp2orbitals are equivalent, coplanar and oriented at 120"to each other and form cs bonds by overlap with orbitals of neighbouring atoms, as in the molecule ethene, C,H,, Fig. 1, A2. The remaining p orbital on each C atom forms a 7c bond by overlap with the p orbital from the neighbouring C atom; the bonds formed between two C atoms in this way are represented as Csp"Csp2, or simply as C=C.



AI. ethane



A2, ethene



RI, benzene B2, coronene



A3, & g o



83, ovalene



Fig. 1. Some molecules with different C-C bonds. A l , ethane, C,H, (sp'); A2, ethene, C,H, (sp'); A3, ethyne, C,H, (sp'); B1, benzene, CJ16 (aromatic); B2, coronene, C,,H,,; B3, ovalene, C,,H,,.



In the third type of hybridisation of the valence electrons of carbon, two linear 2sp' orbitals are formed leaving two unhybridised 2p orbitals. Linear (T bonds are formed by overlap of the sp hybrid orbitals with orbitals of neighbouring atoms, as in the molecule ethyne (acetylene) C2H2,Fig. 1, A3. The unhybridised p orbitals of the carbon atoms overlap to form two n bonds; the bonds formed between two C atoms in this way are represented as Csp~Csp,or simply as C=C. It is also useful to consider the aromatic carbon-carbon bond exemplified by the prototypical aromatic molecule benzene, C6&. Here, the carbon atoms are arranged in a regular hexagon which is ideal for the formation of strain-free spz cs bonds. A conventional representation of the benzene molecule as a regular hexagon is in Fig. 1, B 1. The ground state n orbitals in benzene are all bonding orbitals and are fully occupied and there is a large delocalisation energy that contributes to the stability of the compound. The aromatic carbon-carbon bond is denoted as Car~Car.Polynuclear aromatic hydrocarbons consist of a number, n, of fused benzene rings; examples are coronene, C,,H,,, (n = 7) and ovalene, C,,H,,, (n = lo), Fig. 1 B2, B3, where delocalisation of n electrons extends over the entire molecule. Note that the C:H atomic ratio in polynuclear aromatic hydrocarbons increases with increasing n. Dehydrogenative condensation of polynuclear aromatic compounds is a feature of the carbonisation process and eventually leads to an extended hexagonal network of carbon atoms, as in the basal plane of graphite (see Sections 2.2 and 6.1).



3 For carbon-carbon bonds the mean bond enthalpy increases and bond length decreases with increasing bond order, Table 1. When considering bond lengths in disordered carbon materials, particularly those containing significant amounts of heteroelements, it is useful to note that the values in Table 1 are mean, overall values. Carbon-carbon bond lengths depend upon the local molecular environment. Table 2 lists some values of carbon-carbon bond lengths obtained from crystals of organic compounds. In general, bond length decreases as the bond order of adjacent carbon-carbon bonds increases. Table 1. Some properks of carbon-carbon bonds Bond Bond order Bond length Mean bond enthalpy /(kJ rno1-l) /Pm csp3-csp3 1 153.0 348 CarZCar 1.5 138.4 518 CSp’=CspZ 2 132.2 612 csp=csp 3 118.1 838 Table 2. Carbon-carbon bond lengths in organic compounds [Z]. Carbon-carbon bond Sub-structure Bond length/pm Single bonds csp3-csp3 Csp3-Car Csp3-Csp2 Csp3-Csp’ csp2-car csp2-csp2 Csp?-Csp’ Mdtiple bonds CarYCar (phenyl) csp2=csp2 Csp’=Csp’



+a



-c*-c*-C*-Carz -c*-c=c-c*-c=cC=C-Car= c=c-c=c c=c-c=c



153.0 151.3



148.3 146.0b 143.1



c*-cg-c* c*-c=c-c* C*-CEC-C*



139.7 131.6 118.1



150.7 149.0



a, points to the relevant carbon-carbon bond; b. overall value



2 Crystalline Forms of Carbon



The commonest crystalline forms of carbon, cubic diamond and hexagonal graphite, are classical examples of allotropy that are found in every chemistry textbook. Both diamond and graphite also exist in two minor crystallographic forms: hexagonal diamond and rhombohedral graphite. To these must be added carbynes and Fullerenes, both of which are crystalline carbon forms. Fullerenes are sometimes referred to as the third allotrope of carbon. However, since Fullerenes were discovered more recently than carbynes, they are



4 chronologically the fourth crystalline allotrope of carbon. Crystalline Fullerenes are now commercially-available chemicals and their crystal structures and properties have been extensively studied. By contrast, convenient methods for mass production of pure carbynes have not yet been discovered. Consequently, carbynes have not been as extensively characterised as other forms of carbon. The structures and chemical bonding of these crystalline forms of carbon are reviewed in this section. 2.1 Diamond



Diamond is an important commodity as a gemstone and as an industrial material and there are several excellent monographs on the science and technology of this material [3-51.Diamond is most frequently found in a cubic form in which each carbon atom is linked to four other carbon atoms by sp3 0 bonds in a strain-free tetrahedral array, Fig. 2A. The crystal structure is zinc blende type and the C-C bond length is 154 pm. Diamond also exists in an hexagonal form (Lonsdaleite) with a Wurtzite crystal structure and a C-C bond length of 152 pm. The crystal density of both types of diamond is 3.52 g - ~ r n - ~ .



A



B



Fig. 2. The crystal structures of: A, cubic diamond; B, hexagonal graphite



Natural diamonds used for jewellery and for industrial purposes have been mined for centuries. The principal diamond mining centres are in Zaire, Russia, The Republic of South Africa, and Botswana. Synthetic diamonds are made by dissolving graphite in metals and crystallising diamonds at high pressure (12-15 GPa) and temperatures in the range 1500-2000 K [6];see section 3. More recently, polycrystalline diamond films have been made at low pressures by



5 carbon deposition from hydrocarbon-containing gas mixtures that are rich in hydrogen [7]; see section 4.2. Natural and synthetic diamonds contain various impurities. Nitrogen and boron are found as substitutional impurity a t o m in the crystal lattice. Diamonds are classified as Types I and II with subtypes [5]. Most natural diamonds are Type Ia containing up to 0.5% of nitrogen in small aggregates, since this concentration is considerably in excess of the solubility limit for nitrogen in the diamond lattice. Type Ib diamonds are rare in nature, but most synthetic diamonds produced by the high pressure method are of this type. Type Ib hamonds contain up to 500 ppm of substitutional nitrogen. Type IIa diamonds are very rare in nature and contain barely detectable amounts of nitrogen. Type IIb diamonds are even rarer in nature and are p-type semi-conductors, since the nitrogen content is insufficient to compensate for the substitutional boron present. Significant quantities of hydrogen and oxygen are found in diamonds, especially at surfaces where they stabilise dangling bonds. Metallic inclusions are found in diamonds, typically aluminium in natural diamonds and nickel and iron in synthetic diamonds produced at high temperatures and pressures by the catalytic method. 2.2 Graphite



As a well-established allotrope of carbon the crystal structure of graphite is fully documented [SI.The graphite crystal was an early subject for application of Xray diffiaction [9]. Subsequent studies [e.g., 10, 113 confirmed the well-known hexagonal crystal structure of graphite. The basis of the crystal structure of graphite is the graphene plane or carbon layer plane, i.e., an extended hexagonal array of carbon a t o m with sp2 G bonding and delocalised bonding. The commonest crystal form of graphite is hexagonal and consists of a stack of layer planes in the stacking sequence ABABAB ..., Fig. 2B. The rhombohedral form of graphite with a stacking sequence ABCABC... is a minor component of well-crystallised graphites. The proportion of rhombohedral graphite can be increased substantially (typically from a few percent to 20%) by deformation processes, such as grinding [12]. Conversely, the proportion of rhombohedral graphite can be reduced by high temperature heat-treatment, showing that the hexagonal form is more stable. The density of both forms of graphite is 2.26 g ~ m - ~ .



-



For both forms of graphite the in-plane C-C distance is 142 pm, i.e., intermediate between Csp3-Csp3and Csp*spz bond lengths, 153 and 132 pm respectively, Table 1. Consideration of the resonance structures between carbon atoms in the plane show that each C-C bond in the carbon layer plane has about one third double bond character. Carbon layer planes (of various dimensions



6 and with different degrees of perfection) are a very important microstructural element in most engineering carbons and graphites (see Section 6). There is a large difference between the in-plane C-C distance, 142 pm, and the interlayer distance, 335 pm, in graphite that results from different types of chemical bonding. Within planes the C-C bonds are trigonal sp2hybrid (r bonds with delocalised 7c bonds. The large interlayer spacing suggests that the contribution to interlayer bonding fiom n: bond overlap is negligible. The usual assumption has been that interlayer potentials are of the van der Waals type and there have been many attempts to calculate interplanar properties starting fiom Lmard-Jones and Buckingham pair potentials. This work has been reviewed in detail by Kelly [SI who concluded that there is no entirely satisfactory treatment of interlayer forces in graphite. More recent evidence from scanning probe microscopical images of a graphite surface suggest that there may be some n: orbital interaction between planes [13]. Natural graphites occur widely around the world, although the quality of the ores varies widely. High purity graphite ores with up to 100% carbon contents are mined in Sri Lanka, lower grade ores which must be concentrated are mined in Russia, China, Germany, Norway, Korea, Mexico and Austria. Ticonderoga in the USA has been used as a source of high quality natural graphite flakes for fundamental studies. Principal uses of natural graphites are in the foundry and steel industries and in the refractory and electrical industries, Most synthetic graphites used for engineering applications are granular composites consisting of a filler (usually a coke) and a binder carbon formed fiom pitch. The graphitic order in most engineering grade synthetic graphites is less well-developed than in natural graphite; see section 6. Well-graphitised synthetic graphites are produced by hot-pressing pyrolytic graphite (HOPG grade); recently, well-graphitised carbons have been formed by heat-treatment of compacted polyimide films [ 151. 2.3 Carbynes Carbynes are a form of carbon with chains of carbon atoms formed from conjugated C(sp')=C(sp') bonds (polyynes): ...-c-=C - C=C -...or polycumulene ...C(sp2)=C(spz) .. double bonds. From X-ray diffraction studies of short chain (C,-C,) polyynes [161 C=C bond lengths ranged from 119-121 pm while C-C bond lengths ranged fiom 132-138 pm, depending upon the local molecular environment, cf. Table 2.



.



In the late 1960s El Goresy and Donnay [ 171 discovered a new form of carbon which they called white carbon or Chaoite in a carbon-rich gneiss in the Ries meteorite crater in Bavaria. Chaoite has an hexagonal crystal structure and it



7 was proposed that it consisted of polyyne or polycumulene carbon chains lying parallel to the hexagonal axis. At about the same time other carbyne forms with hexagonal structures were obtained in Russia [ 18, 191 by dehydropolymerisation of acetylene: a-carbyne and P-carbyne and by Whittaker and his group in the USA [20-221 (Carbons VI, VIII, and IX). Lattice parameters for some of these carbyne forms are summarked in Table 3. Table 3. Crystal structure data for some carbvnes Carbyne Chaoite a-carbyne P-carbyne Structurea hex. hex. hex. a, /Pm 895 894 824 c, /Pm 1408 1536 768 Densityb 3.43 2.68 3.13 Ref. ~ 7 1 E18,191 [18,191



carbon VI rhomb. 923 1224 2.90 [20-221



Carbolite 1 hex. 1I92 1062 1.46 [24]



a- hex. = hexagonal, rhomb. =rhombohedral; b, g.crn-’.



The hfferent forms of carbynes were assumed to be polytypes with different numbers of carbon atoms in the chains lying parallel to the hexagonal axis and different packing arrangements of the chains within the crystallite. Heimann et al [23] proposed that the sizes of the unit cells were determined by the spacing between kinks in extended carbon chains, Fig. 3A. They were able to correlate the c, value for the different carbyne forms with assumed numbers of carbon atoms, n (in the range n = 6 to 12), in the linear parts of the chains.



co
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B



Fig. 3. A, A kinked polyyne chain model for linear carbynes (after [23]); B, cyclo C-18 carbyne [25].



8 Recently, Tanuma and Palnichenko [24] have reported a new form of carbon which they call 'Carbolite' formed by quenching high temperature carbon vapour onto a metal substrate. Hexagonal Carbolite I was formed from an Arrich gas; a rhombohedral form, Carbolite II, was formed from an Ar-H, gas mixture. X-ray dimaction peaks were rather broad with coherence lengths as low as 20 nm and this was attributed to rapid quenching. It was proposed that the carbon atoms are arranged in polyyne chains (n = 4) along the c-axis. The density of Carbolite (1.46 g - ~ m -is~lower ) than values for other carbynes and for diamond and graphite - hence the name - and this was attributed to a rapid quenching process. Molecular orbital calculations indicate that cyclo C-18 carbyne should be relatively stable and experimental evidence for cyclocarbynes has been found [25], Fig. 3B. Diederich et al [25] synthesised a precursor of cyclo C-18 and showed by laser flash heating and time-of flight mass spectrometry that a series of retro Diels-Alder reactions occurred leading to cyclo C- 18 as the predominant fi-agmentation pattern. Diederich has also presented a fascinating review of possible cyclic all-carbon molecules and other carbon-rich nanometre-sized carbon networks that may be susceptible to synthesis using organic chemical techniques [26]. Despite many publications on carbynes, their existence has not been universally accepted and the literature has been characterised by conflicting claims and counter claims [e.g., 27-29]. This is particularly true of meteoritic carbynes. An interesting account of the nature of elemental carbon in interstellar dust (including diamond, graphite and carbynes) was given by Pillinger [30]. Reitmeijer [3 11 has re-interpreted carbyne diffraction data and has concluded that carbynes could be stratified or mixed layer carbons with variable heteroelement content (H,O,N) rather than a pure carbon allotrope. In addition to questions over interpretation of difhction data, there are reservations about the stability of carbynes. Lagow et al [32] note that the condensation of the compound Li-CaC-Br to form carbon chains is potentially explosive. There is also the possibility of cross-linking between carbyne chains and the nature of the termination of the carbyne chains is unclear. Eastmond et a1 [33] showed that polyyne compounds of the type:



(C2H& Si-(C=C),-Si (C,H,),



n = 2 to 16



are stabilised by the bulky silyl end-groups. Lagow et a1 [32] also synthesised and determined the crystal structure of a polyyne with tertiary butyl end groups:



9



that was stable to -130°C. They also found mass spectrometric evidence both for polyynes of the type



where R = phenyl and n = 16-28, and of carbyne chains with lengths up to C300 after laser ablation of graphite in the presence of C,N, and C,F,. The presumption was that these carbynes were stabilised by nitrile and trifluoromethyl end caps. For composites of carbynes and alkali metal fluorides produced by reduction of ,fluoropolymers with alkali metal amalgams, it is argued that the alkali metal matrix suppresses cross-linking of the carbyne chains [34]. Despite the scepticism in some quarters, a large number of chemical and physical methods have been developed for producing carbynoid materials. These include: dehydropolymerisation of acetylene, dehydrohalogenation of polyvinylidene halides and reductive dehalogenation of poly(tetrafluoroethy1ene) and related compounds, condensation of carbon vapour produced by various means, e.g., laser ablation and arc discharge, shock compression of graphite and other solid forms of carbon 13.51.At present, no allcarbon carbynoid material has been isolated in large single crystal form and, consequently, full X-ray structural analyses and bulk property measurements have not been performed. (Note. An extensive review of carbynes by Russian workers [36] was published after this Section of the Chapter was completed.) 2.4 Fullerenes



Fullerenes are described in detail in Chapter 2 and therefore only a brief outline of their structure is presented here to provide a comparison with the other forms of carbon. The C, molecule, Buckminsterfullerene, was discovered in the mass spectrum of laser-ablated graphite in 1985 [37] and crystals of C, were fitst isolated from soot formed from graphite arc electrodes in 1990 [38]. Although these events are relatively recent, the C60molecule has become one of the most widely-recognised molecular structures in science and in 1996 the codiscoverers Curl, Kroto and Smalley were awarded the Nobel prize for chemistry. Part of the appeal of this molecule lies in its beautiful icosahedral symmetry - a truncated icosahedron, or a molecular soccer ball, Fig. 4A. The C6,, molecule contains 12 pentagons and 20 hexagons. This type of hexagonal-pentagonal structure closely resembles the geodesic domes developed by the architect and engineer R. Buckminster Fuller, after whom the molecule is named. In the C , molecule each carbon atom is bonded to three



10 molecule is named. In the Cbomolecule each carbon atom is bonded to three others by two longer bonds (length -145 pm) and one shorter bond (bond length -140 pm). These are conventionally referred to in the Fullerene literature as two C-C single bonds and one C=C. double bond, although their bond orders are intermediate between a pure Csp3-Csp3bond and a purely aromatic Car-xar bond, being close to the value for the C-C bond in the graphite basal plane, cf. Tables 1 and 2. The double bonds lie between two hexagons and are therefore known as 6:6 bonds whereas the single bonds link a hexagon to a pentagon and are known as 6:5 bonds. It follows that there is bonding anisotropy in the C,, molecule since bonds around a pentagon are all single bonds and bonds around a hexagon are alternately single bonds and double bonds. It appears therefore that the bonding in C,, is mainly sp2with delocalised 7c electrons, but with some sp3character resulting from curvature of the C-C bonds.



A



B



Fig. 4. Fullerene molecules: A, CG0;B, C,



Crystals of C,, formed by vacuum sublimation have a face-centred cubic (fcc) crystal structure at room temperature, a, = 1417 pm [38,39]. Those grown from solution have a variety of crystal structures depending upon the solvent used, e.g., fcc, hexagonal close packed, hcp, or orthorhombic swctures [40, 411; some of these structures may be stabilised by solvent molecules. Solid state 13C nuclear magnetic resonance, nmr, and other spectroscopic studies show that, despite the bonding anisotropy, all carbon atoms in the C, molecule are equivalent [42-44]. This is because at room temperature the C,, molecules are re-orienting rapidly on their lattice sites. As the temperature is reduced, there is a phase transition at -260K to a primitive cubic structure [45] as a result of orientational ordering of some of the c 6 0 molecules. At 86K there is a glass transition in which the orientational ordering is frozen [46, 471. Fullerenes are a range of stable closed-shell carbon molecules and their derivatives, of which C,, is the archetype. The next highest stable member of the series is C,, which is found in small quantities with C, in arc electrode soot. C,, may be regarded as a C,, molecule with an extra belt of hexagons inserted at the



11 the stability of Fullerenes and the occurrence of 'magic numbers' in the Fullerene series. The rule states that closed carbon cages in which the pentagons are isolated from each other are likely to be more stable than those in which pentagons are in contact. C,, is the smallest closed shell carbon cluster that avoids abutting pentagons and Gois the next smallest. Other Fullerenes such as C,,, C7s,C,,, CS4,have been isolated [50,51]. Mass fragments in the range C,,,C,, detected in mass spectra [52,53] have been amibuted to giant Fullerenes but none has been isolated. As expected from its oblate spheroidal shape (a molecular rugby ball), the C,, molecule has lower symmetry than the C, molecule. There are also five different types of C atom sites and eight different types of C-C bond in the C,, molecule. The structural chemistry of C, crystals is also much more complex than for C , crystals. At high temperatures an fcc structure is found (a, = 1501 pm). As the temperature is progressively lowered there is a complex series of transitions to rhombohedral, hexagonal, and monoclinic phases [54]. Limited crystal structure studies on the higher Fullerenes, c&8& using scanning tunnelling microscopy [55,56] and micro-diffraction [57]show fcc structures in each case. An excellent monograph on Fullerenes and carbon nanotubes has been published recently [58 1.



2.5 Some properties of the crystallineforms of carbon It is outside the scope of this Chapter to undertake a comprehensive review of structure-property relationships for the different forms of carbon. However, a limited comparison of properties is useful for illustrating the influence of chemical bonding upon the properties of diamond, graphite and BuckminsterfulIerene, C,, Table 4. Carbynes are omitted from the comparison since insufficient is known of their properties. Table 4. Some properties of crystallineforms of carbon property Bond IengtWpm Density/(g.cm" ) Bulk moduludGPa Young's moduiudGPa Melting pointK Thermal conductivitvd



diamond a (cubic) I54 3.52 442 1054 4500 15000 e



graphite (hexagonal) 142,335 2.26 286 1020,36.3 4450 2800.5 *



c 6 a=



(fee) 146,144 1.72 6.8 16 1180



0.4 g a. data fiom [ 5 ] ;b, data from [SI,anisotropic pmperties: a-axis value, c-axis value. c. data from [58];d. W d K - ' ; e, type IIa diamond at 80 K; f, maximum values at -80K; g, value at 300 K.



12 Diamond and graplute have extended network structures, whereas C, crystals are molecular solids in which the molecules are bound together by Van der Waals forces. This is reflected in the low melting temperature of C,, compared with diamond and graphite. The high volumetric density of strong sp' bonds in diamond leads to a very high value of Young's modulus. For s d a r reasons, the value of Young's modulus for graphite in the basal plane is comparable to that of diamond. This is exploited in the development of high modulus carbon fibers that have basal planes preferentially oriented along the fiber axis, see Chapters 4 and 5. However the weak Van der Waals bonding between basal planes in graphite results in a low value of Young's modulus perpendicular to the basal plane that is comparable to that found for C,,, Table 4. Similar arguments can be used to explain the range of bulk modulus values found for the three crystalline forms of carbon. Diamond has the highest known thermal conductivity of any material. The thermal conductivity of graphite is much higher than that of copper in the basal plane, but the value perpenhcular to the basal plane is low. The thermal conductivity of C,, is very low.



3 The Phase and Transition Diagram for Carbon Elucidation of the phase relationships between the different forms of carbon is a difficult field of study because of the very high temperatures and pressures that must be applied. However, the subject is one of great technical importance because of the need to understand methods for transforming graphite and disordered forms of carbon into diamond. The diagram has been revised and reviewed at regular intervals [59-611 and a simplified form of the most recent diagram for carbon [62] is in Fig. 5 Jo
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Fig. 5 . The phase and transition diagram for carbon (simplified from [62]).



I3 Graphte is thermodynamically more stable than diamond at low pressures and the reverse is true at high pressures; the standard free energy for the solid state transition from graphite to diamond is +2.90 kJ.mol-' at 25°C. The equilibrium phase boundary between graphite and diamond increases linearly with temperature and pressure from -1.7 GPa, 0 K to the diamond-graphite-liquid (dg-1) triple point at -12 GPa, 5000 K. The melting line for diamond increases steeply with temperature above the d-g-1 triple point. The melting line for graphite lies between the d-g-1 triple point and the graphite-liquid-vapour triple point at -0.01 1 GPa, 5000 K and it passes through a temperature maximum at -5 GPa, 5200 K. Transitions between the different forms of carbon are characterised by high activation energies so that metastable forms of carbon can persist for long periods under conditions where another form of carbon is thermodynamically stable. The stability of diamonds under ambient conditions is the most obvious example. The region marked 'A' on the diagram defines the pressure, temperature, (P,T) region for the catalysed transformation of graphite to diamond. This is not a solid-solid transformation since the graphite is dissolved in the catalyst and the solute carbon atoms re-precipitate as diamond [6]. The point '€3' defines the much higher threshold P,T values for rapid uncatalysed solid-solid transformation of graphite to diamond, while in the P,T region denoted as 'C', diamond is rapidly converted to graphite by a solid-solid transformation. Various other solid-solid transformations can be produced by appropriate P,T cycles, e.g., rapid shock compressiodquench and flash heating. These are described by Bundy et al, [62] but are omitted from Fig. 6 for the sake of clarity. As an example, 'D' denotes the P,T, region where single crystal graphite is slowly converted to hexagonal diamond by application of a multiaxial stress of at least 12 GPa with the principal stress parallel to the graphite c axis. Liquid carbon is formed at high temperatures and pressures. The balance of evidence, reviewed by Bundy et a1 [62], indicates that liquid carbon is a semimetal and recent work does not support the earlier suggestion that there is an insulating liquid carbon phase. Carbynes have been proposed [63,64] as a thermodynamically stable phase at low pressures and high temperatures (-0.2 GPa, 5000 K) but this remains controversial (see Section 2.3 ). Some theoretical studies [65] inhcate that a metallic form of carbon, BC8, is stable at very high pressures (above -1 TPa). However, other theoretical [66-681 studies suggest that cubic diamond is more stable than possible metallic forms up to 1.3-2.3 TPa. The high pressure-high temperature (up to -2 TPa, 14000 K) phase and transformation diagram for carbon has been reviewed by Sekine [69].



14 4 Carbon Films



The transformations between one form of carbon and another can be classified as follows: a) solid-solid transformations, as between diamond and graphite at points 'B' and 'C' in Fig. 5; b) solid-solute-solid transformations as in the catalysed transformation of graphite to diamond at 'A' in Fig. 5 ; c) solid-liquid-solidtransformations; these occur when solid carbon phases are flash heated to temperatures above the melting line for the solid phase; some examples are described by Bundy et aZ[62]; d) solid-gas-solid transformations in which the product form of carbon is produced by condensation of gaseous carbon species produced by evaporation from the reactant form. The last process is important in the production of carbon films. Gaseous carbon species can be produced from solid carbon phases by electric arc-induced evaporation, by other forms of plasma-assisted and laser-induced evaporation, and also by electron and ion beam sputtering. Metastable carbon films can be produced from the gaseous phase, particurarly under conditions of rapid cooling or quenching. Transformationof the metastable forms to the thermodynamically stable form (i.e., graphite under ambient conditions) is kinetically limited by the high activation energy for the transformation. Some carbynoid forms of carbon, e.g., Carbolite [24], may fall into this category, as do amorphous carbon films (see below). 4.1 Amorphous carbon films



As noted above, amorphous carbon films can be produced from carboncontaining gas phases (physical vapour deposition, PVD). They can also be produced from hydrocarbon-containing gases (chemical vapour deposition, CVD). Both PVD and CVD processes can be thermally-activated or can be plasma- andor electric field-assisted processes (e.g., microwave assisted CVD and ion beam deposition). As a consequence a wide range of processes have been developed to form amorphous carbon films and a correspondmgly complex nomenclaturehas evolved [70, 711. Amorphous carbon films may be broadly classified as: (i) amorphous carbon films, a-C films, deposited from carbon-containing gases with low or zero hydrogen content [72] and (ii) hydrogenated carbon films, a-C:H films, formed from hydrocarbon-containing gases [73,74]. Both types of film contain different amounts of sp2 and sp3 bonded carbon. The amount of sp2 bonded carbon can be estimated from X-ray absorption near edge spectroscopy,



15 XANES, and in a-C:H films the sp2:sp3ratio can be measured directly using nmr spectroscopy [71]. The classification of amorphous carbon films according to carbon bond type and hydrogen content can be represented in a triangular diagram, Fig. 6 [e.g., 701. The comers at the base of the triangle correspond to graphite (100% sp2carbon) and diamond (100% sp3 carbon). The apex represents 100% H, but the upper limit for formation of solid films is defined by the tie line between the compositions of polyethene, -(CH2),,-,and polyethyne, -(CH) , -.



H 0.2



L.L0.8



~



soft a-C:H



1 0.2



0.4



pre-graphitic carbon



40.6 I



hard a-C



soft a-C



Fig. 6. Classification diagram for amorphous carbon films (e.g., [70]).



The majority of a-C films contain mainly sp2 carbon, but the sp3 carbon content can be varied over the range 55.5%; the hardness of the films increase with sp3 content. The H content of a-C:H films can be varied over a wide range and the hardness of a-C:H films is inversely related to the hydrogen content. For both types of films a high sp3 content is produced by ion beam deposition. Films with a very high sp3 content (-SO-90%) and a correspondingly high hardness have been called tetrahedrally-bonded amorphous carbon f h ,ta-C films [70]. Hard a-C:H f i s were called 'diamond-like carbon', DLC, and this term has been used as a generic name for all amorphous carbon films. Thus, as a general rule, hardness increases with sp3 carbon content, as the proportion of 'diamondlike' carbon increases. Conversely, the films become softer as the sp2 carbon content and/or the hydrogen content increases, reflecting the increasing content



16 of 'graphite-like' carbon or 'polymer-like' carbon respectively. Clearly, there is considerable scope for varying properties of the carbon films by careful control of processing parameters. There is evidence for segregation of sp2and sp3bonded carbon in a-C and a-C:H films. The structure of a-C films with a high sp2 carbon content is envisaged as clusters of warped graphitic domains bounded by sp3 carbon [71]. In a-C:H films the extent of segregation of sp2 and sp3 carbon decreases with increasing carbon content. The sp2carbon content of both a-C and a-C:H films increases on heat-treatment in the range 300-600 "C, i.e., there is thermal transformation to graphitic structures; ta-C films are thermally stable to -1000 "C. 4.2 CVD Diamond Films



The standard free energy changes for the process C,, graphite and C,, + diamond are -671.26 and -668.36 kJ-mol-' at 298 K respectively. This comparison shows that the thermodynamic dnving forces for forming graphite and diamond from the vapour phase are similar. Also, the work on amorphous carbon films shows that the proportions of sp2 and sp3 bonded carbon in films formed from the vapour phase can be varied by careful control of processing conditions, Fig. 6. Taken together these considerations suggest that it may be possible to produce films consisting entirely of sp3 carbon, i.e., diamond films, by low pressure CVD processes. This objective was first realised in the early 1980s by Russian and Japanese workers 175-781 and since that time there have been considerable international efforts made to develop and improve the quality of CVD diamond films. +



A large number of CVD diamond deposition technologies have emerged; these can be broadly classified as: thermal methods (e.g., hot filament methods) and plasma methods (direct current, radio frequency, and microwave) [79]. Film deposition rates range from less than 0.1 pmh-' to -1 m h - ' dependmg upon the method used. The following are essential features of all methods. a) A carbon source gas that is rich in hydrogen but dilute (typically -1.0 ~01%) in the carbon-containing gas. The gas mixture may also contain molecular oxygen or oxygen-containing molecules, e.g., CO. Some experiments have also included halogen-containing gases. b) A means of activating the gas to produce free radicals, excited molecular species, or a plasma (see above). c) A temperature-controlled substrate (typically at 500-900 "C). CVD diamond films can be deposited on a wide range of substrates (metals, semi-conductors, insulators; single crystals and polycrystalline solids, glassy and amorphous solids). Substrates can be abraded to facilitate nucleation of the diamond film.



17 The majority of CVD diamond films are polycrystalline, although single crystals can be grown. The chief impurities are non-diamond carbon at grain boundaries in polycrystalhe films and hydrogen (from 300 to 2000 ppm). Other impurities can be avoided by using clean conditions and CVD diamond films with purities similar to natural type IIa diamonds can be grown. CVD diamond films contain a high concentration of dislocations and stresses associated with crystal defects and impurities that can adversely affect the adhesion of the film to the substrate. Emerging applications for CVD diamond filmsinclude heat sinks for electronic devices, optical windows and coatings, and wire drawing dies . The mechanism of growth of diamond films is not understood in detail. A useful perspective is provided by the triangular CHO diagram of Bachmann et al [SO], Fig. 7. This diagram shows that gas compositions for diamond growth for a very wide range of thermal and plasma CVD experiments are defined by a narrow triangular field denoted as the 'diamond domain'. Gas compositions richer in carbon than those in the hamond domain resulted in non-diamond carbon growth, e.g., pyrocarbon. No carbon films form if gas compositions are richer in hydrogen and oxygen than those in the diamond domain. Bachmann et a1 [Solwere also able to link gas compositions in the dlamond domain to the quality of the diamond films obtained. Subsequently, Prijaya et al [Sl] used thermochemical considerations to rationalise the Bachmann diagram. They showed that the diamond domain includes gas compositions that are close to the carbon solubility limit for the excitation temperatures used to activate the gas. Supersaturation occurs on cooling towards the substrate temperature, so creating conditions for carbon deposition.
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Fig. 7.Bachmann diagram for CVD diamond film growth (adapted from [go].)



An understanding of the mechanism of CVD diamond growth requires a knowledge of the thermodynamics and kinetics of a complex sequence of homogeneous gas phase reactions and surface reactions. A detailed kinetic treatment of diamond deposition has been developed by Frenklach and Wang [82]. Clearly, the processing window in which CVD diamond grows favours formation of sp3 carbon rather than the more stable sp2 carbon. The role of hydrogen is crucial and it appears that it both promotes growth and stabilises sp3 carbon at the reaction interface and gasifies or selectively etches sp2carbon. A new, low-pressure, plasma-assisted process for synthesising diamonds has been found by Roy et a1 [83,84]. An intimate mixture of various forms of carbon with one of many metals (e.g., Au, Ag, Fe, Cu, Ni) is exposed to a microwave plasma derived from pure hydrogen at temperatures ranging from 600-1000 "C. Roy et al postulate a mechanism in which a solid solution of atomic hydrogen and the metal, Me, facilitates dissolution of carbon to form molten droplets of Me,-C,-H,. Diamonds nucleate at the surface of the droplets as the temperature is reduced.



5 Carbon Nanoparticles



In addition to diamond and amorphous films, nanostructural forms of carbon may also be formed from the vapour phase. Here, stabilisation is achieved by the formation of closed shell structures that obviate the need for surface heteroatoms to stabilise dangling bonds, as is the case for bulk crystals of diamond and graphite. The now-classical example of closed-shell stabilisation of carbon nanostructures is the formation of C, molecules and other Fullerenes by electric arc evaporation of graphite [38] (Section 2.4). 5.1 Carbon nanotubes



Carbon nanotubes are discussed in more detail in Chapter 2 and so only a brief account of them is given here. In early studies of Fullerenes [85] it was observed that carbon nanotubes, also called carbon tubules, were formed at the cathode in the electric arc apparatus. Carbon nanotubes may be viewed as a cylindrical structure formed from graphene sheets and closed by Fullerenoid end-caps, Fig. 8A. There are single wall carbon nanotubes and multiwall carbon nanotubes, consisting of several nested co-axial single wall tubules. Typical dimensions of multiwall nanotubes are: outer diameter, 2-20 nm, inner diameter, 1-3 nm, lengths 1 pm. The intertubular distance is 340 pm, which is slightly larger than the interplanar distance in graphite. Carbon nanotubes can also be grown from the vapour phase [86].Whether produced from the arc method or from the vapour phase, carbon nanotubes are usually mixed with other forms of
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19 carbon; however, methods for producing substantial quantities of carbon nanotubes in bundle form have been published [87, 881.



Armchair



A



Zig-Zag



spiral



B



Fig. 8. A, Structure of a single wall nanotube; B, schematic illustration of arm-chair, zigzag and spiral forms of single wall nanotubes; the arrows denote the tubule axis.



The structure of carbon nanotubes depends upon the orientation of the hexagons in the cylinder with respect to the tubule axis. The limiting orientations are zigzag and arm chair forms, Fig. 8B. In between there are a number of c h a l forms in which the carbon hexagons are oriented along a screw axis, Fig. 8B. The formal topology of these nanotube structures has been described [89]. Carbon nanotubes have attracted a lot of interest because they are essentially onedimensional periodic structures with electronic properties (metallic or semiconducting) that depend upon their diameter and chirality [90,91]. (Note. After this section was written a book devoted to carbon nanotubes has been published [92], see also [58].) 5.2 Carbon nanocones and multiwall carbon spheres



Carbon nanocones have been observed as free-standing structures among the products of the carbon arc method for producing Fullerenes and carbon nanotubes [93, 941. The hemispherical end-caps on carbon nanotubes contain six pentagons, i.e., half of the number of pentagons in (&. A conical nanostructure occurs when there are less than six pentagons in the end cap. For example, an end-cap containing one pentagon has a cone angle of 19.2" and for an end cap with three pentagons the cone angle is 60". [94]. Carbon nanocones with geometries conforming to these rules have been observed using STM [94] and carbon nanotubes with conical end caps (cone angle -20 ") have been observed using transmission electron microscopy, TEM [95]. Fig. 9A shows a molecular model for the apex of a carbon nanocone incorporating one pentagon and with a cone angle of 19.2" [94].
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Fig. 9. A, Model for the apex of a carbon nanocone with a cone angle of 19.2" [94]; E, polyhedral and spherical forms of a multiwall carbon particle formed from C,, C , and



c,



1981.



Ugarte has shown that faceted carbon particles with structures similar to graphitised carbon black are converted to spherical carbon shell structures under intense electron beam irradiation [96-981. These have been called carbon onions or 'Buckyonions'. The shells have external diameters up to -30 nm and hollow centres with diameters similar to that of the C,, molecule. Ugarte has suggested that the concentric carbon shells are formed about a central C, molecule. Theoretical calculations of the stability of a concentric duplet formed by C,, about C , yield a stabilisation energy of 14 MeV per C atom and an optimal interlayer spacing of 352 pm, close to the value for graphite [99]. Other calculations on the concentric structure formed by CH0about CZa show that a spherical conformation of the two layers is more stable than the analogous polyhedral duplet [98]. Fig. 9B shows a model for a triple wall carbon particle in spherical and polyhedral forms constructed from C6,, Ca0, and C,,, [98]. 6 Engineering Carbons 6.I Introduction



There are many applications for diamonds and related materials, e.g., diamondllke carbon films, and there are potential applications for Fullerenes and carbon nanotubes that have not yet been realised. However, the great majority of engineering carbons, including most of those described in this book, have graphitic microstructures or disordered graphitic microstructures. Also, most engineering carbon materials are derived from organic precursors by heattreatment in inert atmospheres (carbonisation). A selection of technically-



21 important carbons obtained from solid, liquid and gaseous organic precursors is presented in Table 5. Table 5. Precursors for engineering carbons Primary Secondag Example products precitrsor precursor 1



Hydrocarbon gases Petroleum petroleum pitch mesophase pitch Coals coal chars coal tar pitch



Polymers



Biomassb



mesophase pitch polyacrylonitrile phenolic and furan resins polyimides



pyrocarbons, carbon blacks, vapour grown carbon fibres, matrix carbonn delayed coke, calcined coke needle coke, carbon fibers, binder and matrix carbon" mesocarbon microbeads, carbon fibers semi-coke, calcined coke activated carbons premium cokes, carbon fibers, binder and matrix carbons' mesocarbon microbeads, carbon fibers PAN-based carbon fibers glassy carbons, binder and matrix carbons" graphite films and monoliths activated carbons



a. precursor for binder in polygranular carbons and graphites, precursor for matrix in carbon-carbon composites; b, especially wood and nutshells



During carbonisation the organic precursor is thermally degraded by heattreatment at temperatures in the range -450-1000 "C to form products that undergo either condensation or volatilisation reactions, the competition between these processes determining the carbon yield. Fig. 10 provides examples of the chemical processes that occur during carbonisation of the model precursor acenaphthylene [ 1001, Some of the volatilised products produced during carbonisation may be recovered to produce useful secondary precursors for carbons. For example, petroleum pitch and coal tar pitch are secondary precursors that are produced during carbonisation of petroleum and coal, Table 5. Carbons formed after heating up to -1000 "C (pnmary carbonisation) are low-temperature carbons. They are usually disordered without any evidence for three-dimensional graphitic order and they may also retain significant concentrations of heteroelements, especially 0, H, and S , and mineral matter. It is beyond the scope of this chapter to review structure and bonding in each class of engineering carbons listed in Table 5. Instead, a generic description of microstructure and bonding in these materials will be attempted. The evolution in understanding of the structure of engineering carbons and graphites has foIlowed the initial application of X-ray diffraction and subsequent application



22 of electron and neutron diffraction, and high resolution electron microscopy, supplemented by a wide range of other analytical techniques.



further condensation



u Fig. 10. Mechanism of carbonisation of acenaphthylene [ 1001. I, acenaphthylene; 11, V, polyacenaphthylene; 111, biacenaphthylidene; IV, fluorocyclene; dinaphthylenebutadiene; VI, decacyclene; VII, zethrene. Reprinted from [ 1001 courtesy of Marcel Dekker Inc.



6.2 X-ray studies of engineering carbons In the 1930s Hoffman and Wilm [ l o l l found only (hk0) graphte reflections in an x-ray diffraction study of a carbon black. The absence of graphitic (hkl) reflections led them to propose a structure consisting of graphitic carbon layer



23 planes in parallel array but without any three-dimensional order. They also noted from the position of the [002] line that the interlayer spacing, d, was greater than that for the graphite crystal (d = 0.3354 nm). This early concept of the microstructure of an engineering carbon forms the basis of the more refined models that have been developed in subsequent years. Biscoe and Warren [lo21 coined the term 'turbostratic' to describe a parallel stack of carbon layer planes with random translation about the a-axis and rotation about the c-axis. Turbostratic carbon is therefore without three-dimensional order and the turbostratic value of the interlayer spacing d, 0.344 nm, is greater than that for graphite. The dimensions of the turbostratic stack in the a and c crystallographic directions are characterised from the pronounced X-ray line broadening by the width and height, La and L, respectively, as well as the interlayer spacing, d. Values found by Hoffmann and Wilm [101] for a range of technical carbons ranged from La = 2.1-12 nm and L, = 0.9-18 nm; the latter values imply stacks containing from 3 to about 50 layer planes. The broadening of X-ray lines is also influenced by imperfections in the carbon layer planes so that the dimensions of stacks, particularly the width, may be larger than is indicated by La and L, values. High resolution electron microscopic studies lend some support to this view (see Section 6.4). A notable advance was made by Franklin [103J in an X-ray diffraction study of polymer chars. She found that for a low-temperature PVDC char that 65% was in the form of turbostratic carbon and the remainder was an unspecified form of disordered carbon. Subsequently, [1041 FrankIin classified low temperature



carbons into graphitising carbons which develop three-dimensional graphtic order on heat-treatment above 2000 "C and non-graphitising carbons which do not. The structure of graphitising carbons was envisaged an array of turbostratic carbon units that were oriented in near-parallel (pre-graphitic) array; nongraphitising carbons contained turbostratic units in random array that were cross-linked by disorganised carbon, Fig. 11. Franklin's classification is now recognised as oversimplified, since there is a near-continuum from graphitising to non- graphitising microstructures. Nevertheless, the concepts of graphitising and non-graphitising carbons are useful and they have been retained. Amorphous carbon films of the type a-C and a-C:H produced by physical or chemical vapour deposition from the gas phase contain varying amounts of sp2 and sp3 bonded carbon atoms, see section 4.1. The possibility of both sp2 and sp3 bonded atoms in carbons produced by carbonisation of organic precursors has been considered by a number of workers. The presence of sp3 bonded carbon, particularly in the disorganised carbon that links the carbon layer planes in non-graphitising carbons, seems reasonable in principle. In an X-ray study No& and co-workers [ 105 ] obtained radial distribution hnctions for a glassy carbon and proposed that some sp3carbon atoms were present. However, a later high resolution X-ray study of a high temperature glassy carbon by Wignall and



24 Pings [106], and a neutron diffraction study by Mildner and Carpenter [107], both concluded that there is no clear evidence for sp3 carbon and that the rachal distribution functions can be satisfactorily indexed to a hexagonal mays of carbon atoms. A similar conclusion was reached in a recent neutron diffraction study of activated carbons by Gardner et al [1081.
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B



Fig. 11. Schematic models for the structure oE A, graphitising carbons, and B, nongraphitising carbons [104]. 6.3 The carbonaceous mesophase



It is now known that the development of graphitising carbons depends upon the formation of a liquid crystal phase called the carbonaceous mesophase during a fluid stage in carbonisation. The mesophase appears initially as small, optically anisotropic spheres growing out of an optically isotropic fluid pitch. The mesophase spheres contain polynuclear aromatic hydrocarbons (molecular weight 2000) in parallel arrays [l09], Figs. 12A, 12Ba). As carbonisation proceeds, higher molecular weight hydrocarbons are formed by condensation and these are incorporated into the mesophase. With growth and coalescence of the mesophase, there is eventually a phase inversion when the coalesced mesophase becomes the dominant phase, Fig. 12Bb). Condensation and polymerisation proceed as the carbonisation temperature is raised until eventually the material solidifies into a semi-coke, Fig. 12Bc). The relics of the coalesced mesophase in the semi-coke have complex anisotropic structures that contains disclinations that can be used to deduce their molecular orientation [110]. The essential point is that the coalesced mesophase generates a pregraphitic structure that can be developed into graphite on high temperature heattreatment. The carbonisation of polyacenaphthylene, Fig. 10, is an example of a process that involves the formation of mesophase. By contrast, the carbonisation of precursors of non-graphitising carbons does not involve the formation of mesophase. Either, the non-graphitising precursor is extensively cross-linked, as in the case of phenolic resins, or cross-linking reactions occur in the early stages of carbonisation.
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Fig. 12. A, Schematic representation of parallel arrays of polynuclear aromatic hydrocarbon molecules in a mesophase sphere. B, a) isolated mesophase spheres in an isotropic fluid pitch matrix; b) coalescence of mesophase; c) structure of semi-coke after phase inversion and solidification.



Carbon layer planes in low temperature carbons are highly defective and they have heteroelements bound to their edges. Heat treatment of graphitising carbons brings about an improvement in microstructural order, elimination of heteroelements and eventually the development of a three-dimensional graphite crystal structure. Abundant X-ray studies of a wide range of graphitising carbons, Fig. 13, show that the stack width, La, for graphitising carbons increases almost exponentially with heat-treatment temperature, HTT, from -5 nm at HTT -1500 "C to -35-65 nm at HTT = 2800 "C; the stack thickness, L,, increases in a similar fashion from -2-6 nm at HTT -1400 "C to -15-60 nm at HTT = 3000 "C [112]. At the same time the interlayer spacing d decreases from the turbostratic value, 0.344 nm, towards the value for graphte, 0.335 nm. By contrast, the stack dimensions of non-graphitising carbons increase only slightly with HTT accompanied by small decreases in interlayer spacings [ 104, 1131.
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Fig. 13. Increase in stack width parameter, La, with heat treatment temperature, HTT, for some graphitising cokes, [Adapted from 1121.



6.4. Electron microscopical studies of engineering carbons The microstructural model for disordered carbons has been greatly elaborated following the application of high resolution transmission electron microscopy. The early work by Ban [ 1 141 and Jenkins et a1 [ 1151 lead to the development of the ribbon model for glassy carbon, Fig. 14, which envisages the non-graphitic structure as a network of twisted and folded carbon layer planes. Interestingly, this microstructural model for carbons was perhaps the first to depart from the flat graphite layer model and introduce concepts of curvature that can now be rationalised using microstructural elements borrowed from Fullerenes and nanotubes. However, the Jenkins model is essentially intuitive and later workers [ 1 161 have cautioned against the use of such simplistic readings of electron microscopical images. Perhaps the most elaborate and extensive electron microscopical studies of carbonaceous materials were carried out by Agnes Oberlin and her group [ 1161 who showed that a great deal of microstructural information on carbons can be obtained using a combination of selected area diffraction and dark field and light field imaging. For all carbons, Oberlin defines a basic structural unit, BSU, as a parallel stack of two to four layer planes each containing less than 10-20 aromatic rings. A related concept is local molecular ordering, LMO, which consists of an array of BSU with a near-common orientation, Fig. 15. In non-



27 graphitising carbons there is a high degree of misorientation of BSU so that LMO is small or non-existent, whereas in graphitising carbons the misorientation between adjacent BSU is small and consequently there is extensive LMO extenlng to the order of microns.
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Fig. 14. The ribbon model for the microstructure of a glassy carbon [ 1 151.



Fig. 15. A schematic model illustrating the concepts of basic structural unit, BSU, and local molecular ordering, LMO [e.g., 1161.



28 The Oberlin group have elaborated the mechanism of graphitisation as shown in Fig. 16. Earlier work on graphitisation mechanisms has been reviewed on several occasions [117-1191. In stage 1, up to HTT = 1000 "C, the carbons contains flat BSU with a high degree of misorientation. Between 1000 and 1500 "C (stage 2) the BSU grow &cker and columnar arrays of BSU (like stacks of coins) develop with misoriented BSU trapped between them. In stage 3, between HTT = 1500 to 2000 "C the misorientation between the columns of BSU decreases, so that extensive, but distorted, carbon layer planes can form by coalescence of adjacent BSU. The fmal stage, above HTI' = 2000 "C, involves the annealing out of defects within the distorted carbon layer planes, so that perfect flat carbon layer planes are produced that allow the formation and growth of graphite crystallites.
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Fig. 16. The mechanism of graphitisation (Reprinted from [ 1161 by courtesy of Marcel Dekker Inc.



7 Concluding Remarks The majority of engineering carbon materials have more-or-less disordered microstructures that are based on that of graphite and in which, therefore, sp2 carbon bonding is dominant. The degree of graphitic order varies widely from very low values for glassy carbons derived from polymer resins [ 1131 to highly graphitic microstructures, e.g., in HOPG [14]. Engineering carbons are also



29 manufactured in an astounding range of physical forms: powders, granules, beads, films, foams, fibers, textiles, composites, and monoliths, and in sizes that range from sub-micron carbon aerogels to arc furnace electrodes with dimensions of several metres. The steady development of graphtic carbon materials over many years has been complemented by recent developments in amorphous carbon films with mixed sp' and sp3 bonding and, especially rapid developments in CVD diamond films with sp3 carbon bonds. However, the discoveries of Fullerenes and related materials represent the most exciting new developments in carbon science. Indeed, these discoveries have resulted in a paradigm shift in om perception of chemical bonding and microstructure in carbon materials and have helped to stimulate further advances in various areas of carbon science and technology that are discussed elsewhere in this book.
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The structure-property relations of fullerenes, fullerene-derived solids, and carbon nanotubes are reviewed in the context of advanced technologies for carbonbased materials. The synthesis, structure and electronic properties of fullerene solids are then considered, and modiJications to their structure and properties through doping with various charge transfer agents are reviewed. Brief comments are included on potential applications of this unique,familyof new mateviuls.



1 Introduction



Fullerenes and carbon nanotubes are unique, respectively, in the larger family of carbon-based materials as interrelated prototypes for zero-dimensional quantum dots and one-dimensional quantum wires. The fullerene molecule is the fundamental building block of the crystalline phase, and through doping and chemical reactions, forms the basis of a large family of materials, many having especially interesting properties. Likewise, carbon nanotubes, which are capped at each end by half of a fullerene, have aroused great interest in the



research community because of their exotic electrical and mechanical properties. The unique properties of fullerenes and carbon nanotubes described in this chapter are also expected to be of interest for practical applications. In 1985, the existence of a stable molecule or cluster with 60 carbon atoms (designated as 0 ) was established experimentally by mass spectrographic analysis [l], and it was conjectured that the CSOcluster was a molecule with icosahedral symmetry. The name of “fullerene” was given to the family of closed cage carbon molecules by Kroto and Smalley [l] because of their resemblance to the geodesic domes designed and built by R. Buckminster Fuller [2]. The name “buckminsterfullerene”or simply “buckyball” was given specifically to the c 6 0 molecule. In the early gas phase work, the fullerene molecules were produced by the laser vaporization of carbon from a graphite target in a pulsed jet of helium [1, 31. In the fall of 1990, a new crystalline form of carbon, based on c60, was synthesized for the first time by Kratschmer, Huffman and co-workers [4]. Their discovery of a simple method using a carbon arc for preparing gram quantities of c 6 0 and C70 represented a major advance to the field because previous synthesis techniques could only supply trace quantities [1, 51. The availability of large quantities of c 6 0 and C70 fullerenes provided a great stimulus to this research field. It was soon found [6, 7‘Jthat the intercalation of alkali metals into solid c 6 0 to a stoichiometry M&o (where M = K, Rb) could greatly modify the electronic properties of the host fullerene lattice, yielding not only metallic conduction, but also relatively high transition temperature (18 5 T,5 40K) superconductors [8]. The discovery of relatively high temperature superconductivity [9, lo] in these compounds (see 52.6.2) further spurred research activity in this field of (260-relatedmaterials. Regarding a historical perspective on carbon nanotubes, very small diameter (less than 10 nm) carbon filaments were observed in the 1970’s through synthesis of vapor grown carbon fibers prepared by the decomposition of benzene at 1100°C in the presence of Fe catalyst particles of -10 nm diameter [ l l , 121. However, no detailed systematic studies of such very thin filaments were reported in these early years, and it was not until Iijima’s observation of carbon nanotubes by high resolution transmission electron microscopy (HRTEM) that the carbon nanotube field was seriously launched. A direct stimulus to the systematic study of carbon filaments of very small diameters came from the discovery of fullerenes by Kroto, Smalley, and coworkers [l]. The realization that the terminations of the carbon nanotubes were fullerene-like caps or hemispheres explained why the smallest diameter carbon nanotube observed would be the same as the diameter of the c60 molecule, though theoretical predictions suggest that nanotubes are more stable than fullerenes of the same radius [13]. The Iijima observation heralded the entry of many scientists into the field of carbon nanotubes, stimulated especially by the un-



37 usual quantum effects predicted for their electronic properties. Independently, Russian workers also reported discovery of carbon nanotubes and nanotube bundles, but generally having much smaller aspect (length to diameter) ratios [14, 151. This article reviews the structure and properties of fullerenes, fullerene-based materials and carbon iianotubes in the context of carbon materials for advanced technologies. 2 Fullerenes and Fullerene-based Solids 2.1



Synthesis



Fullerene molecules are usually synthesized using an ac discharge between graphite electrodes in approximately 200 torr of He gas. The heat generated between the electrodes evaporates carbon to form soot and fullerenes. Typically the fullerene-containing soot, has up to -15% fullerenes: c 6 0 (-13%) and C70 (-2%)). The fullerenes are extracted from the soot and separated according to their mass, size or shape, using techniques such as liquid chromatography, and a solvent such as toluene. A variety of techniques and experimental conditions have been employed in the synthesis and separation (purification) of fullerenes, depending on the desired mass distribution, mass purity, and cost. Property measurements of fullerenes are made either on powder samples, films or single crystals. Microcrystalline c 6 0 powder containing small amounts of residual solvent is obtained by vacuum evaporation of the solvent from the solution used in the extraction and separation steps. Pristine c 6 0 films used for property measurements are typically deposited onto a variety of substrates (e.g., a clean silicon (100) surface to achieve lattice matching between the crystalline c 6 0 and the substrate) by sublimation of the C60 powder in an inert atmosphere (e.g., Ar) or in vacuum. Single crystals can be grown either fron? solution using solvents such as CS2 and toluene, or by vacuum sublimation [16, 17, IS]. The sublimation method yields solvent-free crystals, and is the method of choice. Doping is used to modify the properties of fullerenes, particularly their electronic properties. Although fullerene solids (called fullerites) can be doped in three ways (endohedrally, substitutionally, and exohedrally), the exohedral doping has been of primary interest. Endohedral doping denotes the addition of a rare earth, an alkaline earth or an alkali metal ion into the interior of the c 6 0 molecule. This step in the synthesis must occur while the molecule is being formed since dopant atoms cannot penetrate the fully formed fullerene cage. As an example of the notation used to denote an endohedral fullerene, La@C60 denotes one endohedral lanthanum in C60, or



Y2@C82 denotes two Y atoms inside a C8z fullerene [19]. Thus far, only small quantities of endohedrally-doped fullerenes have been prepared and only limited investigations of endohedrally-doped crystalline materials have been reported but steady progress is being made both in synthesis and in properties measurements [20]. A second doping method is the substitution of an impurity atom with a different valence state for a carbon atom on the surface of a fullerene molecule. Because of the small carbon-carbon distance in fullerenes (1.444, the only species that can be expected to substitute for a carbon atom in the cage is boron. There has also been some discussion of the possibility of nitrogen doping, which might be facilitated by the curvature of the fullerene shell. However, substitutional doping has not been widely used in practice @1]. The most common method of doping fullerene solids is exohedral doping (also called intercalation if the solid C ~ host O is formed first). In this case, the dopant (e.g, an alkali metal or an alkaline earth, M) is diffused into the interstitial positions between adjacent molecules (exohedral locations). Charge transfer takes place between the M atoms and the fullerene molecules, so that the M atoms become positively charged ions and the fullerene molecules become negatively charged with the additional electrons delocalized in T orbitals over the surface of the molecule. With exohedral doping, the conductivity of fullerene solids can be increased by many orders of magnitude f22]. Doping fullerenes with acceptors has been considerably more difficult than with donors because of the high electron affinity of CSO[23,24], though examples of stable compounds with acceptor-type dopants have been synthesized [7]. Among the alkali metals, Li, Nay K, Rb, and Cs and their alloys have been used as exohedral dopants for CSO[25, 261, with one electron typically transferred per alkali metal dopant. Although the metal atom dausion rates appear to be considerably lower, some success has also been achieved with the intercalation of alkaline earth dopants, such as Ca, Sr, and Ba [27,28,29], where two electrons per metal atom M are transferred to the c60 molecules for low concentrations of metal atoms, and less than two electrons per alkaline earth ion for high metal atom concentrations. Since the alkaline earth ions are smaller than the corresponding alkali metals in the same row of the periodic table, the crystal structures formed with alkaline earth doping are often different from those for the alkali metal dopants. Except for the alkali metal and alkaline earth intercalation compounds, few intercalation compounds have been investigated for their physical properties. Fullerene chemistry leading to novel fullerenelike molecules with new chemical groups that are radially attached has become a very active research field, largely because of the uniqueness of the c60 molecule and the variety of chemical reactions that appear to be possible [30, 311. Many new fullerenebased molecules have already been synthesized and characterized chemically,
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Fig. 1. (a) The icosahedral CSOmolecule (soccer ball). @) The C70 molecule as a rugby-bail-shaped molecule. Two C80 isomers: (c) the CSOmolecule as an extended rugby-ball-shaped molecule. (d) The CSOmolecule as an icosahedron.



and a few of these molecules have been incorporated into crystal structures. The chemical additions are made at or across the double (C=C)bonds located at the fusion of two hexagons (Fig. 1). Attention has also been given to functional groups which lead to water-soluble products. 2.2



Structural Properties



Since the structure and properties of fullerene solids are strongly dependent on the structure and properties of the constituent fullerene molecules, we first review the structure of the molecules, which is followed by a review of the structure of the molecular solids formed from c60, Cy0 and higher mass fullerenes. and finally the structure of c 6 0 crystals. 2.2.1



Structure of molecular c 6 0



The 60 carbon atoms in c 6 0 are in potential minima located at the vertices of a regular truncated icosahedron. Every carbon site on the c 6 0 molecule is equivalent to every other site [see Fig. l(a)], consistent with a single sharp line in the NMR spectrum [32, 331. All the C-atoms reside at a distance of -3.55A from the center of the molecule. The average nearest-neighbor carbon-carbon (C-C) distance ac-c in c 6 0 (1.44A) is almost identical to that in graphite (1.42A). Each carbon atom in c60 (and also in graphite) is trigonally bonded to three nearest-neighbor carbon atoms, and in some sense, the C60 molecule can be considered as a “rolled-up” graphene sheet (a single layer of crystalline graphite). The regular truncated icosahedron has 20



40 hexagonal faces and 12 additional pentagonal faces to form a closed shell, in keeping with Euler’s theorem, which states that a closed surface consisting of hexagons and pentagons has exactly 12 pentagons and an arbitrary number of hexagons [21]. Pentagons or heptagons are required to form curved surfaces; the flat graphene sheet contains only hexagonal rings. The symmetry operations of the icosahedral CSOmolecule consist of the identity operation, 12 five-fold axes through the centers of the pentagonal faces, 20 three-fold axes through the centers of the hexagonal faces, and 15 two-fold axes through centers of the edges joining two hexagons. Each of the 60 rotational symmetry operations can be compounded with the inversion operation, resulting in 120 symmetry operations in the icosahedral point group 1, [34]. Molecules with 1h symmetry, c 6 0 being the most prominent example, have the highest degree of symmetry or possess the largest number of symmetry operations of any known molecule. From Euler’s theorem on the structure of general polyhedra, it follows that the smallest geometrically possible fullerene is CZOwhich would form a regular dodecahedron with 12 pentagonal faces. It is, however, considered energetically unfavorable for two pentagons to be adjacent to each other (referred to as the isolated pentagon rule) since two adjacent pentagons would lead to a very high local curvature and therefore high strain on the fullerene molecule. Therefore, CZOis relatively unstable. Since the addition of a single hexagon adds two carbon atoms, all fullerenes must have an even number of carbon atoms, in agreement with the observed mass spectra for fullerenes [3]. Although each carbon atom in CSOis equivalent to every other carbon atom, the three bonds emanating from each atom [see Fig. l(a)] are not completely equivalent. Each of the four valence electrons of the carbon atoms are engaged in covalent bonds, so that two of the three bonds (along the pentagon edges) are electron-poor single bonds, and one (between two hexagons) is an electron-rich double bond. The structure of c60 is stabilized by introducing a small distortion of the bond lengths to form the KekulC structure of alternating single and double bonds around the hexagonal face, with the single bonds increased from the average bond length of 1.44A to 1.46A, while the double bond lengths are decreased to 1.40A [35, 361. The KekulC structure gives rise to a truncated icosahedron with I , symmetry, with the same point group symmetry as the regular truncated icosahedron where all bond lengths are identical. Since each carbon atom on a CSOmolecule has its bonding requirements fully satisfied, solid c60 is expected to form a van der Waals bonded solid with a semiconducting energy gap in the electronic density of states comparable to the molecular HOMO-LUMO gap (-1.9 eV, ie., the gap between the highest occupied molecular orbital and the lowest unoccupied molecular orbital).



41 2.2.2



Structure of C ~ and O higher fullerenes



In the synthesis of C60, largermolecular weight fullerenes C, (n > 60) are also formed, by far the most abundant being G o . However, sufficient quantities of c 7 6 , c78, and Cg4 have also been isolated to be studied in some detail. c 7 0 has been found to exhibit a rugby ball shape [37], and its form can be envisioned either by adding a ring of 10 carbon atoms or a belt of 5 hexagons around the equatorial plane of the c 6 0 molecule oriented normally O to one of the five-fold axes [see Fig. le)].In contrast to the C ~ molecule with Ih symmetry, the C70 molecule has the lower symmetry Dsh which is a subgroup of I (lacking inversion symmetry). Careful chromatographic separations [7, 381 have shown that higher fullerenes can form isomers, i. e., a given number n of carbon atoms C, can form molecules with different geometrical structures [37,39]. As an illustration, CSOmight be formed in the shape of an elongated rugby ball prepared by adding two rows of 5 hexagons normal to a five-fold axis of c 6 0 at the equator [see Fig. 1(c)]; an icosahedral form of Cgo can also be specified as shown in Fig. l(d). Another example of a family of fullerene isomers is c78 which has 5 distinct isomers, none of which are icosahedral [40].



2.2.3 Crystalline c 6 0 In the solid state, the c 6 0 molecules crystallize into a cubic structure with a lattice constant of 14.17& a nearest neighbor CSO-CSOdistance of 10.02A [41], and a mass density of 1.72 g/cm3 (corresponding to 1.44 x102' c 6 0 molecules/cm3). Taking advantage of both the nearly spherical shape and the weak intermolecular bonding, the C60 molecules at thermal energies corresponding to room temperature, each rotate rapidly about their equilibrium lattice position with three degrees of rotational freedom. In this rapidly rotating state, the molecules are equivalent and are arranged on a face centered cubic (fcc) lattice (space group 0; or F m h ) with one c 6 0 molecule per primitive fcc unit cell, or 4 molecules per conventional simple cubic unit cell [see Fig. 2(a)] [43, 44, 451. Relative to the other allotropic forms of carbon, solid c 6 0 is relatively compressible,with an isothermal volume compressibility of 6.9 x cm2/dyn [35], which is about two times greater than graphite, which is highly compressible only in the c-axis direction. Below a temperature of Tol N 260 K, the c 6 0 molecules completely lose two of their three degrees of rotational freedom, and the residual degree of freedom is a ratcheting rotational motion for each of the four molecules within the unit cell about a different (111) axis [43, 45, 46, 471. The structure of solid c60 below To1 becomes simple cubic (space group 2'; or P a 3 with a lattice constant a0 = 14.17A and four c 6 0 molecules per unit cell, as the four oriented molecules within the fcc structure become inequivalent [see Fig. 2(a)] [43, 451. Supporting evidence for the phase transition at To1 N 260 K is



42



C60 (fcc) (a) bet



c60



( e ) bcc



MCGO



(b) fcc



MbC60



(f) bct



M ~ G o (c) fcc



M6CbO



(g) brc



M3C60



(a) fcc



MGCGO (11)



fer



Fig. 2. Structures for the solid (a) fcc c60,(b) fcc MC60, (c) fcc Mac60 (d) fcc M3C60, (e) hypothetical bcc c60, (f) bct M4C60, and two structures for M6C60: (g) bcc M6C60 for (M= K, Rb, Cs), and (h) fcc M6C60 which is appropriate for M = Na, using the notation of Ref [42]. The notation fcc, bcc, and bct refer, respectively, to face centered cubic, body centered cubic, and body centered tetragonal structures. The large spheres denote c 6 0 molecules and the small spheres denote alkali metal ions. For fcc M3C60, which has four c60 molecules per cubic unit cell, the M atoms can either be on octahedral or tetrahedral symmetry sites. Undoped solid c 6 0 also exhibits the fcc crystal structure, but in this case all tetrahedral and octahedral sites are unoccupied. For (g) bcc M6C60 all the M atoms are on distorted tetrahedral sites. For (f) bct M4C60, the dopant is also found on distorted tetrahedral sites. For (c) pertaining to small alkali metal ions such as Na, only the tetrahedral sites are occupied. For (h) we see that four Na ions can occupy an octahedral site of this fcc lattice.



43 provided by many property measurements [21]. As the temperature is lowered below 260 K, further ordering of the C60 molecules occurs, whereby adjacent e60 molecules develop correlated orientations. In this low temperature structure, the relative orientation of adjacent molecules is stabilized by aligning an electron-rich double bond on one molecule opposite the electron-poor pentagonal face of an adjacent molecule to achieve a minimum in the orientational potential energy. Another structure with only slightly higher energy places the electron-rich double bond of one (260 molecule opposite an electron-poor hexagonal face. This orientation can be achieved from the lower energy orientation described above by rotation of the Cso molecule by 60" around a (111) axis [4q. As the temperature T is lowered below 260 K, the probability of occupying the lower energy configuration increases 1461. The mechanism by which partial orientational alignment is achieved is by the ratcheting motion of the CSOmolecules around the (111)axes as they execute their hindered rotational motion. The ratcheting motion begins below the 260 K phase transition and continues down to low temperatures. Since the icosahedral Cso molecules lack four-fold symmetry axes, it is not possible to achieve full molecular alignment of CG0molecules in a cubic crystal structure with 4-fold axes. The residual orientational disorder that results is called merohedral disorder, which gives rise to an important scattering process for the transport properties of fullerene solids. 2.2.4 Crystalline C70 and higher fullerenes The crystal structure of C70 is more complex than that of crystalline c 6 0 [48, 49, 50, 51, 521, and has been studied in much detail. Less detailed structural information is available for the higher mass fullerenes. At high temperature (T >> 340 K), the fcc phase (a = 1Ei.OlA) of C70 with freely rotating molecules is most stable, but since the ideal hexagonal close packed @cp)phase with e/u = 1.63 is almost equally stable, fcc crystals Of C70 tend to be severely twinned and show many stacking faults. A transition to another hcp phase with a = b = lO.llA and a larger c / u ratio of 1.82 occurs at -340 K. This larger e/a ratio is associated with the orientation of the C70 molecules along their long axis, as the free molecular rotation (about any axis) that is prevalent in the higher temperature phase evolves into a free rotation about the 5-fold axis of the C70 molecule [49, 521. As the temperature is further lowered to -280 K, the free rotation about the e-axis also becomes frozen, resulting in a monoclinic structure with the high symmetry axis along the e-axis of the hcp structure. The higher mass fullerenes (C76, CS4), with multiple isomers of different shapes, also crystallize in the fcc structure at room temperature, with an fcc where n is the lattice constant which is approximately proportional to n1I2, number of carbon atoms in the fullerene [53].
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Fig. 3. Crystal structure of the cornpoundCso(S8)zCSz projected normal to the a-axis. Large circles denote CSO,small circles denote sulfur, black balls denote carbon. In this structure, the C ~ O - C distance ~O is nearly 11 8, and the diameter of the C ~ molecule O has been reduced relative to the other atoms for clarity [54].



2.2.5 Doped c 6 0 crystals Several stable crystalline phases for exohedrally doped (or intercalated) solid have been identified. Most widely studied are the crystalline phases formed by intercalation of alkali metals, though some structural reports have been given for fullerene-derived crystals doped with alkaline earths [27]. In this review, we focus attention primarily on doped c60 materials where charge transfer occurs. However, clathrate c 6 0 compounds involving organic spacer molecules, where there is no significant charge transfer, also show some interesting crystal structures such as that for c6O(sS)Cs2 (see Fig. 3) [54]. As more (&-based compounds are synthesized, we can expect further studies of their crystalline structure and properties. c60



When c 6 0 is doped with the alkali metals (M = Na, K, Rb, Cs), stable crystalline phases are formed for the compositions MlCso, M3C60, M4C60, and [21,42,55,56]. The phase diagram for KzC60, illustrated in Fig. 4 [57], shows stability regions for the rock salt phase of K1C60, the fcc phase of K3C60, the bct phase of KsCso, and the bcc phase of I(6c60. The phase diagram for KzC60, stable regions are illustrated in the cross-hatched areas of this binary phase diagram [57], and the location of the guest species relative to the fullerenes is shown in Fig. 2. At lower temperatures (not shown in Fig. 4), the MlC60 phase is transformed into a polymer chain structure with short c 6 0 - c 6 0 bonds between molecules along the chain direction. For the alkali metal doped c 6 0 compounds, charge transfer of one electron per M atom to the c 6 0 molecule occurs, resulting in M+ ions at the tetrahedral and/or octahedral symmetry interstices of the cubic c 6 0 host structure. For the composition M3C60, the resulting metallic crystal has basically the fcc structure (see Fig. 2). Within this structure the alkali metal ions can sit on either tetragonal symmetry (1/4,1/4,1/4) sites, which are twice as numerous as the octahedral (1/2,0,0) sites (referenced to a simple cubic coordinate system). The electron-poor alkali metal ions tend to lie adjacent to a C=C double
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46 bond, thereby orienting the c 6 0 molecules somewhat, and restraining their rotational degrees of freedom [58]. From the standpoint of the nearest neighbors, the K+ ions in K3C60 are surrounded by either four C;: ions (tetrahedral site) or six C;: ions (octahedral site). For the tetrahedral sites, the radius of the cavity available to a K' ion is 1.12A while for an octahedral site it is 2.07A [41]. The structure of the doped c 6 0 shows different orientational alignments because of differences in the orientational potentials experienced by the fullerenes. The shortest distance between a K+ ion at a tetrahedral site and a carbon atom on a freely rotating C60 molecule is 2.66A [41]. It is of interest to note that the Cs+ ion is too large to form a stable C S ~ C G O compound with the Fmzm Fcc structure [44], unless pressure is applied [lo]. The structure of the alkaline-earth metal compound Ca,C6o (for y 5 5 ) follows the same space group Fm%n as for the heavy (M = K, R b and Cs) alkali metal MzC60 compounds (z 5 3) [27] and the Ca ions occupy both tetrahedral and octahedral sites. Because of the smaller size of the calcium ion, the octahedral sites can accommodate multiple Ca ions, and it is believed that up to three Ca ions can be accommodated in a single octahedral site [27]. Ba6Cso and Sr6C60, in contrast, exhibit different crystal phases, such as the AI 5 and other bcc phases [28, 591. 2.3 Electronic Properties



Because of their weak intermolecular forces, the undoped fullerenes form molecular solids. Thus, their electronic structures are expected to be closely related to the electronic levels of the isolated molecules. Referring to Fig. la, each carbon atom in c 6 0 has two single bonds along adjacent sides of a pentagon and one double bond between two adjoining hexagons, thereby accounting for the bonding for the four valence electrons for carbon, indicating that fullerenes should be semiconductors. If these bonds were coplanar, they would be very similar to the sp2 trigonal bonding in graphite. The curvature of the c 6 0 surface causes the planar-derived trigonal orbitals to hybridize, thereby admixing some sp3 character to the sp2 bonding. The shortening OF the double bonds and lengthening of the single bonds in the KekulC arrangement of the C ~ molecule O strongly influence the electronic structure near the Fermi level. The nature of the electronic states for fullerene molecules depends sensitively on the number of .rr-electrons in the fullerene. The number of 7r-electrons on the c 6 0 molecule is 60 (i.e., one 7r electron per carbon atom), which is exactly the correct number to fully occupy the highest occupied molecular orbital (HOMO) level with h, icosahedral symmetry. In relating the levels of an icosahedral molecule to those of a free electron on a thin spherical shell (full rotational symmetry), 50 electrons fully occupy the angular momentum states of the shell through t = 4, and the remaining 10 electrons are available
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5



Degeneracy Fig. 5. Calculated electronic structure by the LDA method of (a) an isolated molecule and (b) fcc solid CSOwhere the direct band gap at the X-point is 1.5 eV [60].



for filling the t = 5 angular momentum state for which the lowest energy multiplet in icosahedral symmetry is an h, state that can accommodate 10 electrons [see Fig. 5(a)]. The most extensive calculations of the electronic structure of fullerenes so far have been done for (260. Representative results for the energy levels of the free c 6 0 molecule are shown in Fig. 5(a) [60]. Because of the molecular nature of solid c 6 0 , the electronic structure for the solid phase is expected to be closely related to that of the free molecule [61]. An LDA calculation for the crystalline phase is shown in Fig. 5(b) for the energy bands derived from the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) for CSO,and the band gap between the LUMO and HOMO-derived energy bands is shown on the figure. The LDA calculations are one-electron treatments which tend to underestimate the actual bandgap. Nevertheless, such calculations are widely used in the fullerene literature to provide physical insights about many of the physical properties. Calculations for CSOin the LDA approximation [62, 601 yield a narrow band (-0.4-0.6 eV bandwidth) solid, with a HOMO-LUMO-derived direct band gap of -1.5 eV at the X point of the fcc Brillouin zone. The narrow energy bands and the molecular nature of the electronic structure of fullerenes are indicative of a highly correlated electron system. Since the HOMO and LUMO levels both have the same odd parity, electric dipole transitions between these levels are symmetry forbidden in the free C ~ molecule. O In the crystalline solid, transitions between the direct bandgap states at the r and X points in the cubic Brillouin zone are also forbidden, but are allowed at the lower symmetry points in the Brillouin zone. The allowed electric dipole



48 transitions between one-electron states for the free c 6 0 molecule are indicated by arrows in Fig. 5(a). Doping c 6 0 with an alkali metal transfers electrons to the LUMO levels, which because of their tl, symmetry (Fig. 5) can accommodate three spin up and three spin down electrons. Assuming one electron to be transferred to the c 6 0 molecule per alkali-metal atom dopant, the LUMO levels are expected to be half occupied at the alkali metal stoichiometry MJC60 and totally full at M6C60, leading to a filled shell configuration. Thus M6C60 would be expected to be semiconducting with a band gap between the tlu- and tZgderived bands (see Fig. 5), while M3C60 should be metallic. Consistent with these arguments, a large increase in optical absorptivity (due to free carriers) in MzC60 is observed and the electrical resistivity drops precipitously with alkali metal doping as IC + 3; this observation supports the metallic nature of M3C60. Below -0.5 eV, the free electron contribution to the optical properties is dominant, and above -0.5 eV, interband transitions from the partially occupied t l , level to the higher lying tl, level take place. Fermi surface calculations for K3C60indicate a hole Fermi surface around the I?-point which contributes about 12% to the density of states at the Fermi surface [63, 641. These calculations also indicate a larger and more complicated Fermi surface consisting of both electron and hole orbits which contribute the remaining 88% to the density of states. All of these states near the Fermi surface are primarily derived from the tl, molecular orbitals. Because of the weak interaction of the molecules with each other and with the alkali metal dopants, solid M3C60, is close to being an ideal molecular solid having energy levels with little dispersion, thus giving rise to a very high density of states near the Fermi level. This property is important to the occurrence of superconductivity in M3C60 and to the high T, values that are observed. The total density of states at EF is estimated to be -13/eV/C60 molecule per spin state [64, 651. Calculated values for the effective mass m* based on a band model yield 1.3me (where me is the free electron mass) for the t1,-derived conduction band of c 6 0 and 1.5me and 3.4me for the h,-derived valence bands [62]. 2.4 Optical Properties



Since the optical transitions near the HOMO-LUMO gap are symmetryforbidden for electric dipole transitions, and their absorption strengths are consequently very low, study of the absorption edge in c 6 0 is difficult from both an experimental and theoretical standpoint. To add to this difficulty, c 6 0 is strongly photosensitive, so that unless measurements are made under low light intensities, photo-induced chemical reactions take place, in some cases giving rise to irreversible structural changes and polymerization of the
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Fig. 6. Optical density vs wavelength for (260 in hexane solution. The optical density vs wavelength data for long waveiengths are shown on an expanded scale [67].



CSOsamples [66]. At higher photon energies, dipole-allowed transitions can occur, and the optical absorption increases dramatically. Results for the optical absorbance of C60 molecules in solution (hexane) are shown in Fig. 6 as the optical density [which is defined as loglo( l/transmittance)] vs wavelength in the ultraviolet (UV)-visible range (200 - 700 nm) [67]. The strong absorption bands in the figure (below -400 nm in wavelength or above -2.9 eV in energy) are identfied in the one-electron model with electric dipole-allowed transitions between occupied (bonding) and empty (antibonding) molecular orbitals denoted in Fig. 5(a) by either the h, + t l , or h, + tl, transitions. At longer wavelengths 490 < X < G40 nm (or 1.9 < E < 2.5 ev), weak absorption takes place, and is associated with electric dipole-forbidden transitions between the one-electron HOMO level with h, symmetry and the one-electron tl, LUMO level. In the lowest optically excited state of the molecule, we have one electron ( t I u ) and one hole (h3,each with spin 112 which couple through the Coulomb interaction and can either form a singlet Si state (S = 0), or a triplet T, state (S = 1).Since the electric dipole matrix element for optical transitions ‘Mim= ( e $ . A)/(mc)does not depend on spin, there is a strong spin selection rule ( A S = 0) for optical electric dipole transitions. This strong spin selection rule arises from the very weak spin-orbit interaction for carbon. Thus, to “turn on” electric dipole transitions, appropriate odd-parity vibrational modes must be admixed with the initial and (or) final electronic states, so that the weak absorption below 2.5 eV involves optical transitions between appropriate vibronic levels. These vibronic levels are energetically favored by virtue



50 of a strong electron-vibration interaction. Optical transitions between the HOMO and LUMO levels can thus occur through the excitation of a vibronic state involving the appropriate odd-parity vibrational mode [68, 69, 70, 711. Because of the involvement of a vibrational energy in the vibronic state, there is an energy difference between the lowest energy absorption band [67] and the lowest energy luminescence band [71]. Using these molecular states, the weak absorption observed between 490 and 640 nm for c 6 0 in solution (Fig. 6) [67] is assigned to transitions between the singlet ground state SOand the lowest excited singlet state SI(associated with the tl, orbital and activated by vibronic coupling). For C70, molecular orbital calculations [60] reveal a large number of closelyspaced orbitals both above and below the HOMO-LUMO gap [60]. The large number of orbitals makes it difficult to assign particular groups of transitions to structure observed in the solution spectra of c70. UV-visible solution spectra for higher fullerenes (C,; n = 76,78,82,84,90,96) have also been reported [37, 39, 721. Further insight into the electronic structure of fullerene molecules is provided by pulsed laser studies of Ceo and (270. Such time-resolved studies of fullerenes in solution have been used to probe the photo-dynamics of the optical excitation/luminescence spectra. The importance of these dynamic studies is to show that photo-excitation in the long-wavelength portion of the UV-visible spectrum leads to the promotion of C60 from the singlet SOground state (IAg)into a singlet SIexcited state, which decays quickly with a nearly 100% efficiency [73, 741 via an inter-system (ie, S, + T,) crossing to the lowest excited triplet state T I . This rapid singlet-triplet decay (-33 ps [74]) is fostered by the overlap in energy between the vibronic manifold of electronic states associated with the lowest singlet SIstate and the corresponding vibronic manifold for the triplet TI state, and the very weak spin-orbit coupling mentioned above. For higher energy optical excitations, once in the Ti triplet excitonic manifold, a very rapid transition occurs to the lowest level of the TI triplet manifold, about 1.55 eV above the ground state energy. The TI state is a metastable state. It lies -0.3 eV lower in energy than the singlet 5'1 manifold [74], and has a long lifetime (> 2.8 x l o v 4 s) relative to the lowest singlet state (1.2 ns) in the room temperature solution spectra [75]. The efficient populating of the metastable TI level in c 6 0 by optical pumping leads to interesting non-linear optical properties. One practical application which may follow from this nonlinear property may be the development of an optical limiting material, whose absorptivity increases with increasing light intensity [76, 771.



A close correspondence is found in the photoluminescence spectrum in solution and in solid films [71]. Using the inter-system crossing to populate the TI
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Fig. 7. Optical density of solid CSOon Suprasil based on two different optical techniques (+,o). For comparison,the solution spectrum for (260 dissolved in decalin (small dots) is shown. The inset is a plot of the electron loss function - I m [ ( l + E)]-' vs E shown for comparison (HREELS) [78].



level, the stronger TI- T, absorption relative to the So + S, absorption, can be exploited to enhance non-linear absorption and optical limiting effects. As shown in Fig. 7, a large increase in optical absorption occurs at higher photon energies above the HOMO-LUMO gap where electric dipole transitions become allowed. Transmission spectra taken in this range (see Fig. 7) confirm the similarity of the optical spectra for solid c60 and c60 in solution (decalin) [78], as well as a similarity to electron energy loss spectra shown as the inset to this figure. The optical properties of solid C ~ and O CTOhave been studied over a wide frequency range [78, 79, 801 and yield the complex refractive index i i ( w ) = n ( w ) ik(w) and the optical dielectric function E(W) = E ~ ( w ) i ~ ( w = ) f i 2 ( w ) . Results are shown in Fig. 8 for a solid film of CG0at T = 300 K [82, 831. The strong, sharp structure at low energy is identlfied with infrared-active optic phonons and at higher energies the structure is due to electronic transitions.
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Fig. 8. Summary of real €1( w ) and imaginary EZ(W) parts of the dielectric function for C60 vacuum-sublimed solid films at room temperature over a wide frequency range, using a variety of experimental techniques. The arrow at the left axis points to €1 = 4.4,the observed low frequency value of €1 obtained from optical data[81].



Near-normal incidence, transmission/reflection studies on c 6 0 and M6CGo (M = K, Rb, Cs) [84] have been carried out in the range 0.5 - 6 eV to determine the optical dielectric function E ( W ) [78]. For alkali metal-saturated c 6 0 solid films (e.g.,M6C60: M = K, Rb, Cs), the transmission and reflection spectra are largely insensitive to the dopant or intercalate species (M) [84], thus giving strong evidence for only weak hybridization between M and c 6 0 states. The optical spectra are thus consistent with complete charge transfer of the alkali metal s-electrons to fill a lower lying, six-fold degenerate c 6 0 band (tlu symmetry). The energy gap between the t,,-derived and t1,-derived states [64] is -1 eV for the MsCso compounds. Using a pulsed Nd:YAG laser, nonlinear optical behavior has been observed in solid c 6 0 films at T = 300 K [85, 86, 8 7 . Time-resolved four-wave mixing experiments [85, 861, yield a fast (< 35 ps) nonlinear response (including third- and fifth-order contributions) with a substantial third-order optical esu. The origin of the optical non-linearity susceptibilityx z z Z z ( 3 )= 7x is probably connected to the high efficiency (-~100%)in transferring electrons from the excited singlet state S, manifold to the T, triplet excited states. 2.5



Vibrational Properties



The normal modes for solid c 6 0 can be clearly subdivided into two main categories: “intramolecular” and “intermolecular” modes, because of the weak coupling between molecules. The former vibrations are often simply called ‘‘molecular’’ modes, since their frequencies and eigenvectors closely resemble those of an isolated molecule. The latter are also called lattice modes or phonons, and can be further subdivided into librational, acoustic and optic modes. The frequencies for the intermolecular modes are low, reflecting, the
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Fig. 9. The infrared spectra of CSOon a KBr substrate. Also shown schematically are the IR bands for toluene, a common solvent for fullerenes.



weak van der Waals bonds between heavy fullerene molecules. In the limit that the molecule is treated as a “point”, the molecular moment of inertia 1 approaches zero, and the librational modes are lost from the spectrum. In addition, there are optic modes associated with metal-doped C ~ Oin, which the metal ions vibrate out of phase with the c 6 0 counter ion.



At higher frequencies (above -200 cm-l) the vibrational spectra for fullerenes and their crystalline solids are dominated by the intramolecular modes. Because of the high symmetry of the CSOmolecule (icosahedral point group h), there are only 46 distinct molecular mode frequencies corresponding to the 180 - 6 = 174 degrees of freedom for the isolated CSOmolecule, and of these only 4 are infrared-active (all with Tlu symmetry) and 10 are Ramanactive (2 with A, symmetry and 8 with Hg symmetry). The remaining 32 eigenfrequencies correspond to silent modes, ie., they are not optically active in first order. Raman and infrared spectroscopy provide sensitive methods for distinguishing CSofrom higher molecular weight fullerenes with lower symmetry (eg., C T has ~ D5h symmetry). Since most of the higher molecular weight fullerenes have lower symmetry as well as more degrees of freedom, they have many more infrared- and Raman-active modes. 2.3.1



InIrared-active modes in c 6 0



The simplicity of the infrared spectrum of solid c 6 0 (see Fig. 9), which shows four prominent lines at 527, 576, 1183, 1428 cm-l each with TlU symmetry [4], provides a convenient method for characterizing C ~ samples O [4, 881. The IR spectrum of solid CGOremains almost unchanged relative to the isolated
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Fig. 10. Unpolarized Raman spectra (T = 300 K) for solid C S O , K3C60, RbsC60, N~sCSO, K6C60, RbsC60 and cs6C60 [92,93]. The tangential and radial modes of A, symmetry are identified, as are the features associated with the Si substrates. From the insensitivity of these spectra to crystal structure and specific alkali metal dopant, it is concluded that the interactions between the C ~ molecules O are weak, as are also the interactions between the c60 anions and the alkali metal cations. 1539 cm-l [89,90,91], identified with a combination (ie., V I v2) mode. The



+



strong correspondence between the solution and/or gas phase IR spectrum and the solid state IR spectrum [71] is indicativeof the highly molecular nature of solid c60. 2.5.2



Raman-active modes in c 6 0



The Raman spectrum in Fig. 10 for solid c 6 0 shows 10 strong Raman lines, the number of Raman-allowed modes expected for the intramolecular modes of the free molecule [6, 94, 92, 93, 95, 96, 971. As first calculated by Stanton and Newton [98], the normal modes in molecular C ~ above O about 1000 cm-l involve carbon atom displacements that are predominantly tangential



55 to the c 6 0 surface, while the modes below -800 cm-’ involve predominantly radial motion. The displacements of adjacent atoms in the totally symmetric 493 cm-’ A, breathing mode are in the radial direction and of equal magnitude. The high frequency A, mode (1469 cm-l) [99] corresponds to an in-plane tangential displacement of the 5 carbon atoms around each of the 12 pentagons and therefore is called the “pentagonal pinch” mode. Under high laser flux from an Ar ion laser, this mode frequency down-shifts to 1458 cm-l. This down-shift has been interpreted as a signature of a photo-induced structural transformation [99]. In this phototransformation, numerous additional radial and tangential molecular modes are activated by the apparent breaking of the icosahedral symmetry resulting from bonds that cross-link adjacent molecules. A new Raman-active mode is also observed at 116 cm-l [loo] which is identified with a stretching of the cross-linking bonds between molecules. This frequency falls in the gap between the lattice and molecular modes of undoped c 6 0 . 2.5.3 Silent modes in c 6 0 The thirty-two silent modes of c 6 0 have been studied by various techniques 171, the most fruitful being higher-order Raman and infra-red spectroscopy. Because of the molecular nature of solid c 6 0 , the higher-order spectra are relatively sharp. Thus overtone and combination modes can be resolved, and with the help of a force constant model for the vibrational modes, various observed molecular frequencies can be identlfied with specific vibrational modes. Using this strategy, the 32 silent intramolecular modes of c 6 0 have been determined [101, 1021. 2.5.4 Vibrational spectra for C ~ O The Raman and infrared spectra for are much more complicated than for c 6 0 because of the lower symmetry and the large number of Raman-active modes (53) and infrared active modes (31) out of a total of 122 possible vibrational mode frequencies. Nevertheless, well-resolved infrared spectra [88, 1031 and Raman spectra have been observed [95, 103, 1041. Using polarization studies and a force constant model calculation [103, 1051, an attempt has been made to assign mode symmetries to all the intramolecular modes. Malting use of a force constant model based on c 6 0 and a small perturbation to account for the weakening of the force constants for the belt atoms around the equator, reasonable consistency between the model calculation and the experimentally determined lattice modes [103, 1051 has been achieved.



56 2.5.5 Vibrational modes in doped fullerene solids The addition of alkali metal dopants to form the superconducting M&60 (M= K, Rb) compounds and the alkali metal saturated compounds M6C6o (M= Na, K, Rb, Cs) perturbs the Raman spectra only slightly relative to the spectra for the undoped solid c 6 0 . This is seen in Fig. 10, where the Raman spectra for a C60 film are shown in comparison to various M3Cso and M&60 spectra [92, 931. One can, in fact, identify each of the lines in the M&o spectra with those of pristine c60, and very little change is found from one alkali metal dopant to another [4]. The small magnitude of the perturbation of the Raman spectrum by alkali metal doping and the insensitivity of the spectra to the specific alkali metal species indicates a very weak coupling between the c 6 0 anions and the M+ cations. In the case of the superconducting M3C60 phase (M= K, Rb), the spectra (see Fig. 10) are again quite similar to that of c60, except for the apparent absence in the M3C60 spectra of several of the Raman lines derived from the Hg modes in c60. This is particularly true in the spectrum of Rb&0 for which the same sample was shown resistively to exhibit a T, 28 K [99]. For both K1C60 [92] and Rb3C60 [lo31 (see Fig. lo), the coupling between the phonons and a low energy continuum asymmetrically broadens the H g(1) mode and broadens several other Hg modes considerably [92, 971. The observed broadening has been used to quantitatively determine the contribution of the intramolecular modes to the electron pairing in the superconducting state [log, 1091. N



As a result of alkali metal doping, electrons are transferred to the .ir-electron orbitals on the surface of the c 6 0 molecules, elongating the C-C bonds and down-shiftingthe intramolecular tangential modes. A similar effect was noted in alkali metal-intercalated graphite where electrons are transferred from the alkali-metal M layers to the graphene layers [110]. The magnitude of the mode softening in alkali metal-doped c 6 0 is comparable (-60%) to that for alkali metal-doped GICs, and can be explained semiquantitatively by a charge transfer model [lll]. The softening of the 1469 cm-l tangential A,(2) mode by alkali metal doping (by -6 cm-l/K atom) has been used as a convenient method to characterize the stoichiometry z of stable KzCGO samples [89]. 2.6 Electrical Transport



2.6.1 Normal state electrical transport The doping of c 6 0 with alkali metals creates carriers at the Fermi level in the t1,-derived band and decreases the electrical resistivity p of pristine solid c 6 0 by several orders of magnitude. As z in M,C60 increases, the resistivity p(x) approaches a minimum at z = 3.0 3 0.05 [9, 1121, corresponding to a halffilled tl,-derived conduction band. Then, upon further increase in z from 3 to 6, p ( x ) again increases, as is shown in Fig. 11 for various alkali metal dopants
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Fig. 11. Composition dependence of the resistivity p ( z ) for thick films of c60 doped with Na, K, Rb, and Cs. Points indicate where exposure to the alkali-metal source was stopped and x-ray and ultraviolet photoemission spectra were acquired to determine the concentration z. The labels indicate the known fulleride phases at 300 K. The minima in p ( x ) occur for stoichiometries corresponding to NazC60, K3C60 and c S S . S c 6 0 [I 131.
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Fig. 12. Normalized dc electrical resistivity p(T) of single crystal K&o. The inset shows the p(T)behavior near the superconducting transition temperature T, = 19.8K 11141. The curvaturein p ( T ) for T > T,is due to the volume expansion of the sample 17,431.



[113]. It should be noted that stable hdzC60 compounds only occur for = 0 , 3 , 4 , and 6 at room temperature, though IC = 1 (the quenched RblCGO polymer at 300 K) forms a stable rock salt phase at elevated temperatures (see 52.2.5). The compounds corresponding to filled molecular levels (c60 and M6Cs0) exhibit maxima in the resistivity. Furthermore, even at the minimum 0-cm) is resistivity in MzC60, the value of p found for K3C60 (2.5 x high, consistent with a high resistivity metal with strong carrier scattering. IC



Studies of the temperature dependence of the resistivity of polycrystalline M,Cso samples in the normal state show that conduction is by a thermallyactivated (oc e x p [ - E , / k T ] ) hopping process except for a small range of 5 near 3 where the conduction is metallic [9,1141. The activation energy E, for the hopping process increases as J: deviates further and further from the resistivity minimum at x N 3 [112, 1131. In the metallic regime (E, = 0), results for p ( T ) for a superconducting single crystal K3C60 sample (see Fig. 12) show a quadratic increase in p(T) above T, [114, 1151, though more detailed studies [7] show that under conditions of constant volume, the increase in p(T) is linear in T . A number of studies have shown that the temperature dependence of the resistivity p ( T ) is strongly dependent on whether the sample is a single crystal or a film [114, 1151. Film samples tend to exhibit a negative temperature coefficient of p ( T ) just above the superconducting transition temperature T,while single crystal samples exhibit a positive d p ( T ) / a T just above T,. Temperature dependent Hall effect measurements have also been carried out in the temperature range 30 to 260 K on a K3C60 thin film [116]. For three



59 electrons per c60, the expected Hall coefficient RH based on a one-carrier model would be about one order of magnitude larger than the experimentally observed value [116]. The small value of the observed Hall coefficient suggests multiple carrier types including both electrons and holes. This interpretation is corroborated by the observed sign change in RHfrom negative below 220 K to positive above 220 K. Multiple carrier types are consistent with Fermi surface calculations [64], which also suggest both electron and hole orbits on the Fermi surface. The high electrical resistivity and the magnitude of the optical bandgap of c 6 0 can be reduced by the application of high pressure, with decreases in resistivity of about one order of magnitude observed per 10 GPa pressure [117]. However, at a pressure of -20 GPa, an irreversible phase transition to a more insulating phase has been reported [ 1 171. 2.6.2 Superconductivity The most striking electronic property of the C6o-related materials has been the observation of high temperature superconductivity (T, I 40 K) [lo, 561. The first observation of superconductivity in an alkali metal-doped carbon material goes back to 1965 when superconductivity was observed in the first stage alkali metal graphite intercalation compound (GIC) CsK [I 181. Except for the novelty of observing superconductivity in a compound having no superconducting constituents, this observation did not attract a great deal of attention, since the T, was very low (- 140 mK) [22]. Later, higher Tc’swere observed in GICs using superconducting intercalants (e.g, KHgC8, for which T, = 1.9 K [119]), and in subjecting the alkali metal GICs to pressure (e.g., NaC2, for which Tc 5 K) [120]. N



The early observation of superconductivity at 18 K in K3C60 [6] was soon followed by observations of superconductivity at even higher temperatures: in RbsC60 (T, = 29 K) [9, 1211, and R ~ , C S , C (T, ~ ~ = 33 K) [26], and finally by applying pressure to stabilize c S 3 c 6 0 (T, = 40 K) [lo]. A large increase in T, was achieved in the early research by going to compounds with larger intercalate atoms, resulting in unit cells with larger lattice constants [122]. As the lattice constant increases, the c6O-c60 coupling decreases, narrowing the electronic bandwidth derived from the LUMO level, and thereby increasing the corresponding density of states consistent with the BCS expression relating the transition temperature to the density of states N ( E F ) Tc



W p h exP[-1/VN(EF)],



(1)



where V is the electron-phonon coupling energy. Figure 13 shows an empirical, nearly linear, relation between T, and the lattice constant a for superconducting alkali-metal doped c 6 0 [44]. This correlation includes compounds derived from alkali-metal dopants, alloys of different alkali metals [123] and
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Fig. 13. Dependence of T, for various MsCfio and MS-~M&, compounds on the lattice constant a. Also included on the figure are data for superconducting samples under pressure [44].



61 samples under pressure 1124, 125, 1261. Because of the close connection between the electronic density of states at the Fermi level N ( E F )and the lattice constant a, plots of T, vs N ( E F )similar to Fig. 13 have been made [621. The reason why the T, is so much higher for M3C60 relative to other carbonbased materials appears to be closely related to the high density of states [c.f., Eq. (l)] that can be achieved at the Fermi level when the t l , LUMO molecular level is half filled with carriers. It is believed [127, 1281 that the dominant coupling mechanism for superconductivity is electron-phonon coupling and that the H,-derived high frequency phonons play a dominant role in the coupling. The observation of broad H,-derived Raman lines [89, 971 in M3 C ~ isOconsistent with a strong electron-phonon coupling. The magnitude of the superconducting bandgap 2A has been studied by a variety of experimental techniques [122, 1291 leading to the conclusion that the superconducting bandgap for both K3Cso and Rb3C60is close to the BCS value of 3.5 LT, [56, 64, 122, 1301. A good fit for the functional form of the temperature dependence of the bandgap to BCS theory was also obtained using the scanning tunneling microscopy technique [13 11. Measurements of the isotope effect also suggest that T, oc M-". Both small ( a 0.3 - 0.4) values [132, 1331andlarge ( a 1.4)values [134, 1351o f a have beenreported. Future work is needed to clarify the experimental picture of the isotope effect in the M3Cso compounds. Closely related to the high compressibility of C ~ O [35] and M3C60 (M = K, Rb) [125] is the large linear decrease in T, with pressure. N



N



These superconductors are strongly type II superconductors, with high values for the upper critical field H,z and a short superconducting coherence length Eo, with values of EO (2-3 nm) only slightly larger than a lattice constant for the fcc unit cell (-1.4 nm). A listing of values for the various parameters pertinent to the superconductivity of M3C60 (M = K, Rb) is given in Table 1. In this table: a0 is the lattice constant; T, is the superconducting transition temperature; 2A is the superconducting bandgap; P is the pressure; H,I, Hc2, and H , are, respectively, the lower critical field, upper critical field, and thermodynamic critical field; J , is the critical current density; (0 is the superconducting coherence length; XL is the London penetration depth; and L is the electron mean free path. 3



Carbon Nanotnbes



The field of carbon nanotube research was launched in 1991 by the initial experimental observation of carbon nanotubes by transmission electron microscopy (TEM) [ 1511, and the subsequent report of conditions for the synthesis of large quantities of nanotubes [152,153]. Though early work was done on



62 Table 1. Experimental values for the macroscopic parameters of the superconducting phases of GC60 and RbsC60. Parameter K3C60 Rb&o 14.253" 14.436" a0 (A) 30.0b 19.7' 5.3d, 3.1", 3.6f, 3.0g,2.9Sh 5.2", 4.0", 3.6g, 3.6h -9.7i -7.8' 263, 19k 13j 34j, 55', 16' 26j, 301,29", 17.5' 0.38i 0.44i 0.12j 1.9 2.0i, 2.0', 3.0" 2.6j, 3.11, 3.4", 4.5' 240j, 480°, 6OOp, 8OOq 168j, 370f, 46OP, 8004, 210k 843, 90k 92j -1 .34b,-3.5' -3.8' 0.9' 3.1'. 1.0' aRef. [27; 'Ref. [136]; cSTM measurements in Ref. [137]; %TM measurements in Ref. [131]; "NMR measurements in Ref. [138, 1391; fpSR measurements in Ref. [140]; Var-IR measurements in Ref. [141]; hFar-IR measurements in Ref. [142]; %Ref [125]; jRef. [143]; kReE [144]; 'Ref. [145]; "Ref. [146]; nRef. [147]; ORef. [148]; PRef. [138]; qRef. [129, 1491; 'Ref. [150]; sRef. [132].



coaxial carbon cylinders called multi-wall carbon nanotubes, the discovery of smaller diameter single-wall carbon nanotubes in 1993 [154, 1551, one atomic layer in thickness, greatly stimulated theoretical and experimental interest in the field. Other breakthroughs occurred with the discovery of methods to synthesize large quantities of single-wall nanotubes with a small distribution of diameters [156, 1571, thereby enabling experimental observation of the remarkable electronic, vibrational and mechanical properties of carbon nanotubes. Various experiments carried out thus far (cg., high resolution TEM, STM, resistivity, and Raman scattering) are consistent with identifying singlewall carbon nanotubes as rolled up seamless cylinders of graphene sheets of sp2 bonded carbon atoms organized into a honeycomb structure as a flat graphene sheet. Because of their very small diameters (down to -0.7 nm) and relatively long lengths (up to several pm), single-wall carbon nanotubes are prototype hollow cylindrical 1 D quantum wires. N



3.1 Synthesis



The earliest observations of carbon nanotubes with very small (nanometer) diameters [151, 158, 1591 are shown in Fig. 14. Here we see results of high resolution transmission electron microscopy (TEM) measurements, providing evidence for pm-long multi-layer carbon nanotubes, with cross-sectionsshowing several concentric coaxial nanotubes and a hollow core. One nanotube has
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Fig. 14. High resolution TEM observations of three multi-wall carbon nanotubes with N concentric carbon nanotubes with various outer diameters do (a) N = 5, do = 6.7 nm, (b) N = 2, do = 5.5 nm, and (c) N = 7, do = 6.5 nm. The inner diameter of (c) is d, = 2.3 nm. Each cylindrical shell is described by its own diameter and chiral angle [ 1511.



only two coaxial carbon cylinders [Fig. 14(b)],and another has an inner diameter of only 2.3 nm [Fig. 14(c)] 11511. These carbon nanotubes were prepared by a carbon arc process (typical dc current of 50-100 A and voltage of 2025 V), where carbon nanotubes form as bundles of nanotubes on the negative electrode, while the positive electrode is consumed in the arc discharge in a helium atmosphere [160]. The apparatus is similar to that used to synthesize endohedral fullerenes, except that the metal added to the anode is viewed as a catalyst keeping the end of the growing nanotube from closing [156]. Typical lengths of the arc-grown multi-wall nanotubes are ~1 pm, giving rise to an aspect ratio (length to diameter ratio) of lo2 to lo3. Because of their small diameter, involving only a small number of carbon atoms, and because of their large aspect ratio, carbon nanotubes are classified as 1D carbon systems. Most of the theoretical work on carbon nanotubes has been on single-wall nanotubes and has emphasized their 1D properties. In the multi-wall carbon nanotubes, the measured interlayer distance is 0.34 nm [151], comparable to the interlayer separation of 0.344 nm in turbostratic carbons. Single-wall nanotubes were first discovered in an arc discharge chamber using a catalyst, such as Fe, Co and other transition metals, during the synthesis process [154,155]. The catalyst is packed into the hollow core of the electrodes and the nanotubes condense in a cob-web-like soot sticking to the chamber walls. Single-wall nanotubes, just like the multi-wall nanotubes and also conventional vapor grown carbon fibers [161], have hollow cores along the axis of the nanotube. The diameter distribution of single-wall carbon nanotubes is of great interest for both theoretical and experimental reasons, since theoretical studies indicate that the physical properties of carbon nanotubes are strongly dependent on the nanotube diameter. Early results for the diameter distribution of Fe-catalyzed single-wall nanotubes (Fig. 15) show a diameter range between 0.7 nm and 1.6 nm, with the largest peak in the distribution at 1.05 nm, and with a smaller peak at 0.85 nm [154]. The smallest reported diameter for a single-wall carbon nanotube is 0.7 nm [154], the same as the diameter of the (0.71 nm) [162]. C ~ molecule O Two recent breakthroughs in the synthesis of single-wall carbon nanotubes [156, 1571 have provided a great stimulus to the field by making significant amounts of available material for experimental studies. Single-wall carbon nanotubes prepared by the Rice University group by the laser vaporization method utilize a Co-Nilgraphite composite target operating in a furnace at 1200°C. High yields with >70%90%) conversion of graphite to singlewall nanotubes have been reported [156, 1631 in the condensing vapor of the heated flow tube when the Co-Ni catalystharbon ratio was 1.2 atom % Co-Ni alloy with equal amounts of Co and Ni added to the graphite (98.8 atom %I). Two sequenced laser pulses separated by a 50 ns delay were used to
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Fig. 15. Histogram of the single-wall nanotube diameter distribution for Fe-catalyzed nanotubes [154]. A relatively small range of diameters are found, the smallest diameter corresponding to that for the hllerene (260.



provide a more uniform vaporization of the target and to gain better control of the growth conditions. Flowing argon gas sweeps the entrained nanotubes from the high temperature zone to a water-cooled Cu collector downstream, just outside the furnace [156]. Subsequently, an efficient (>70%1conversion) carbon arc method (using a Ni-Y catalyst) was found by a French group at Montpellier [157] for growing single-wall carbon nanotube arrays with a small distribution of nanotube diameters, very similar to those produced by the Rice group [156, 1631. Other groups worldwide are now also making single-wali carbon nanotube ropes using variants of the laser vaporization or carbon arc methods. The nanotube material produced by either the laser vaporization method or the carbon arc method appears in a scanning electron microscope (SEM) image as a mat of carbon “ropes” 10-20 nm in diameter and up to 100 pm or more in length. Under transmission electron microscope (TEM) examination, each carbon rope is found to consist primarily of a bundle of single-wall carbon nanotubes aligned along a common axis. X-ray diffraction (which views many ropes at once) and transmission electron microscopy (which views a single rope) show that the diameters of the single-wall nanotubes have a strongly peaked narrow distribution of diameters. For the synthesis conditions used by the Rice and Montpellier groups, the diameter distribution was strongly peaked at 1.38f0.02 nm, very close to the diameter of an ideal (10,10> nanotube. X-ray diffraction measurements [ 156, 1571 showed that these single-wall nanotubes form a two-dimensional triangular lattice with a



66 lattice constant of 1.7 nm, and an inter-tube separation of 0.3 15 nm at closest approach within a rope, in good agreement with prior theoretical modeling results [164, 1651. Whereas multi-wall carbon nanotubes require no catalyst for their growth, either by the laser vaporization or carbon arc methods, catalyst species are necessary for the growth of the single-wall nanotubes [156], while two different catalyst species seem to be needed to efficiently synthesize arrays of single wall carbon nanotubes by either the laser vaporization or arc methods. The detailed mechanisms responsible for the growth of carbon nanotubes are not yet well understood. Variations in the most probable diameter and the width of the diameter distribution is sensitively controlled by the composition of the catalyst, the growth temperature and other growth conditions. 3.2 Structure of Carbon Nanotubes



The structure of carbon nanotubes has been explored by high resolution TEM and STM characterization studies, yielding direct confirmation that the nanotubes are cylinders derived from the honeycomb lattice (graphene sheet). Strong evidence that the nanotubes are cylinders and are not scrolls comes from the observation that the same numbers of walls appear on the left and right hand sides of thousands of TEN images of nanotubes, such as shown in Fig. 14. In pioneering work, Bacon in 1960 [166] synthesized graphite whiskers which he described as scrolls, using essentially the same condtions as for the synthesis of carbon nanotubes, except for the use of helium pressures higher by an order of magnitude to synthesize the scrolls. It is believed that the cross-sectionalmorphology of multi-wall nanotubes and carbon whisker scrolls is different.



A single-wall carbon nanotube is conveniently characterized in terms of its diameter dt, its chiral angle 8 and its 1D (onsdimensional) unit cell, as shown in Fig. 16(a). Measurements of the nanotube diameter dt and chiral angle 8 are conveniently made by using STM (scanning tunneling microscopy) and TEM (transmission electron microscopy) techniques. Measurements of the chiral angle 8 have been made using high resolution TEM [154, 167, and 8 is normally defined by taking 8 = Oo and 6' = 30°, for zigzag and armchair nanotubes, respectively. While the ability to measure the diameter dt and the chiral angle 8 of individual single-wall nanotubes has been demonstrated, it remains a major challenge to determine dt and 0 for specific nanotubes that are used for an actual physical property measurements, such as resistivity, Raman scattering, infrared spectra, etc. The circ_umferenceof any carbon nanotube is expressed in terms of the chiral vector c h = nfi1 + mfia which connects two crystallographically equivalent sites on a 2D graphene sheet [see Fig. 16(a)] [162]. The construction in
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-+ Fig. 16. (a) The chiral vector O A or & = niL1 + miL2 is defined on the honeycomb lattice of carbon atoms by unit vectors iL1 and iL2 of a graphene layer and the chiral angle 0 with respect to the zigzag axis (0 = 0"). Also shown are the lattice vector -+ OB= T of the 1D nanotube unit cell, the rotation angle $ a2d the translation 7'. The lattice vector of the 1D nanotube T is determined by c h . Therefore the m) uniquely specify the symmetry of the basis vectors of a nanotube. The integers (n, basic symmetry operation for the carbon nanotube is R 5 ($I?). The diagram is constructed for (n,m) = (4,2). (b) Possible chiral vectors c h specified by the pairs of integers (n, m) for general carbon nanotubes, including zigzag, armchair, and chiral nanotubes. According to theoretical calculations, the encircled dots denote metallic nanotubes, while the small dots are for semiconducting nanotubes [162].
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Fig. 17. Schematic models for a single-wall carbon nanotubes with the nanotube axis normal to: (a) the B = 30” direction (an “armchair”(n,n ) nanotube),(b) the 0 = 0’ --+ direction (a “zigzag” (n,0) nanotube), and (c) a general direction, such as OB (see Figure 16), with 0 < 0 < 30” (a “chiral” (n,m ) nanotube). The actual nanotubes shown here correspond to (n,rn) values of: (a) (5,5), (b) (9,0), and (c) (10,5) [168].



Fig. 16(a) shows the chiral angle 8 between the vector C?h and the “zigzag” direction (0 = 0), and shows the unit vectors iL1 and 62 of the hexagonal honeycomb lattice [Figs. 16(a) and 171. An ensemble of chiral vectors specified by pairs of integers (n,m) denoting the vector ch = n6l + m& is given in Fig. 16(b) [169]. -.I



The cylinder connecting the two hemispherical caps of the carbon nanotube is formed by superimposing the two ends of the vector C?h and the cylinder joint is made along the two lines O B and AB’ in Fig. 16(a). The lines O B and AB’ are both perpendicular to the vector eh at each end of 6 h [162]. The intersection of O B with the first lattice point determines the fundamental 1D translation vector T’ and thus defines the length of the unit cell of the 1D lattice [Fig. 16(a)]. The chiral nanotube, thus generated has no distortion of bond angles other than distortions caused by the cylindrical curvature of the nanotube. Differences in the chiral angle B and in the nanotube diameter dt give rise to differences in the properties of the various graphene nanotubes. In the (n,m) notation for (?h = n&1 + miL2, the vectors (n,0)or (0,m)denote zigzag nanotubes and the vectors (n,n)denote armchair nanotubes. All other vectors (n,rn) correspond to chiral nanotubes [169]. In terms of the integers (n,m), the nanotube diameter dt is given by dt = ∾-c(m2



+ m n + n2)1’2/x



(2)



69 and the chiral angle 8 is given by



e = tan-l(J?;n/(2m + n ) ) .



(3)



The number of hexagons, N , per unit cell of a chiral nanotube is specified by the integers (n,m) and is given by N=



+ + nm)



2(m2 n2 dR



(4)



where d R is the greatest common divisor of (2n + m, 2m + n)and is given by dR=



{



d 3d



if n - m is not a multiple of 3d if n - m is a multiple of 3 d ,



(5)



where d is the greatest common divisor of (n, m). The addition of a hexagon to the structure corresponds to the addition of two carbon atoms. As an example, application of Eq. (4) to the (5,5) and (9,O)nanotubes yields values of 10 and 18, respectively, for N . Since the 1D nanotube unit cell in real space is much larger than the 2D graphene unit cell, the 1D Brillouin zone is therefore much smaller than the one corresponding to a single 2-atom graphene unit cell. The application of Brillouin zone-folding techniques has been commonly used to obtain approximate electron and phonon dispersion relations for carbon nanotubes with specific symmetry (n,m),as discussed in 53.3. Because of the special atomic arrangement of the carbon atoms in a carbon nanotube, substitutional impurities are inhibited by the small size of the carbon atoms. Furthermore, the screw axis dislocation, the most common defect found in bulk graphite, is inhibited by the monolayer structure of the Cs0nanotube. For these reasons, we expect relatively few substitutional or structural impurities in single-wall carbon nanotubes. Multi-wall carbon nanotubes frequently show “bamboo-like’’ defects associated with the termination of inner shells, and pentagon-heptagon (5 - 7) defects are also found frequently [7]. 3.3



Electronic Structure



Structurally, carbon nanotubes of small diameter are examples of a onedimensional periodic structure along the nanotube axis. In single wall carbon nanotubes, confinement of the structure in the radial direction is provided by the monolayer thickness of the nanotube in the radial direction. Circumferentially, the periodic boundary condition applies to the enlarged unit cell that is formed in real space. The application of this periodic boundary condition to the graphene electronic states leads to the prediction of a remarkable electronic structure for carbon nanotubes of small diameter. We first present
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Fig. 18. One-dimensional energy dispersion relations for (a) armchair (5,5) nanotubes, @) zigzag (9,O) nanotubes, and (c) zigzag (10,O) nanotubes. The energy bands with a symmetry are non-degenerate, while the e-bands are doubly degenerate at a general wave vector k: [169, 175, 1761.



a summary of theoretical predictions, followed by a summary of experimental observations which lend support to these predictions. The ID electronicenergy bands for carbonnanotubes [170,171, 172, 173, 1741 are related to bands calculated for the 2D graphene honeycomb sheet used to form the nanotube. These calculations show that about 1/3 of the nanotubes are metallic and 2/3 are semiconducting,depending on the nanotube diameter dt and chiral angle 8. It can be shown that metallic conduction in a (n,m) carbon nanotube is achieved when 2n+m=3q



(6)



where q is an integer. All armchair carbon nanotubes (8 = 30") are metallic and satisfy Eq. (6). The metallic nanotubes, satisfying Eq. (6), are indicated in Fig. 16(b) as encircled dots, and the small dots correspond to semiconducting nanotubes. Calculated dispersion relations based on these simple considerations are shown for metallic nanotubes (n,m) = (5,5) and (9,O) in Figs. 18(a) and (b), respectively, and for a semiconducting nanotube (n,m) = (10,O) in Fig. 18(c) [175]. Figure 16(b) and Eq. (6) shows that all armchair nanotubes (n,n ) are metallic, but only 113 of the possible zigzag nanotubes (n,0) and (0, m) are metallic [169]). The calculated electronic structure can be either metallic or semiconducting depending on the choice of (n,m),although there is no difference in the local chemical bonding between the carbon atoms in the nanotubes, and no doping impurities are present [169]. These surprising results can be understood on the basis of the electronic structure of a graphene sheet which is found to be a zero gap semiconductor 1177 with bonding and antibonding 7r bands that are degenerate at the K-point (zone corner) of the hexagonal 2D Brillouin zone. The periodic boundary
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Fig. 19. The energy gap E, for a general chiral single-wall carbon nanotube as a function of 100 &dt, where dt is the nanotube diameter in 8, [179].



conditions for the 1D carbon nanotubes of small diameter permit only a few wave vectors to exist in the circumferential direction and these satisfy the relation nX = 7rdt where X = 2n/k. Metallic conduction occurs when one of these wave vectors k passes through the K-point of the 2D Brillouin zone, where the valence and conduction bands are degenerate because of the symmetry of the 2D graphene lattice.



As the nanotube diameter increases, more wave vectors become allowed for the circumferential direction, the nanotubes become more two-dimensional and the semiconductingband gap disappears, as is illustrated in Fig. 19 which shows the semiconducting band gap to be proportional to the reciprocal diameter l / d t . At a nanotube diameter of dt 3 nm (Fig. 19), the bandgap becomes comparable to thermal energies at room temperature, showing that small diameter nanotubes are needed to observe these quantum effects. Calculation of the electronic structure for two concentric nanotubes shows that pairs of concentric metal-semiconductor or semiconductor-metal nanotubes are stable [178]. N



Closely related to the 1D dispersion relations for the carbon nanotubes is the 1D density of states shown in Fig. 20 for: (a) a semiconducting (10,O) zigzag carbon nanotube, and (b) a metallic (9,O) zigzag carbon nanotube. The results show that the metallic nanotubes have a small, but non-vanishing 1D density of states, whereas for a 2D graphene sheet (dashed curve) the density of states
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Energyly, Fig. 20. Electronic 1D density of states per unit cell of a 2D graphene sheet for two (n,0 ) zigzag nanotubes: (a) the (10,O) nanotube which has semiconducting behavior, (b) the (9,O) nanotube which has metallic behavior. Also shown in the figure is the density of states for the 2D graphene sheet (dotted line) [178].



is zero at the Fermi level, and varies linearly with energy, as we move away from the Fermi level. In contrast, the density of states for the senliconducting 1D nanotubes is zero throughout the bandgap, as shown in Fig. 20(a). From these results, one could imagine designing an electronic shielded wire device less than 3 nm in diameter, consisting of two concentric graphene nanotubes with a smaller diameter metallic inner nanotube surrounded by a larger diameter semiconducting (or insulating) outer nanotube. Such concepts could in principle be extended to the design of tubular metal-semiconductor all-carbon devices without introducing any doping impurities [169], Experimental measurements to test the remarkable theoretical predictions of the electronic structure of carbon nanotubes are difficult to carry out because



73 of the strong dependence of the predicted properties on nanotube diameter and chirality. The experimental difficulties arise from the great experimental challenges in making electronic or optical measurements on individual singlewall nanotubes, and further challenges arise in making such demanding measurements on individual nanotubes that have been characterized with regard to diameter and chiral angle (dt and 0). Despite these difficulties, pioneering work has already been reported on experimental observations relevant to the electronic structure of individual multi-wall nanotubes, on bundles of multi-wall nanotubes, on a single bundle or rope of single-wall carbon nanotubes, and even on an individual single-wall nanotube. The most promising present technique for carrying out sensitive measurements of the electronic properties of individual nanotubes is scanning tunneling spectroscopy (STS) because of the ability of the tunneling tip to sensitively probe the electronic density of states of either a single-wall nanotube 1180, 1811 or the outermost cylinder of a multi-wall nanotube 11821, because of the exponential dependence of the tunneling current on the distance between the nanotube and the tunneling tip. With t h s technique, it is further possible to carry out both STS and scanning tunneling microscopy (STM) measurements on the same nanotube and therefore to measure the nanotube diameter concurrently with the STS spectrum [182]. It has also been demonstrated that the chiral angle 0 of a carbon nanotube can be determined using atomic resolution STM techniques [183, 1811 or high-resolution TEM [151,!54,184,185,186]. Several groups have thus far attempted STS studies of individual nanotubes [186, 182, 1811. The studies which appear to provide the most detailed test of the theory for the electronic properties of 1D carbon nanotubes, thus far, use the combined STM/STS technique [182, 1811. In this early STMlSTS study, more than nine individual multi-wall nanotubes with diameters ranging from 1.7 to 9.5 nm were examined. Topographic STM measurements were also made to obtain the maximum height of the nanotube relative to the gold substrate. thus determining the diameter of an individual nanotube [182]. Then switching to the STS mode of operation, current-voltage (I-V) plots were made on the same region of the same nanotube as was characterized for its diameter by the STM measurement. The I-V plots for three typical nanotubes are shown in Fig. 21. The results on this figure provide evidence for one metallic nanotube with dt = 8.7 nm [trace (I)] showing ohmic behavior, and two semiconductingnanotubes [trace (2) for a nanotube with dt = 4.0 nrn and trace (3) for a nanotube with dt .- 1.7 nm] showing plateaus at zero current and passing through V = 0. The d I / d V plot in the upper inset provides a tunneling density of states measurement for carbon nanotubes, the peaks in the d I / d V plot being attributed to singularitiesin the 1D density of states, as are shown in Fig. 20. Similar studies on single-wall nanotubes under higher resolution conditions show much more clearly defined density of states
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Fig. 21. Current-voltage I vs. V traces taken with scanning tunneling spectroscopy (STS) on individual nanotubes of various outer diameters: (1) dt = 8.7 nm, (2) dt = 4.0 nm, and (3) & = 1.7 nm. The top inset shows the conductance vx voltage plot for data taken on the 1.7 nm nanotube. The bottom inset shows an I-V trace taken on a gold surface under the same conditions [ 1821.



75 singularities [182, 1811. The results for all the semiconducting nanotubes measured so far [182, 1811 showed a linear dependence of their energy gaps on I/&, the reciprocal nanotube diameter, consistent with the predicted functional form shown in Fig. 19. Density of states measurements by scanning tunneling spectroscopy (STS) provide a powerful tool for probing the electronic structure of carbon nanotubes [182, 1811. Such measurements confirm that some nanotubes (about 113) are conducting, and some (about 2/3) are semiconducting [see Fig. 16(b)]. Measurements on semiconducting nanotubes (Fig. 21) confirm that the band gap is proportional to l / d t (see Fig. 19) [182, 1811. Spikes in the density of states (see Fig. 20) have been observed by STS measurements on metallic and semiconducting nanotubes, whose diameters and chiral angles were determined by operating the instrument in the scanning tunneling microscopy (STM) mode [lSl]. The STS results confirm the theoretical model that the energy between the lowest-lying resonance in the conduction band and the highest-lying resonance in the valence band is smaller for semiconducting nanotubes and larger for metallic nanotubes, and that the density of states at the Fermi level is non-zero for metallic nanotubes, but zero for semiconducting nanotubes [181]. Thus the main 1D quantum features predicted theoretically for the electronic properties of carbon nanotubes have now been observed experimentally. 3.4



Transport Properties



Early transport measurements on individual multi-wall nanotubes [ 1871were carried out on nanotubes with too large an outer diameter to be sensitive to 1D quantum effects. Furthermore, contributions from the inner constituent shells which may not make electrical contact with the current source complicate the interpretation of the transport results, and in some cases the measurements were not made at low enough temperatures to be sensitive to 1D effects. Early transport measurements on multiple ropes (arrays) of single-wall armchair carbon nanotubes [ 1881, addressed general issues such as the temperature dependence of the resistivity of nanotube bundles, each containing many single-wall nanotubes with a distribution of diameters dt and chiral angles 8. Their results confirmed the theoretical prediction that many of the individual nanotubes are metallic. Early reports of transport measurements on an individual single-wall carbon nanotube of about 1 nm diameter have now been reported [189] and related measurements on a single rope of single-wall carbon nanotubes with a small diameter distribution were also reported [190]. Both of these studies, carried out in the milli-kelvin range, focus on the quantum dot aspect of singlewall carbon nanotubes and single-electron phenomena. Though very long in comparison to their diameter, carbon nanotubes are nevertheless finite in



76 length. Because of their finite length, the nanotubes have a discrete number of allowed wavevectors along the nanotube axis direction, thus giving rise to discrete energy states which can be determined by measurement of the conductance as a function of bias voltage (which controls the energy range of the detector) and gate voltage (which raises or lowers the energy levels of the nanotube relative to the Fermi level) [189, 1901. For a nanotube 3 pm in length [1891, energy separations of 0.6 meV between the discrete states near the Fermi level were reported. “Coulomb blockade” phenomena have also been observed in an individual single-wall nanotube, [189] with a charging energy of 2.6 meV. Because of the large length to diameter ratio of carbon nanotubes, it is possible to make electrical contacts to these nanometer size structures by modern lithographic techniques. Single-wall carbon nanotubes thus provide a unique system for studying single molecule transistor effects where a third gate electrode in close proximity to the conducting nanotube is used to modulate the conductance [191]. Measurements of the temperature-dependent resistance and magnetoresistance down to the milli-kelvin range have been reported for an individual (multi-wall) carbon nanotube 20 nm in diameter using four attached electrical contacts 11921. The resistivity measurements confirm that some of the nanotubes have metallic conductivity, though large variations in the magnitude of the resistivity were found between samples measured within a single research group and between dif€erent research groups [193]. Because of the geometry of the multi-wall nanotubes it is difficult to make electrical contact to each of the constituent shells, and because of the high anisotropy of the conductivity along the nanotube axis and between two adjacent shells, and this contact problem makes it difficult to obtain reliable quantitative resistivity measurements. The results on multi-wall carbon nanotubes in the milli-kelvin temperature range show several characteristic behaviors, including negative magnetoresistance, evidence for weak carrier localization, and evidence for universal conductance fluctuations. All of these phenomena that are observed in a 20 nm multi-wall nanotube appear to relate to 2D rather than 1D transport behavior, presumably due to the large diameter of the nanotube and to the turbostratic relation between carbon atoms on adjacent shells of the nanotube. 3.5



VibrationalProperties



In analogy to the calculations described above for the electronic energy band structure, the phonon modes for carbon nanotubes have been calculated based on the well-established phonon dispersion relations for a two-dimensional (2D) graphene layer [194]. Detailed attention, however, must also be given to the radial breathing mode which is a characteristic mode of the cylindrical geometry of the nanotubes, but is not present on a graphene sheet. Using such
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Wavevector Fig. 22. Phonon dispersion relations for a (5,5) carbon nanotube. This armchair nanotube would be capped with a C Shemisphere ~ [194].



an approach, the evaluation of the phonon mode frequencies in the nanotube requires the diagonalization of the dynamical matrix for the 1D unit cell of a graphene sheet, which has the area of a single hexagon [see Fig. 16(a)]. As in the case of the calculated electronic structure, the zone folding model for phonons neglects the effect of nanotube curvature, which becomes important for small diameter nanotubes (< 3 nm). Since the length of the nanotubes is much larger than their diameters, the nanotubes can be described in the 1D limit where the nanotubes have infinite length and the contributions from the carbon atoms in the end caps can be neglected.



To illustrate the phonon dispersion relations for carbon nanotubes and the large number of phonon branches that result from zone folding, we show in Fig. 22 calculated results for the 36 phonon branches for a (5,5) carbon nanotube [194]. This ( 5 , 5 ) armchair nanotube has ten hexagons per circumferential 1D unit cell of the nanotube, i.e., going completely around the circumference, ( N = IO), and 60 degrees of freedom per 1D unit cell, 12 nondegenerate phonon branches, and 24 doubly degenerate phonon branches. The (5,5) nanotube furthermore has 7 nonvanishing IR-active mode frequencies, 15 mode frequencies that are Raman active, 3 that are of zero frequency



78 and 11 silent mode frequencies, thereby accounting for the 36 distinct phonon branches. In general, the number of phonon branches for a carbon nanotube is very large, since every nanotube has 6N vibrational degrees of freedom. The symmetry types of the phonon branches for a general chiral nanotube are obtained using a standard group theoretical analysis [194]



I'Gb = 6A + 6B + 6E1+ 6E2 + * * .



+6 E ~ p 1 ,



(7)



where the A and B modes are nondegenerate and all the E modes are doublydegenerate. Of these modes, the Raman-active modes are those that transform as A, El,and E2 and the infrared-active modes are those that transform as A or El. Thus, the number of phonon branches increases six times as fast as N , though the number of Raman-active and infrared-active modes remains constant and independent of N , with 15nonzero Raman-active mode frequencies and 9 nonzero infrared-active mode frequencies, after subtracting the modes associated with acoustic translations ( A+ El) and with rotation of the cylinder (A).As an example, consider the (n,m) = (7,4)nanotube, with N = 62, so that the 1D unit cell has 372 degrees of freedom and 192 phonon branches in all. Of these, 15 are Raman active at k = 0, while 9 are infrared active, 3 corresponding to zero-frequency modes at k = 0, and 162 are silent. The samples used for Raman experiments on single-wall carbon nanotubes have a narrow distribution of diameters and chiralities, which depend sensitively on the catalysts that are used in the synthesis and the growth conditions, especially the growth temperature. Among the 15 Raman-allowed zone-center modes, the experiments using a laser excitation wavelength of 514.5 nm show a few intense lines and several weaker lines, taken on a sample for which the mean diameter corresponded to that midway between a (9,9) and a (10,lO) armchair nanotube [195]. Between 1550 and 1600 an-', two strong lines are observed at 1567 an-' and 1593 an-', which are derived from the same optic phonon branch as the graphite Ezg2 optic mode (w = 1582 cm-' at the Brillouin zone center) which has been extensively studied in HOPG (highly oriented pyrolytic graphite) [196]. The strong lines between 1550 and 1600 cm-' may be assigned to the Elg, Ezg and Alg modes in carbon nanotubes with different diameters. The Raman frequencies in this frequency region do not vary much with carbon nanotube diameter, as shown in Fig. 24 which presents the calculated diameter dependence of the various Ramanactive modes for armchair nanotubes. The very weak lines observed between 300-1 500 cm-I correspond to modes for which calculations predict very low intensities [197, 1981. At 186 cm-l, a strong line is seen in Fig. 23. This feature is identified with the AI, radial breathing mode and depends only on the nanotube diameter. The linewidth and lineshape is due to contributions from nanotubes of different
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Fig. 24. The armchair index n vs mode frequency for the Raman-active modes of single-wall armchair (n,n) carbon nanotubes [1951. From Eq. (2), the nanotube diameter is given by d = Sac-cn/r.



81 diameters. This feature can be used as a marker for assigning the diameter and chirality of the carbon nanotube under investigation. Siiice the frequency of the AI, breathing mode depends on the number of carbon atoms in the circumferential direction, the frequency of the AI, mode depends sensitively on the nanotube diameter (Fig. 24). The radial breathing mode does not depend directly on the chiral angle, since all atoms in the unit cell have displacements that are in phase with each other. The apparent dependence on chiral angle arises through the relation between the nanotube diameter dt and the chiral angle Q because of the finite number of possible nanotubes (n,m). In the low frequency region, the calculations predict nanotube-specfic ELg and Ezg modes around 116 cm-' and 377 cm-l, respectively, for (10,lO) armchair nanotubes, but their intensities are expected to be lower than that for the A I , mode. However, these El, and Eag modes are important, since they also show a diameter dependence of their mode frequencies. In the very low frequency region below 30 crn-l, a strong low frequency Raman-active Ea, mode is expected. However, it is difficult to observe Raman lines in the very low frequency region, where the background Rayleigh scattered is very strong. The Raman spectra are strongly dependent on the frequency of the excitation laser because of the resonant Raman effect associated with the singularities in the density of states shown in Fig. 20. These van Hove singularities arise from the folding the two-dimensional energy bands of the graphene layer into the one-dimensional energy bands of the carbon nanotube. For every one-dimensional band edge, as in a carbon nanotube, a 1,'singularity is expected for the energy dependence of the one-dimensional density of states (see Fig. 20). The energy separation of these singularities in the 1D density of states depends on the diameter of the nanotube. Under resonant conditions, more light can be absorbed, thereby enhancing the production of phonons via the electron-phonon coupling process. In Fig. 25 are shown Raman spectra obtained with different laser excitation wavelengths. The Raman modes that are preferentially enhanced correspond to those nanotubes for which the laser frequency is equal to the separation between resonances in the valence and conduction bands, such as shown in Fig. 25. The Raman scattering resonance condition thus selects the particular carbon nanotube ( n ,m) which has a singularity in its joint electronic density of states at the laser frequency. The observed phonon frequency of the low frequency A I , mode can provide the value of the nanotube diameter that is in resonance electronically. Thus the resonance effect is a quantum effect that can be understood in terms of both the electronic and phonon dispersion relations of the nanotubes.
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Fig. 25. Room temperature Raman spectra for purified singlewall carbon nanotubes excited at five different laser wavelengths, showing evidence for the resonant enhancement effect. As a consequence of the 1D density of states, specific nanotubes (n,m) are resonant at each laser frequency [1951.
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Fig. 26. High-resolution TEM images of bent and twisted carbon nanotubes. The length scales for these images are indicated [199].



3.6 Mechanical Properties The elastic properties of fullerene-related nanotubes have been discussed both theoretically and experimentally. Direct observations, mostly using high-resolution TEM, have shown that small diameter single-wall carbon nanotubes are remarkably flexible, and bend into curved arcs with radii of curvature as small as 20 nm. This flexibility suggests excellent mechanical properties, consistent with the high tensile strength and bulk modulus of commercial and research-grade vapor grown carbon fibers [196]. As shown in Fig. 26, even relatively large diameter (-10 nm) carbon nanotubes grown from the vapor phase can bend, twist, and kink without fracturing [199,200]. The basic mechanical properties of the nanotubes are very different from those of conventional PAN-based and vapor-grown carbon fibers, which are much more fragile and are easily broken when bent or twisted. It is of interest to note that when bent or twisted, the nanotubes appear to flatten in cross section, especially single wall nanotubes with larger diameters [200,201]. Theoretical studies indicate that for dt < 2 nm the effect of strain energy exceeds that of the room temperature thermal energy, so that it is only at small nanotube diameters that the strain energy associated with nanotube



a4 curvature is important. The strain energy per carbon atom for fullerenes of similar diameter is much larger than for the comparable nanotube, reflecting the two-dimensional curvature of fullerenes in comparison with nanotubes which have only one-dimensional curvature. Calculations for the energetics of the stretching and compression of multi-wall nanotubes show good agreement with an elastic continuum model based on the elastic constant of CI1for graphite [202, 13,2031. The large value measured for the elastic modulus [- 1 TPa (terapascal)] [204] accounts for the straightness of small diameter nanotubes in TEM micrographs [201]. As a consequence of the elastic limit model, the thermal conductivity of carbon nanotubes along the nanotube axis is expected to be high, based on observations on carbon fibers, while the thermal conductivity between shells of a multi-wall nanotube or between single-wall nanotubes within a single rope is expected to be very low. Very low expansion coefficients are also expected tangential to the nanotube surface, consistent with the anisotropic and anomalous thermal expansion coefficient for graphite which is small and negative in-plane, and large and positive along the e-axis. The magnitude of the beam rigidity of carbon nanotubes is found to exceed that of presently available materials [205l, so that graphene nanotubes are expected to offer outstanding mechanical properties, consistent with observations shown in Fig. 26. Single-wall carbon nanotubes are also remarkable regarding their mechanical properties under compression. Whereas carbon fibers fracture easily under compression, carbon ndnotubes form kink-like ridges under compression and these ridges can relax elastically when the stress is released. Extreme hardness was also found for bundles of carbon nanotubes, exceeding that of the toughest alloys used as substrates [14]. Thus single-wall carbon nanotubes are believed to possess many of the desirable mechanical properties of carbon fibers, but, in addition, single-wall carbon nanotubes have a number of other desirable properties with regard to bending into loops, cross-sectional distortions, twisting distortions, elongation and compression without fracture. 4



Applications



Although research on solid C ~ Ocarbon , nanotubes, and related materials is still at an early stage, these materials are already beginning to show many exceptional properties, some of which may lead to practical applications. O already occurred. However, the Large scale production of c 6 0 and C ~ has production of significant quantities of reasonably pure carbon nanotubes has yet to occur. One promising application for c 6 0 is as an optical limiter. Optical limiters are used to protect people and materials from damage by high light intensities usually associated with intense pulsed sources. Optical limiting is accom-



85 plished through a saturation of the transmitted light intensity with increasing incident intensity. Outstanding performance for c 6 0 relative to presently used optical limiting materials has been observed at 5320a for 8 ns pulses using solutions of c 6 0 in toluene and in chloroform (CH3C1) [77]. The proposed mechanism for the optical limiting is that c 6 0 is more absorptive for molecules in the triplet excited state than for the ground state (see s2.4). In this process, the initial absorption of a photon takes an electron from singlet So state to an excited singlet state. This is followed by a rapid inter-system crossing from the singlet to a metastable triplet state from which dipole-allowed transitions to the higher-lying triplet states can occur. Because of the higher excitation cross section for electrons in the metastable triplet state (relative to those in the ground state), an increase in the population of the metastable triplet state promotes further stronger absorption of photons [77]. Another interesting applications area for fuilerenes is based on materials that can be fabricated using fullerene-doped polymers. Polyvinylcarbazole (PVK) and other selected polymers, such as poly(parapheny1ene-vinylene) (PPV) and phenylmethylpolysilane (PMPS), doped with a mixture of CG0 and CTOhave been reported to exhibit exceptionally good photoconductive properties [206, 207, 2081 which may lead to the development of future polymeric photoconductive materials. Small concentrations of fullerenes (e.g. ~ 3 %by) weight) lead to charge transfer of the photo-excited electrons in the polymer to the fullerenes, thereby promoting the conduction of mobile holes in the polymer [209]. Fullerene-doped polymers also have significant potential for use in applications, such as photo-diodes, photo-voltaic devices and as photo-refractive materials. ~



Fullerenes have been shown to benefit the synthesis of Sic and diamond. Gruen and coworkers [210] have demonstrated that, by fragmentation of individual (260 molecules, diamond films of very small grain size can be synthesized, yielding superior wear resistance, and lubrication properties [2 101. Hamza and coworkers [211] have shown that by use of vacuum deposited C ~ O films, S i c thin films can be prepared at lower temperatures, and with several desirable properties. For example, by using a patterned Si/SiOz substrate, a patterned S i c surface could be prepared (though no effective etch is known for Sic), exploiting the fact that c 6 0 bonds well to Si, but poorly to SiOz. Thus conventional Si technology could be used to prepare a surface with Si in the regions where the Sic coat is eventually to form, and Si02 in the regions where it should not form. Then the c 6 0 is introduced, covering the Si regions and avoiding the Si02 regions. Finally, heating to 95O-125O0C, converts the CG0on Si to an adhering S i c patch. Such patterned materials have potential as light-emitting diodes in optoelectronic circuits. In other materials synthesis applications, the utilization of the strong bonding of fullerenes to clean silicon surfaces, has led to the application of a monolayer



of Cs0 as a bonding agent between thin silicon wafers [208]. This strong bonding property, together with the low chemical reactivity of fullerenes, have been utilized in the passivation of reactive surfaces by the adsorption of monolayers of CSOon aluminum and silicon surfaces [208]. Many research opportunities exist for the controlled manipulation of structures of nm dimensions. Advances made in the characterization and manipulation of carbon nanotubes should therefore have a substantial general impact on the science and technology of nanostructures. The exceptionally high modulus and strength of thin multi-wall carbon nanotubes can be used in the manipulation of carbon nanotubes and other nanostructures [212,213]. Many of the carbon nanotube applications presently under consideration relate to multi-wall carbon nanotubes, partly because of their greater availability, and because the applicationsdo not explicitly depend on the 1D quantum effects associated with the small diameter singlewall carbon nanotubes. The caps of carbon nanotubes were shown to be more chemically reactive than the cylindrical sections [214], and the caps have been shown to be efficient electron emitters [215, 216, 2171. Therefore, applications of nanotubes for displays and for electron probe tips have thus been discussed in the literature. The ability of carbon nanotubes to retain relatively high gas pressures within their hollow cores suggest another possible area for applications [218]. Carbon nanotubes have also been proposed as a flexible starting point for the synthesis of new nano-scale and nano-structured carbides, whereby the carbon nanotube serves as a template for the subsequent formation of carbides. The sandwiching of layers of carbon cylinders surrounded by insulating BN cylinders on either side offers exciting possibilities for electronic applications [219]. By analogy with carbon fibers which are used commercially in composites for structural strengthening and for enhancement of the electrical conductivity, it should also be possible to combine carbon nanotubes with a host polymer (or metal) to produce composites with physical properties that can be tailored to specific applications. The small size of carbon nanotubes allow them to be used in polymer composite materials that can be extruded through an aperture (die) to form shaped objects with enhanced strength and stiffness. Carbon nanotubes can be added to low viscosity paints that can be sprayed onto a surface, thereby enhancing the electrical conductivity of the coating.



As further research on fullerenes and carbon nanotubes materials is carried out, it is expected, because of the extreme properties exhibited by these carbon-based materials, that other interesting physics and chemistry will be discovered, and that promising applications will be found for fullerenes, carbon nanotubes and related materials.
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1 Introduction It is usually the physical, especially mechanical, properties of carbon fibers that promote their use in advanced technologies. For instance, on account of the high tensile strength and Young’s modulus of some carbon fibers, and their low density, a major use of these materials is as reinforcement in aerospace composites. Indeed, modem carbon fibers were originally developed in the late1950s and early-1960s with this application in mind. A review of high (mechanical) performance carbon fibers is in chapter 4 in this book [l]. However, here such properties and applications are of secondary interest. Rather, attention is focused on the pore and surface structures of carbon fibers, especially those fibers that have been treated, or activated, so that they contain a large number of pores narrower than 50 nm (micropores and mesopores). These active carbon fibers, ACF, are of increasing interest as adsorbents and catalyst supports, in competition with the more traditional, particulate forms of active carbons, as outlined below. There is a number of advantages of ACF over particulate (powdered OT granulated) active carbons, PAC. Compared with PAC, there is improved access of adsorptive or reactive fluids to pores and active surface sites in ACF, together with generally higher pore volumes and surface areas. This is mainly due to the limited dimensions of carbon fibers, which have diameters around 10 pm, compared with particle sizes in PAC which are generally orders of magnitude larger than this. ACF can also be consolidated into a wide range of textiles, felts and composites which allow greater flexibility in the forms of materials based on ACF, and the ease (and hence low cost) with which they may be contained and handled compared with PAC. For example, a new, lowdensity composite containing ACF, which is of potential use in adsorbent applications, is discussed in chapter 6 in this book [2]. Other advantages are that materials based on ACF do not suffer from channeling, settling or attrition to the same extent as PAC packed in beds or columns. However, at around 10 to 100 US$/lb [3],ACF are at present 10-100 times more expensive than PAC



96 (and are even more expensive than high-modulus carbon fibers), due mainly to the cost of activation, so the use of these relatively new materials is confined to low-volume niche applications (ACF comprise less than 2 % of the carbon fiber market in terms of amount of material), mainly as specialist adsorbents and catalysts or catalyst supports in areas such as fluid separations and reactions for environmental control. However, as discussed below, there are also emerging advanced technology markets for ACF in mehcine and power storage. This chapter elaborates on these points as follows. First, a background to ACF is given. This is in the form of a brief history of the development of ACF, which covers the 30 year period from the mid-l960s, when the first patents involving these materials were taken out, to date. It should be noted at this stage that the ACF dealt with in this chapter are based on organic fiber precursors, such as rayon, poly( acrylonitrile), PAN, and pitch; vapor-grown fibers, nanotubes and other carbon fiber forms are not considered. Following the background section the applications of ACF are described, mainly in adsorption and catalysis, though the use of ACF in other advanced technologies such as power storage will also be discussed. In this section, areas such as the preparation, structure and properties of ACF for specific applications will be covered. The chapter will end with some concluding remarks, including comments on the future of ACF, and a list of references.



2 Background 2.1 Carbon fibers



The original drive for the development of 'modem' carbon fibers, in the late1950s, was the demand for improved strong, stiff and lightweight materials for aerospace (and aeronautical) applications, particularly by the military in the West. The seminal work on carbon fibers in this period, at Union Carbide in the U.S.A., by Shindo, et al., in Japan and Watt, et al., in the U.K., is welldocumented [4-71. It is always worth pointing out, however, that the first carbon fibers, prepared from cotton and bamboo by Thomas Edison and patented in the U.S.A. in 1880, were used as filaments in incandescent lamps. Carbon fibers were fiist considered as engineering materials on account of the prospect of transferring the inherent high specific mechanical properties of graphite to fiber-reinforced composite materials. The combination of low density (-2.26 g ~ m - and ~ ) high Young's modulus of (-1 TPa in-plane) of perfect graphite was found to be particularly attractive. That carbons could also operate in non-oxidative environments at high temperatures (up to 3,000 "C), were chemically inert, and had high electrical and thermal conductivities were also thought of as potential advantages.



97 Today, carbon fibers are still mainly of interest as reinforcement in composite materials [7] where high strength and stiffness, combined with low weight, are required. For example, the world-wide consumption of carbon fibers in 1993 was 7,300 t (compared with a production capacity of 13,000 t) of which 36 % was used in aerospace applications, 43 % in sports materials, with the remaining 21 % being used in other industries. This consumption appears to have increased rapidly (at -15 % per year since the early 1980s), at about the same rate as production, accompanied by a marked decrease in fiber cost (especially for high modulus fibers). The initial processing steps of most carbon fibers involve stabilization (heating of an organic fiber precursor, e.g., PAN, in air to temperatures up to 300 "C to render the fibers thermoset via cross-linking), followed by heating to temperatures < 1,000 "C to convert the stablized fibers to carbon. Pyrolysis is usually carried out in an inert atmosphere to prevent carbon oxidation. The processing of aerospace or sports carbon fibers may also involve heating to higher (graphitization) temperatures (up to 3,000 "C), also in an inert atmosphere, and stretching. These treatments are to develop and orient graphitic layer planes along the long axis of fibers, and hence to promote the transfer of graphitic properties, such as stiffness, to the final product. However, carbon fibers made in this way are not of primasy interest here. Rather, attention is focused on the pore and surface structures of carbon fibers, especially those fibers that have been treated, or activated, so that they contain a large number of micropores and mesopores (micropores are narrower than 2 nm, mesopores have widths in the range 2 to 50 nm, and macropores are wider than 50 m, as defined by the International Union of Pure and Applied Chemistry, IUPAC [8,9]). Activation typically involves a low temperature treatment (< 1,000 "C) instead of graphitization, where small pores are developed via selective oxidation of carbon. This activation process has been covered in detail elsewhere [lo], especially for powdered or granular active carbons. Thus in this chapter on ACF we are dealing with the overlap or intersection of two classes of carbon materials: carbon fibers and active carbons. This is illustrated in the Venn diagram, Fig. 1, which is based on a classification of carbon materials recommended by IUPAC [ 111. It is appropriate at this stage to consider active carbons generally, before leading on to introduce active carbon fibers, which axe a relatively recent development of these materials.
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active carbons



active carbon fibers



Fig. 1. Venn diagram illustrating where active carbon fibers lie in the classification of



carbon materials. 2.2 Active carbons



Active carbons, AC, comprise carbons that have been prepared so that they contain a large number of open or accessible micropores and mesopores [10,13]. The large pore volumes (up to 1 cm3 g") and surface areas (up to 2,500 m2 g-') associated with these pores result in carbons that have high capacities for adsorbing fluids. While active carbons were mentioned by the ancient Egyptians in -1,550 B.C. as a purifying agent, modem AC technology extends from the early 1900s when active wood chars were used as a replacement for bone black in sugar refining. Later developments included the use of AC as adsorbents in gas masks during World War I. Modern applications include the use of AC as liquid-phase adsorbents, in water purification for instance, and in the gas-phase as adsorbents for gas storage and separations [10,13], and as catalysts and catalyst supports [14]. Traditionally, active carbons are made in particulate form, either as powders (particle size 100 pm, with an average diameter of -20 pm) or granules (particle size in the range 100 pm to several mm). The main precursor materials for particulate active carbons, PAC, are wood, coal, lignite, nutshells especially from coconuts, and peat. In 1985, 360 kt of such precursors (including 36 % wood and 28 % coal ) were used to make active carbons [lo], of which nearly 80 % were used in liquid-phase applications, with the rest being used in gasphase applications. Important factors in the selection of a precursor material for an active carbon include availability and cost, carbon yield and inorganic (mainly mineral) matter content, and ease of activation.



Activation may be achieved in two ways: physical and chemical. In physical activation a carbon is exposed to an oxidizing gas, usually steam or CO, at temperatures i n the range 800-1,000 "C, which gasifies the carbon to form a complex array of micropores and mesopores. Non-graphitizible carbons, ie,, carbons made from precursors that do not pass through a liquid stage in pyrolysis (such as the active carbon precursors mentioned above), are especially suited to physical activation as they contain many defective and disordered regions that originate the development of porosity. By contrast, graphitizible carbons, such as those made from mesophase pitch or poly(viny1 chloride), are more ordered structurally and are difficult to activate physically, especially if they have been heated to graphitization temperatures (up to 3,000 "C). Chemical activation involves first mixing the precursor with compounds such as zinc chloride, phosphoric acid or potassium hydroxide, followed by pyrolysis to temperatures in the range 400-850 "C, and final washing to remove d e activation agent. The mechanism of chemical activation is complicated, involving a modification of pyrolysis, but the net result is often a fine, high surface-area powder. Chemical activation is generally applicable to a wider range of carbon precursors than physical activation, as is does not depend on disorder in a pyrolysed material, though the finely-divided product may not be suitable for some processes.



2.3 Active carbonfibers Essentially, the technology of active carbon fibers is a combination of the technologies for carbon fibers and active carbons summarized above. This section is an o u t h e of the historical development of ACF. As already mentioned, the driving force behind the development of modern carbon fibers was the demand in the late-1950s for high strength and stiffness, low density materials for aerospace applications, especially in the military. However, in the early-1960s it was recognized that carbon fibers might also be used in other, less mechanically-demanding applications. A 1962 U.S. patent [14] refers to the use of carbon fibers made from viscose rayon being of potential use as thermal insulation and in air filters. Critically that work also refers - it seems for the first time - to the potential of active carbon fibers as adsorbents. The idea of general purpose, mainly rayon-based carbon fibers, and especially adsorbent ACF, was taken up by subsequent workers around that time [ 15-171. It is interesting to note that a new ACF adsorbent material developed at Oak Ridge National Laboratory [2] by the Editor of this book has a direct predecessor in original work at ORNL on ACF for filtering radioactive iodine [151. Studies on ACF based on this early work have continued to this day [3,18]. Some important developments in the 1970s include: academic studies of ACF



100 based on poly(viny1idene chloride) (PVDC or Saran) fibers [19-211; ACF based on phenolic fibers (KynolTM)[22-27 (US. Army); 28-30 (Carborundum)], and ACF based on poly(acrylodde), PAN, and rayon fibers [31-33 (U.K. military)]. There has also been extensive work on ACF in Japan. Much of this has been published in Japanese, and is not readily assimilated by those who do not communicate in that language. However, a recent review [181 highlights the most important developments in Japan in ACF. These originated mainly from industry: companies such as Toho Beslon (now part of Toho Rayon) and Toyobo seem to have been particularly active.
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Fig. 2. Number of publications on active carbon fibers between 1981 and 1997 (dotted line is best fit linear trend).



While rayon is still used as precursor for ACF, there has been a good deal of work since the 1970s on developing materials made from PAN, pitch and phenolic-resin, as these appear to be easier andlor more economical to make than those based on rayon or other organic fibers, as well as generally having greater surfaces areas and other associated properties. Both fundamental and applied aspects of ACF are of continuing interest. As an idea of the degree of effort in this area, over 500 papers, patents, books, etc., have been published in English on ACF. To illustrate this Fig. 2 is a plot of number of publications on ACF over time in the period 1981-1997; the publications all contain the words active (or activated) carbon fiber(s) in their titles. While only a (large) subset of all publications involving ACF (some papers on activated carbon cloths might



101 not be included, for instance), the data in Fig. 2 suggest that there has been a steady (approximately linear) increase in public output on ACF since 1981, with an extra two or three publications appearingper year. The main themes of this significant output, especially the applications of ACF in advanced technologies, are dealt with below. However it should be emphasized that only information on ACF in the public domain is covered in this review; details on commercial and military ACF are often confidential, and any publicly-available information in these areas is usually, for obvious reasons, limited in depth and scope.



3 Applications of Active Carbon Fibers 3.1 Introduction Materials based on ACF can be made with a wide range of structures, compositions and properties, depending on the nature of the precursor, and subsequent processing and forming methods. For example, there are, inter alia, rayon, PAN, pitch and phenolic resin precursors which may be spun to yield different size and shape fibers, which may then be stabilized and activated in a number of different ways before f i i l l y being formed into different types of cloths, fabrics and composites. It is therefore difficult to generalize about ACF and materials based on ACF. However, a number of basic studies, using different experimental methods, have been undertaken on the structures and properties of ACF. Some of these have been with an application in mind, while others have been more fundamental in nature. Examples of the latter include: transmission electron microscopy [34,35], scanning tunneling microscopy [36,37], small-angle scattering [38,39], x-ray diffraction [40-421, surface analysis [43-451, electrical/magnetic properties [46,47], mechanical properties [48,49], adsorption [50-531 plus various other characterization methods [54-583. Measurements of adsorption, including evidence for high adsorption capacities and (especially) fast adsorption rates relative to traditional carbon adsorbents, are one of the main reasons why ACF have received so much attention in recent years. The background to this is a demand for low volume, high throughput adsorption devices which are difficult to engineer either with slow uptake granular materials, or with finer powders that compact (and hence inhibit transport) in flow conditions. For example it has been shown that adsorption of methylene blue from solution at ambient temperature in a rayon-based ACF is two orders of magnitude faster than in a granular active carbon and one order of magnitude faster than in a powdered active carbon [59,60]. The main reason for this acceleration is that adsorptive molecules do not have so far to travel (by diffusion or permeation) to adsorption sites (micropores and mesopores) in



102 small ACF (-10 pm diameter) compared to larger powdered or granular active carbons (-100 pm and -1,000 pm diameter respectively). Adsorption capacities in ACF were also observed to be relatively high [59,60], due to the lack of nonadsorbing macropore spaces in them compared with PAC. This pattern of fast, high-capacity adsorption in ACF compared with PAC has also been observed in other systems [61-671. Faster fluid transport to and from micropores and mesopores in ACF compared with other carbons is also attractive in regenerating adsorbents (i.e.,removing adsorbates) [68-691 and in catalysis [70751, where extensive dispersion of catalytic sites, and quick reactant supply to, and subsequent product removal fiom, these sites are clearly a benefit. Accordingly, the main potential applications of ACF are as adsorbents and catalysts, as described below. Other possible, smaller-scale applications, in emerging areas such as medicine and power storage, are also considered. 3.2 Active carbonjbers in adsorption and catalysis



As alternative materials to traditional particulate active carbons, much research has been carried out on the potential of active carbon fibers as gas and liquid phase adsorbents and catalystdcatalyst supports, as outlined below. 3.2.1 Active carbon fibers in SO,/NO, removal from air Air contamination by SO,, NO and NO, from the combustion of coal and gasoline fuels can be limited by the presence of active carbons. These materials may remove contaminants by catalysis, e.g., by forming sulfuric acid from SO, in moist air, or by the selective catalytic reduction of NO/NO, to N, and steam in the presence of ammonia. Active carbons may also react with NONO, to yield N, and CO,. These decontamination processes are promoted by high surface area carbons (i.e.,many sites for adsorption and reaction), together with quick delivery of reactants to, and removal of products from, these surfaces. ACF clearly might have advantages over traditional active carbons in both these areas, as much recent work has sought to prove. For example, many papers on the use of ACF for SOJNO, removal from air were presented at a 1996 American Chemical Society (Division of Fuel Chemistry) symposium on the use of carbon-based materials for environmental cleanup [76]. The potential application of ACF in flue gas cleanup is discussed below. SO, and NO, in flue gas from coal combustion contribute to smog and acid rain. Methods to remove these pollutants include alkaline wet scrubber systems that fix SO, to solid CaSO,, and selective catalytic reduction by metaumetal oxide systems of NO/NO, to N, and steam in the presence of ammonia. Particulate active carbons have also been used in flue gas decontamination, especially as they avoid costly scrubber processes and can operate at lower temperatures. The potential of active carbon fibers in this application has been explored by a



number of authors. For example, ACF based on pitch [72], PAN [74,77,78] and KynolTM(phenolic resin) [79,80] have been studied for SO, removal. It appears that PAN is especially effective in h s application. The effectiveness of pitchand PAN-based ACF for NO, removal has also been studied [75,81-851. It has been found that pitch-based ACF calcined at 850 "C are particularly successful in NO, reduction, though this activity is reduced considerably in humid air. However, there is as yet no compelling evidence that ACF perform better in removing either SO, or NO, than materials such as active coal chars. ACF may only become serious alternative materials in flue gas clean up (and SO,/NO, removal in general) when their cost declines. 3.2.2 Active carbon fibers for removing volatile organic compounds from air Volatile organic compounds, VOCs, comprise generally toxic, low b o h g point compounds, including aromatics such as toluene (methylbenzene) and the xylenes (dimethylbenzenes), and aliphatics, such as acetone (propanone) and nhexane. These and other VOCs are produced from various activities including food processing, wastewater treatment, the electronics, oil and petroleum industries, polymer processing and dry cleaning. In 1991 in the U.S.A., for example, of the order of lo9 kg of toxic chemicals were released into the atmosphere, of which about half were VOCs [86]. Low concentrations of VOCs in ambient air of 1 to 1,000 ppmv (parts per million based on volume) are often harmful to human health. VOCs also promote the photochemical formation of ozone and other contaminants, and in high concentrations are a f i e hazard. These severe environmental implications have resulted in increasingly stringent legislation in the U.S.A. and elsewhere to limit release of VOCs into the atmosphere. Control technologies for VOCs release include combustion and vapor recovery. Vapor recovery is preferred as combustion may result in the production of other air pollutants, and destroy valuable VOCs.



Vapor recovery methods for VOCs include adsorbers and condensers, often in combined systems. Granular active carbons, GAC, are a popular choice as adsorbents for VOCs. However, these materials require expensive containment and need to be replaced periodically to regenerate (with some loss of carbon) and recover adsorbed VOCs. To overcome these drawbacks, ACF based on KynolTMphenolic resin fibers have been suggested as alternative materials [87921. Adsorbents for VOCs in the form of active carbon cloths, ACC, made from these fibers are relatively easily contained, generally adsorb more and fastes than GAC and can be regenerated in situ using electrothermal methods. For example, an interesting integrated cryogenic recovery system for VOCs using ACC was described recently [91], see Fig. 3.
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Fig. 3. A model integrated adsorption/electrothermal regeneratiodcryogenic vapor recovery system for volatile organic compounds [91]. Reprinted from Gus Sep. Pur$, Volume 10, Lordgooei, M., Carmichael, K. R., Kelly, T. W., Rood, M. J. and Larson, S. M., Activated carbon cloth adsorption cryogenic system to recover toxic volatile organic compounds, pp. 123-130, Copyright 1996, with permission from Elsevier Science.



105 In t h ~ ssystem, VOCs were introduced into a fixed bed of ACC, highlighted in the figure. After the VOCs broke through the bed, the compounds were desorbed from the ACC electrothermally (by resistive heating), subsequently condensed cryogenically using liquid nitrogen, and hence made available for reuse. The effectiveness for this system was tested by replacing the ACC with Calgon BPL, a well-known commercial GAC. It was shown that breakthrough times for the ACC were considerably longer than for the GAC. This was mainly attributed to greater adsorption capacity of the ACC, though steeper breakthrough curves also suggested less mass transfer resistance (hence less energetically demanding throughput) in the fiber bed compared to the granular bed. 3.2.3 Other gas phase adsorbent applications of active carbon fibers As well as VOCs, studies of adsorption of specific gases on ACF have been carried out. For example, 1,l-dichloro- 1-fluoroethane (a chlorofluorocarbon with reduced ozone depletion potential) was shown to have improved adsorption and recovery performance on active PAN-based carbon fibers compared with commercial, nutshell-based GAC [651. In another application in environmental protection,, a rayon-based ACF cloth impregnated with organo-metallic compounds such as copper(I1) tartrate was shown to be a useful adsorbent for hydrogen cyanide gas [93]. The use of impregnated, rayon-based ACF cloths as adsorbents for toxic gases for protection in military applications has also been outlined [94]. That work gives a modem perspective to early publications and patents in military applications [22-27,31-33] referred to earlier in th~schapter. Another interesting potential gas-phase application of ACF is as a medium for adsorbed natural gas, ANG [52,95]. Natural gas (of which methane is the main calorific component) is an environmentally-friendly and abundant fuel, but suffers from low calorific value on a volume basis compared with other fuels such as gasoline. Compressed natural gas, CNG, is one solution, but high pressures are required (-25 MPa) for liquefaction which are energetically demanding. ANG in active carbons is a useful alternative as much lower pressures (-4 MPa) are required to achieve effective liquefaction in small carbon pores. A challenge is to optimize the carbon structure to maximize delivered gas capacity to rival CNG. This topic is covered in detail in chapter 9 in this book [96]. However it is worth pointing out here that steam or CQ, activated pitch-based carbon fibers appear to have great potential as adsorbents for natural gas on account of the low meso- and macroporosity contained in arrays of fibers compared to packed beds of GAC. Fig. 4 illustrates t h ~ point. s The y-axis in Fig. 4 is the delivered capacity of methane at 298 K; the x-axis is the weight-loss after activation in steam or CO,. Delivered capacity is the volume of methane at STP delivered at 0.1 MPa (1 atmosphere) per volume of adsorbent, after storage at, and de-pressurization from, 4 MPa; it is a convenient



106 measure of how useful a material is for storing and delivering methane as a motor vehicle fuel. Fig. 4 shows that after extensive activation (> 60% weight loss) methane delivery approaches 150 v(STP)/v, which has been identified as a desirable commercial target. However, there is some way to go to achieve the maximum theoretical delivery approaching 200 v(STP)/v [97], which depends critically on pore size. More detailed studies are required in this area, including measurements of adsorption of components of natural gas in ACF [e.g.,981, and optimization of ACF structure (especially pore size), surface chemistry and fiber packing. 2007..................................................................................................
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Fig. 4. Methane delivery at 298 K for active pitch-based carbon fibers as a function of weight loss after activation in steam or CO, [after 9.51.



3.2.4 Active carbon fibers in water purification The purification of domestic and industrial water supplies and the removal of contaminants from wastewaters are required to protect health, industrial plant and the environment. As for air purification, there are increasingly stringent legal requirements for water purity. Granular active carbons are a popular choice of material for water cleanup [lo], both for low molecular weight contaminants (of the order of 100 g mol-') such as trihalomethanes (which OCCUT in chlorinated water), phenolics and some pesticides, and for higher molecular weight contaminants (of the order of 1,000 g mol-') such as humic substances (e.g.,humic acids, fulvo acids, hymatomelanic acids) from soil. Active carbon fibers have been studied as possible alternative water purification media to GAC [63,64,67,99-1041, with the general conclusion that they offer improved



107 adsorption capacities and rates for low molecular weight pollutants, and are more easily regenerated. However, bacteria appear to breed easily on ACF, which may itself lead to pollution. This problem has been explored by adding silver to ACF, which makes them antibacterial [ 105-1lo].



To illustrate the use of ACF in water purification it is appropriate first to consider the experimental methods used to characterize aqueous adsorption in active carbons generally. Both kinetic and equilibrium experimental methods are used to characterize and compare adsorption of aqueous pollutants in active carbons. In the simplest kinetic method, the uptake of a pollutant from a static, isothermal solution is measured as a function of time. This approach may also yield equilibrium adsorption data, i.e., amounts adsorbed for different solution concentrations in the limit t + 00. A more practical kinetic method is a continuous flow reactor, as illustrated in Fig. 5. isothermal containment
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Fig. 5. Schematic continuous flow reactor for characterizing the effectiveness of active carbons for purifying water.



The reactor in Fig. 5 operates as follows. A feed solution containing a given concentration of pollutant is pumped to the adsorbent module at a fixed volumetric flow rate. The module is kept isothermal by a temperature control unit, such as a surrounding water bath. Finally, the concentration of the outlet solution is measured as a function of time from when the feed was introduced to the adsorbent module. These measurements are often plotted as breakthrough curves. Example breakthrough curves for an aqueous acetone solution flowing



108 through beds of granular active carbon and active carbon fibers are shown in Fig. 6 [64].



Fig. 6. Breakthrough curves for aqueous acetone (10 mg I-' in feed) flowing through exnutshell granular active carbon, GAC, and PAN-based active carbon fibers, ACF, in a continuous flow reactor (see Fig. 5) at 10 ml m i d and 293 K [64]. C/C, is the outlet concentration relative to the feed concentration. Reprinted from Znd. Eng. Chem. Res., Volume 34, Lin, S. H. and Hsu, F. M., Liquid phase adsorption of organic compounds by granular activated carbon and activated carbon fibers, pp. 21 10-21 16, Copyright 1995, with permission from the American Chemical Society.



In this example, acetone breaks through the adsorbent ( i e . , is detectable in the outlet) some 1 hr earlier in the GAC than in the ACF, suggesting that ACF might be a better choice as a water purifying agent than GAC for the specified flow system. For example, the commercial, rayon-based ACF material Actitexm made in France has been observed to be generally more effective than GAC in removing a range of low molecular weight organic water pollutants [ 100-1041. Interestingly ACF also appear to desorb faster and more completely than GAC when heated, suggesting improved regeneration [64]. This has also been noted for the removal of volatile organic compounds from air, as mentioned in section 3.2.2 above. However, high molecular weight pollutants such as humic substances are not generally removed by ACF, mainly because the pores in these largely microporous materials are smaller than the target molecules [63,100], unlike in GAC which contain mesopores. This suggests that a wide range molecular weight water purification system might require



GAC (or other ultrafiltration medium) and ACF operating in series [ 1011, or the development of ACF with controlled mesoporosity. 3.3 Emerging applications of active carbon fibers



The major potential application of active carbon fibers is as an adsorbent in environmental control, as outlined in the previous section. However, there is a number of smaller scale, niche applications that seem to be particularly suited to ACF. These emerging applications include the use of ACF in medicine [ 111 (see also 59,60),112], as capacitors [113-1191 and vapor sensors [120], and in refrigeration [121]. The first two of these applications are summarized below. However, there are not many detailed, publicly-available sources describing any of these applications, partly for commercial reasons and partly because the technology is emerging, so any summary is necessarily limited in scope. Medical applications of ACF include their use as enteroadsorbents [111] (the commercial rayon-based activated carbon fiber adsorbent AqualenTMmade in Russia [59,60] has been used in this application) and in cloth form as wound dressings and skin substitutes [112]. In both cases, ACF appear to be useful (again) due to their high adsorption capacities and rates for low and medium molecular weight organic compounds in aqueous solution compared to granular active carbons. The ease of containment and formability of dressings based on ACF are also positive attributes. The apparent biocompatibility of ACF is another advantage in these applications, though this can also lead to bacterial growth that in dressings needs to be checked (e.g., by chemical or surface treatment) to avoid infection. Other problems include the drying of wounds due to the high water permeability of ACF.



A second interesting niche application of ACF is in electrical double-layer capacitors. The electric double-layer capacitor is regarded as an attractive rechargeable power device because of its high-rate charge/discharge ability and high energy density compared with common rechargeable batteries [ 119,1221. This type of capacitor is typically composed of two active carbon electrodes bordering a separator/electrolyte,see Fig. 7. In a system such as in Fig. 7 electric charges are stored in the electric double layer at the interface between the electrode material and the electrolyte when d.c. voltage is applied across the electrodes. Capacitors using phenolic-based ACF and active fiber cloths, and incorporating both liquid and solid electrolytes, have received considerable attention in Japan for applications such as computer memory back-up devices [113-1191. Perceived advantages of ACF over GAC electrodes include relatively high surface areas and electrical conductivities, and ease of formability and containment. The improved tailorability of ACF compared to GAC electrodes, e.g.,by mixing ACF with wood pulp and forming



110 materials using paper-making technology [1151 (which also renders the materials more robust), is also considered to be an advantage.



electrolyte / separator



Fig. 7. A schematic diagram of an electric double-layer capacitor using active carbon



electrodes.



4 Concluding Remarks



Active carbon fibers are attractive in a number of advanced technologies, such as adsorbents and catalystslcatalyst supports in gas and liquid phase environmental control, medicine and power storage. Special advantages of ACF over more established particulate active carbons include generally higher adsorption capacities (as ACF contain fewer mesopores and macropores than PAC), and faster adsorptioddesorption rates (ACF are smaller than active carbon particles). However, in this context there is some scope to develop ACF with increased mesoporosity to enhance adsorption of high molecular weight substances. Other advantages include the relative ease of forming and containing ACF compared to PAC, especially when ACF are consolidated as cloths and textiles. The structure, chemistry and related properties of ACF are also considered to more controllable than in PAC. An important problem with ACF, however, is their h g h cost relative to PAC due largely to the combined costs of fiber processing and activation. Lower costs have been suggested by activating ex-phenolic carbon coatings on glass fiber substrates [3],though these materials are still under development. The reduced mechanical properties of ACF, leading to poor abrasion resistance and handling difficulties [48,49,123], is also an unresolved issue. Nevertheless, the future of ACF in advanced technologies in ways discussed above (and in chapter 6 in this book) looks promising indeed.
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CHAPTER 4



High Performance Carbon Fibers DAN D. EDIE AND JOHN J. McHUGH Department of Chemical Engineering and Center for Advanced Engineering Fibers Clemson University Clemson, SC 29634-0909, USA



1 Introduction Because of their unique blend of properties, composites reinforced with high performance carbon fibers find use in many structural applications. However, it is possible to produce carbon fibers with very different properties, depending on the precursor used and processing conditions employed. Commercially,continuous high performance carbon fibers currently are formed from two precursor fibers, polyacrylonitrile (PAN) and mesophase pitch. The PAN-based carbon fiber dominates the ultra-high strength, high temperature fiber market (and represents about 90% of the total carbon fiber production), while the mesophase pitch fibers can achieve stiffnesses and thermal conductivities unsurpassed by any other continuous fiber. This chapter compares the processes, structures, and properties of these two classes of fibers. Despite the differences in structure and properties, there are several similarities between the processing methods of PAN- and pitch-based carbon fibers. Both fiber types are subjected to spinning, oxidative stabilization, and high temperature carbonization steps. Also, in both cases, although the ultimate properties are not developed until carbonization, the property limitations and the final structure are due, in large part, to the chemical nature of the precursor and the morphology of the as-spun fiber. The following sections detail the processing method for the PAN-based and pitch-based carbon fibers and reports the structure and properties of both fiber types.



2 Processing Carbon Fibers from Polyacrylonitrile



In addition to their exceptional tensile strengths, PAN-based carbon fibers are far more resistant to compressive failure than are their pitch-based counterparts or polymeric high-performance fibers. However, because the PAN precursor is not



120 composed of rigid molecules, the as-spun fiber does not achieve a stacking arrangement which is graphitizable over a long range. Thus, the tensile modulus and thermal conductivity of PAN-based carbon fibers do not achieve values comparable to mesophase pitch-based fibers. The repeat unit of polyacrylonitrile is shown in Fig. 1. In reality, PAN is an atactic polymer; that is, the nitrile groups are randomly positioned with respect to the polymer backbone.



Fig. 1. The chemical repeat unit of polyacrylonitrile.



2.1 Fiber Spinning Because the polymer degrades before melting, polyacrylonitrile is commonly formed into fibers via a wet spinning process. The precursor is actually a copolymer of acrylonitrile and other monomer(s) which are added to control the oxidation rate and lower the glass transition temperature of the material. Common copolymers include vinyl acetate, methyl acrylate, methyl methacrylate, acrylic acid, itaconic acid, and methacrylic acid [1,2].



2.1.1 Wet-Spinning In a typical process, a PAN copolymer containing between 93 and 95 percent acrylonitrile is dissolved in a solvent such as dimethylformamide, dimethylacetamide, aqueous sodium thiocyanate, or nitric acid [3] to form a highly concentrated polymer solution (20-30 percent polymer by weight), which is charged to a storage tank and pumped through the wet spinning system shown in Fig. 2. In a fashion similar to melt-spinning, the solution is filtered to minimize the presence of impurities and passed through the spinnerette. The fiber emerges through the small capillary holes of the spinnerette into a coagulation bath containing a fluid, ofien a diluted composition of the solvent, that begins to extract the solvent from the fiber. In a variation on this process, known as dry-jet wet spinning, the fiber emerges from the spinnerette into a narrow air gap before entering into the coagulation bath. In wet spinning, the solvent extraction rate can be influenced by changing several processing variables including the type and concentration of coagulation fluid, the



121 temperature of the bath, or the circulation rate of fluid within the bath.



Drv and heat&-draw



bath



bath



bath



n



Fig. 2. Wet-spinning of PAN fibers (adapted from [4]).



Controlling the extraction rate is vital because the shape and texture of the resultant fiber is directly influenced by the solvent removal rate. As the solvent is extracted from the surface of the fiber, significant concentration gradients can form. These gradients may result in a warping of the desired circular shape of the fiber. For example, if the solvent is removed too quickly, the fiber tends to collapse into a dog-bone shape. Additionally, the solvent extraction rate influences the development of internal voids or flaws in the fiber. These flaws limit the tensile strength of the fibers. The gel fiber that emerges from the coagulation bath always undergoes a series of washing, drawing, and drying steps, during which the fiber collapses into its final form. Much of the internal morphology is developed as a result of these processes [3]. Normally, a finish is applied to aid in fiber handling. 2.1.2 Alternative Spinning Technologies A variation on the wet-spinning technique involves extrudmg into a heated gas environment. In this dry-spinning process, the temperature and composition of the gas control the extraction process. Although solution spinning provides high quality PAN fibers, it presents a significant disadvantage. Solution spinning requires the use of a large quantity of an organic or inorganic solvent. This creates the need for efficient solvent recovery, adding additional complexity and cost to the process. Therefore, other spinning strategies have been investigated. The use of a wet-spinning process with inorganic solvents has also been attempted. Although the details of this process are proprietary, it is clear that these inorganic wet-spun PAN fibers make higher quality carbon fiber precursors than those produced with traditional organic solvents [ 5 ] .



122 Another approach to eliminate the need for organic solvents was explored in the late eighties by BASF Structural Materials, Inc. [ 6 ] . In their process, the acrylonitrileand other co-monomersare polymerized in an aqueous solution. Next, the resultant slurry is purified, and most of the excess water is removed. The copolymer then is pelletized and fed to an extruder. The remaining water in the pellets serves to plasticize the polymer and enables it to form a homogeneous melt below its degradation temperature. The melt is extruded through a multiple hole spinnerette into a steam-pressurized solidificationzone. In addition to eliminating the need for organic solvents, this melt-assisted spinning process provides a more u n i f m fiber because of the enhand polymer content of the plasticized PAN [7].



2.2 Stabilization The as-spun acrylic fibers must be thermally stabilized in order to preserve the molecular structure generated as the fibers are drawn. This is typically performed in air at temperatures between 200 and 400°C [SI. Control of the heating rate is essential, since the stabilization reactions are highly exothermic. Therefore, the time required to adequately stabilize PAN fibers can be several hours, but will depend on the size of the fibers, as well as on the composition of the oxidizing atmosphere. Their are numerous reactions that occur during this stabilization process, including oxidation, nitrile cyclization, and saturated carbon bond dehydration [7]. A summary of several functional groups which appear in stabilized PAN fiber can be seen in Fig. 3.



Fig.3 Illustration of functional groups appearing in stabilized PAN fiber [9].



123 There is recent evidence that stabilization to elevated temperatures (over 350°C) yields a structure with additional intermolecular cross-linking that results in improved mechanical properties in carbonized fibers [ 10,111. In addition, it has been noted that the addition of ammonia to the stabilizing environment accelerates stabilization [12]. 2.3 Carbonization The stabilized fiber is carbonized in an inert atmosphere to temperatures ranging from 1000-3000"C, driving of virtually all non-carbon elements. There is a substantial mass loss associated with this pyrolysis. In fact, the yield of carbon fiber upon carbonization of PAN is typically in the range of 40-45% [13]. Controlling the heating rate is essential in preventing the formation of defects as the volatile gases are removed. A decrease in tensile strength with carbonization beyond 1500°C is usually observed [14]. For this reason, the highest strength PAN-based carbon fibers often contain residual nitrogen. Tensile modulus, by contrast, continues to rise with heat treatment temperature. Heat treatment beyond 1700°C is often termed graphitization; however, the term may only be loosely applied to PAN-based fibers, which are not, strictly speaking, graphitizable. 2.4 Fiber Microstructure Diefendorf and Tokarsky [151 have shown that PAN-based carbon fibers develop a fibrillar microstructure. The microstructure of the PAN-based fibers, shown in a schematic model in Fig, 4,may be viewed as regions of undulating ribbons. T h ~ s structure is much more resistant to premature tensile failure resulting from microscopic flaws than microstructures exhibiting more extended graphtic regions transverse to the fiber axis, such as those seen in mesophase pitch-based carbon fibers. Thus, PAN-based fibers tend to develop exceptional tensile strengths, but are less suited for developing high tensile moduli.



3 Carbon Fibers from Mesophase Pitch A relatively new class of high-performance carbon fibers is melt-spun from mesophase pitch, a discotic nematic liquid crystalline material. This variety of carbon fibers is unique in that it can develop extended graphitic crystallinity during carbonization, in contrast to current carbon fibers produced from PAN. 3.1 Mesophase Formation The mesophase pitches used for high-modulus carbon fiber production can be formed either by the thermal polymerization of petroleum- or coal tar-based



124 pitches, or by the catalyticpolymerization of pure compounds such as naphthalene. The mesophase transformation results in an intermediate phase, formed between 400°C and 550"C,during the thermal treatment of aromatic hydrocarbons. During mesophase formation, domains of highly parallel, plate-like molecules form and coalesce until, with time, a 100% anisotropicmaterial may be obtained. It has been well-establishedthat, when mesophase pitch is carbonized, the morphology of the pitch is the primary factor in determining the microstructure of the resulting graphitic material.



Fig. 4. Illustration of the fibrillar texture of a carbonized PAN fiber [15].



3.1.1 Pyrolysis of Petroleum or Coal Tar Pitch Raw pitch, a high molecular weight by-product formed during petroleum or coal refining operations, is composed of a rather broad mixture of hundreds of thousands of organic species with an average molecular weight of several hundred. Many of these species are heterocyclic, contain highly aromatic components, and are formed by a variety of thermal decomposition, hydrogen transfer, and oligomerizationreactions [16]. In the United States,pitch derived from petroleum has been the only graphitizable carbon fiber precursor employed commercially. Petroleum pitch is commonly formed from the heavy gas oil fraction of crude oil [17]. During gas oil cracking, a heavy by-product called decant oil is formed. This decant oil is often used as fuel oil; however, because of its high aromaticity, it may be pyrolyzed to form pitch.



125 Often, pitches and oils are classlfied into four general fractions: saturates, naphthene aromatics, polar aromatics, and asphaltenes [ 131. The saturates are the lowest molecular weight fraction and are aliphatic. Naphthene aromatics consist largely of low molecular weight aromatic species. Polar aromatics are larger molecules and may be heterocyclic. Lastly, the asphaltenes are large, plate-like, aromatic molecules which often possess aliphatic side-groups. Oils are composed mostly of saturates and naphthene aromatics, while pitches are often rich in asphaltenes. Since the asphaltenes have a high molecular weight and are highly aromatic, raw petroleum pitches which contain a high percentage of asphaltenes (e.g., Ashland-240, Ashland-260) are often selected as feed stocks for the formation of mesophase. However, the asphaltic residuum fraction of crude oil is not used for pitch production, due to the presence of metallic impurities and structures which are not plate-like in this fraction. A mesophase can be produced by the heating of a highly aromatic pitch in an inert atmosphere for an extended period of time. The mesophase transformation was first observed by Brooks and Taylor 6181 as an intermediate phase of spherules with mosaic structures, formed between 400°C and 550°C during the thermal treatment of aromatic hydrocarbons. It was found that a wide range of materials, such as coals, coke-oven pitch, petroleum tar, bitumen, polyvinyl chloride, naphthacene, or dibenzanthrone,will form similar structures which precipitate fiom the isotrapic phase during prolonged pyrolysis. Selected-area electron diffraction patterns indicated that each mesophase sphere possesses at its center a single direction of preferred orientation. As the pyrolysis continues, the spherules tend to grow and coalesce until a phase inversion takes place, after which the mesophase becomes the continuous phase [ 191. It has been established that, when mesophase pitch is carbonized, the morphology of the pitch is the primary factor [20] in determining the microstructure of the resulting graphitic material. This may be attributed to the stacking behavior of mesophase molecules (quite similar to the planar stacking in turbostratic graphite), which may be visualized as shown in Fig. 5. In the years following the Brooks and Taylor dwovery, many researchers attempted to produce a mesophase pitch suitable for carbon fiber production. Otani et al. [21] were f i t to report producing a high-modulus carbon fiber from a "specific pitch-like material." The precursor used was tetrabenzophenazine, and thus, the resulting material might be considered a synthetic pitch. Singer [22] developed a process for converting 50% of low-cost Ashland 240 isotropic pitch to mesophase by heating the pitch to 400-410°C for approximately 40 hours. During this ''heat-soak," mesophase tended to collect at the bottom of the vessel, due to its greater density. The production of highly-oriented, graphitizable



126 fibers was possible after 55-65 weight % mesophase was formed. Lewis [23] discovered that a more uniform (and thus, more spinnable) product could be obtained by agitating the pitch during the pyrolysis, forming a homogeneous emulsion of the mesophase and isotropic components. Chwastiak and Lewis [24] were able to produce a 100% (bulk) mesophase product by using an inert gas to agitate the reactive mixture and remove the more volatile components. Otani and Oya [25] have reported that a lower softening (more spinnable) product may be obtained if a hydrogenation step is added either before or after mesophase formation. A typical molecule of a heat-soaked mesophase is illustrated in Fig. 6.



Fig. 5. Schematic illustration of mesophase stacking arrangement (adapted from [20]).
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Fig. 6. Typical molecule of a heat-soaked mesophase (adapted from [26]).



127 3.1.2 Solvent Extraction Mesophase also can be produced via a solvent extraction technique. Diefendorf and Riggs [27] have shown that an isotropic pitch, such as Ashland 240 or Ashland 260, can be converted to mesophase by first extracting a portion of the pitch with a solvent, such as benzene, toluene, or heptane. The insoluble portion then is pyrolyzed for only ten minutes in the range of 230°C to 400°C, yielding a product which is from 75 to 100% mesophase. While this process greatly reduces the required heat treatment time, the benefit is offset by the potential handling hazards and the high cost of these organic solvents. Furthermore, if the volatile components are not completely removed, spinning can be difficult. 3.1.3 Novel Processes Both the heat-soaking process (developed at the Union Carbide Corporation and later utdized by Amoco Performance Products) and solvent extraction process (patented by Exxon Research and Engineering Co. and later practiced by E, I. du Pont de Nemours and Co.)convert a natural (petroleum) pitch feed to a mesophase product. Their primary advantage is that the natural pitch feed stock is inexpensive, as it has little other practical value. However, there are three si&icant disadvantages in using natural pitch as a carbon fiber precursor. First, pitch is a broad mixture, making spinning difficult to control. Also, the composition of the pitch feed stock may vary from day to day, since it is a byproduct of a very complex process and is, itself, refined from a variable feed stock (crude oil). A third problem is that in every step of pitch production, refining, and subsequent mesophase formation, a heavy fraction is collected. This means that impurities, which are inevitably present, are sequentially concentrated. The result is a reduction in tensile strength of pitch-based fibers due to inclusions, even after extensive filtration. These problems have spurred interest in alternate methods of mesophase formation. Hutchenson et al. [28] have reported that supercritical fluid (SCF) extraction can be employed to fractionate pitch. By continuouslyvarying pressure or temperature (and, thus, solvent strength), selective pitch fractions of relatively narrow molecular weight distribution can be isolated. Such a process offers the potential of producing a uniform product from a changing feed stock. Furthermore, since the heaviest fraction is not the only one which yields a bulk mesophase, it may be possible to produce a mesophase fraction largely free of impurities. In fact, highly spinnable fractions have already been isolated and used to produce carbon fibers with strengths exceedmg 3 GPa and moduli exceeding 800 GPa [29]. Another method which might avoid the problems associated with natural pitch feeds involves producing mesophase from a synthetic precursor. Recently, Mochida et al. [30] developed a process in which mesophase is produced by the polymerization of naphthalene or methyl naphthalene, with the aid of a HFBF3



128 catalyst. HF/BF3 has been studied as a Bronsted acid "super catalyst" in applications such as coal liquefaction and aromatic condensation. Its ability to polymerize aromatic hydrocarbons, however, has only recently been utilized to produce mesophase. The resultant aromatic resin (AR) mesophase (MitsubishiGas Chemical Co., Inc.) is reported to be more spinnable and more easily oxidized than the mesophase formed by heat-soaking raw pitch. Furthermore, Mitsubishi Gas Chemical Co. has claimed that the properties of the find carbonized AR fibers are comparable to those of the best commercial mesophase fibers. 3.2 Melt-Spinning



The manufacturingof carbon fibers from mesophase pitch is accomplished in three steps: melt-spinning, oxidative stabilization,and carbonization (see Fig. 7). The peculiar difficuties encountered during spinning and heat treating mesophase pitch fibers result in a high processing cost for this class of fiber. Conversely, improvements in precursor quality and processing technology offer the best opportunity to reduce the price of these high-performance fibers.
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Fig. 7. Processing of carbon fibers from mesophase pitch.



The melt-spinning process used to convert mesophase pitch into fiber form is similar to that employed for many thermoplastic polymers. Normally, an extruder melts the pitch and pumps it into the spin pack. Typically, the molten pitch is filtered before being extruded through a multi-holed spinnerette. The pitch is subjected to high extensional and shear stresses as it approaches and flows through the spinnerette capillaries. The associated torques tend to orient the liquid crystalline pitch in a regular transverse pattern. Upon emerging from the



129 spinnerette capillaries, the as-spun fibers are drawn to improve axial orientation and collected on a wind-up device. 3.2.1 Mesophase Pitch Rheology To date, there has been relatively little work reported on the mesophase pitch rheology which takes into account its liquid crystalline nature. However, several researchers have performed classical viscometric studies on pitch samples during and after their transformation to mesophase. While these results provide no information pertaining to the development of texture in mesophase pitch-based carbon fibers, this information is of empirical value in comparing pitches and predicting their spinnability, as well as predicting the approximate temperature at which an untested pitch may be melt-spun. Nazem [311 has reported that mesophase pitch exhibits shear-thinning behavior at low shear rates and, essentially, Newtonian behavior at higher shear rates. Since isotropic pitch is Newtonian over a wide range of shear rates, one might postulate that the observed pseudoplasticity of mesophase is due to the alignment of liquid crystalline domains with increasing shear rate. Also, it has been reported that mesophase pitch can exhibit thixotropic behavior [32,33]. It is not clear, however, if thls could be attributed to chemical changes within the pitch or, perhaps, to experimental factors. A very unusual characteristic of mesophase pitch is the extreme dependency of its viscosity on temperature [19,34,35]. This factor has a profound influence on the melt-spinning process (described above), as a mesophase pitch fiber will achieve its final diameter within several millimeters of the face of the spinnerette, in sharp contrast to most polymeric fibers. 3.2.2 Liquid Crystal Flow and Orientation The rigid nature of the mesophase pitch molecules creates a strong relationship between flow and orientation. In this regard, mesophase pitch may be considered to be a discotic nematic liquid crystal. The flow behavior of liquid crystals of the nematic type has been described by a continuum theory proposed by Leslie [36] and Ericksen [37]. The conservation equations developed by Ericksen [37] for nematic liquid crystals (of mass, linear momentum, and angular momentum, respectively) are: (V.v)=O,
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where v is the velocity, zis the viscous stress tensor, P is the pressure, p is the fluid density, N is the director motion vector, A is the rate of deformation tensor, the ai values are viscosity coefficients, and h is the molecular field. Leslie [36] developed a general expression for the viscous stress, ~ = a ~ n ( n * [ A * +a,nN+a,Nn n])n +a% +a5n[n.A]+a6[n;4]n.



(4)



The rate of deformation and the director motion vector are 1



A =-([VV] +[VV]'), 2



(5)



Five of the six coefficients are independent, because of the constraint [38]



a6 -a5 =a2+a3



The molecular field appearing in equation (3) can be approximated by



where K is an average elastic constant. The above equations have been solved to predict the commonly observed radial and line-origin textures seen in circular and non-circular mesophase pitch-based carbon fibers [39]. 3.2.3 Spinning Conditions As the basic fiber microstructure is determined during the spinning and drawing processes, several spinning process variables have a significant impact on fiber properties (e.g., flow rate, winder speed, spinnerette geometry, etc.). Spinning



131 temperature, in particular, has been shown to greatly affect the degree of preferred orientation within the fiber [40,41] as well as its carbonized properties (42,431. Unfortunately, the range of temperatures over which a mesophase pitch fiber can be melt-spun is rather narrow, due to the strong viscosity-temperaturerelationship of the material. 3.3 Stabilization



The as-spun mesophase pitch fiber is extremely weak and must be heat-treated to develop its ultimate mechanical properties. The first step in this process involves fiber oxidation, more descriptively called stabilization. The purpose of oxidation (similar to PAN fibers) is to prevent the fiber from melting during the subsequent carbonization treatment, thus to "lock in" the structure developed during the extrusion process. Typically, stabilization is accomplished by exposing the fibers to flowing air at a temperature of approximately300°C for a period of time ranging from several minutes to a few hours, depending on the precursor, the fiber size, and the exact temperature employed. The final oxidation temperature can be slightly above the softening point of the pitch, if a slow heating rate is used to ensure some degree of oxidation before the softening point is exceeded. Because of the length of time required, the oxidation process adds significantly to the overall processing cost for mesophase pitch-based carbon fibers. During the oxidation process, oxygen tends to react fmt with aliphatic side-groups, cross-linking and adding weight to the fiber. For this reason, a convenient method to characterize the extent of oxidation is thermogravimetric analysis (TGA). Stevens and Diefendorf [44] have reported that a 6% weight gain is required to completely stabilize the fiber. However, Matsumoto and Mochda [45] showed that the uniformity of oxygen pick-up also must be considered if tensile properties are to be maximized. They found that a high degree of uniformity can be achieved if lower heating rates and lower final temperatures are employed. This uniform stabilization, of course, must be balanced by the associated increase in processing costs. 3.4 Carbonization and Graphitization



Once the fibers have been adequately stabilued, carbonization is possible. During this step the fibers are heated in an inert atmosphere to temperatures of up to 3000" @, driving off all non-carbon elements. Typically, carbonization proceeds in two stages. During the first (precarbonization) stage, the fibers are brought to and often held at 1OOO"C, allowing the majority of the weight loss to occur (mostly as CH4, H2, and C q ) . Singer and Lewis [46] claim that the rate limiting step in this low-temperature carbonization is the breakage of carbon-hydrogen bonds by a free-radical process and that the amount of hydrogen evolution (the free



132 radical concentration) is related to the size of the growing aromatic molecules. Subsequently, the fibers are carbonized at higher temperature to obtain the high strength, high modulus carbon fiber. By convention, heat treatment at temperatures above 1700°C is termed "graphitization." At these temperatures, the fiber is virtually all carbon, thus, mostly structural changes take place. During graphitization, dislocations in the initially disordered carbon stacks are annealed out, eventually resulting in the formation of a three-dimensional graphite lattice. The graphitization process primarily involves atomic diffksion and crystallite growth [47].



3.5 Observed Fiber Microstructures The properties of mesophase pitch-based carbon fibers can vary significantly with fiber texture. Inspection of the cross-section of a circular mesophase fiber usually shows that the graphitic structure converges toward the center of the fiber. This radial texture develops when flow is fully developed during extrusion through the spinnerette. Endo [48] has shown that this texture of mesophase pitch-based carbon fibers is a direct reflection of their underlying molecular structure. Commonly, the texture is not perfectly radial and some degree of folding of the crystallites is observed. Thls appears to improve the fiber's resistance to crack propagation and, thus, increases its tensile strength. Folding is an arhfact of disclinations in the precursor pitch which may, to a lesser extent, remain after spinning (if inadequate time is allowed for reorientation [49,50]). Fibers also can be formed with no clearly defined texture. Creation of a random texture involves complete disruption of the developing flow (for example, by spinning through capillaries containing porous media [51], and such fibers offer the potential of improved compressive strengths. Production of fibers with a concentric, or "onion-skin," texture has also been reported, but it is difficult to postulate a single mechanism to explain the occurrence of this texture. Matsumoto [ 141 reports that extrusion through a large diameter capillary can yield fibers with a concentric texture. Hamada et al. [52] formed onion-skin fibers by stirring the pitch upstream fiom the capillary and, thus, inducing a tangential velocity component. Mochida et al. [53]have been able to produce fibers with a concentric texture at very high spinning temperatures (low spinning viscosities). Edie et al. [54] have found that spinning through noncircular channels yields fibers with a highly linear "line-origin" texture. Each of these textures is illustrated in Fig. 8.
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Fig. 8. Observed textures of mesophase pitch-based carbon fibers (adapted from [ 5 5 ] ) .



4 High Performance Carbon Fibers from Novel Precursors Recently, the use of high performance polymeric fibers as carbon precursors has been investigated. For example, it has been found that rigid-rod polymers such as poly p-phenylene terephthalamide (Kevlar@)or poly p-phenylene benzobisoxazole (PBQ) can be converted to carbon fibers without the need for the expensive stabilizationprocess 1561. This is due to the lllghy aromatic nature of the polymer backbones which makes these materials impervious to melting. Although research into using high-performance polymers as carbon fiber precursors continues, there are currently no commercial applications for these materials.



5 Carbon Fiber Property Comparison



PAN fibers develop a structure with little point-to-point relations@ between atoms in neighboring basal planes. This structure is labeled the turbostratic configuration and is characterized by interplanar spacing values greater than 0.344 nm. The crystallite size in the direction normal to the basal planes, or stack height (LJ, in turbostratic graphite is typically less than 5 nm.



134 Since PAN-based carbon fibers tend to be fibrillar in texture, they are unable to develop any extended graphitic structure. Hence, the modulus of a PAN-based fiber is considerably less than the theoretical value (a limit which is nearly achieved by mesophase fibers), as shown in Fig. 9. On the other hand, most commercial PAN-based fibers exhibit higher tensile strengths than mesophase-based fibers. This can be attributed to the fact that the tensile strength of a brittle material is controlled by structural flaws [ 5 8 ] . Their extended graphitic structure makes mesophase fibers more prone to this type of flaw. The impure nature of the pitch precursor also contributes to their lower strengths.
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Fig. 9. Tensile strength versus modulus for some commercial carbon fibers (adapted from



W1). 6 Current Areas for High Performance Carbon Fiber Research Much of the current interest surrounding high performance carbon surrounds their potential for use in thermal management applications. Since some grades of mesophase pitch-based fiber have thermal conductivitiesthree times that of copper, composites fabricated with these fibers are ideal for reducing thermal gradients. The ability to dissipate heat is an important factor in both structural composites and electronic systems. It has been found that spinning pitch fibers of a ribbon-shape is more conducive to developing high thermal conductivity [59]. The potential for thismarket has contributed to the continued interest in furthering understanding of



135 structural development during melt-spinning [60,61]. These studies have demonstrated the complex nature of the shear and elongational flow of mesophase. In contrast, there is also current interest in investigating PAN-based fibers in low thermal conductivity composites [ 6 2 ] , Such fibers are carbonized at low temperature and offer a substitute to rayon-based carbon fibers in composites designed for solid rocket motor nozzles and exit cones.



7 Summary and Conclusions Although it is clear from the above discussion that there are many similarities in the processing techniques used for all continuous carbon fibers, the structure and properties of the final products are highly variable, depending on the chemical nature of the precursor. Since PAN-based fibers are turbostratic in nature, they are limited in developing ultra-high stifkesses or thermal conductivities, but the absence of large graphitic crystallites is well-suited for developing extremely high strength. Mesophase pitch fibers, by contrast, are graphitizable and can develop extremely high stiffnesses and thermal conductivities. Unfortunately, the large crystallites necessary to develop these properties carry a cost in tensile strength. Further improvements in the properties of PAN-based carbon fibers are likely to emerge through improved stabilization,that is, by creating the ideally cross-linked fiber. On the other hand, as purer pitch precursors become available, further improvements in mesophase pitch-based carbon fibers are likely to arise from optimized spinnerette designs and enhanced understanding of the relationship between pitch chemistry and its flowlorientation behavior. Of course, the development of new precursors offers the potential to form carbon fibers with a balance of properties ideal for a given application.



8 References 1.



2.



3. 4. 5.



Runham, M. G., Stabilization of polyacrylonitrile carbon fiber precursors. Ph.D. dissertation, Clemson University, Clemson, SC, 1990. Jain, M. K. and Abhiraman, A. S., Conversion of acrylonitrile-based precursor fibres to carbon fibres, JMat Sci,1987,22(1), 278 300. Capone, G. J., Wet-spinning technology. In Acrylic Fiber Technology and Applications, ed. J. C. Masson. Marcel-Dekker, New York, 1995, pp. 69 103. Ram, M J. and Riggs, J. P., US Patent No. 3,657,409, 1972. Fitzer, E., PAN-based carbon fibers - present state and trend of the technology from the viewpoint of possibilities and limits to influence and to control the fiber properties by the process parameters, Carbon, 1989,27(5),621 645.



136 6.



7.



8. 9. 10. 11.



12. 13.



14. 15. 16. 17. 18. 19.



20.



21.



22. 23. 24.



Daumit, G. P. and KO, Y. S., A unique approach to carbon fiber precursor development. In High Tech-The Way Into the Nineties, ed. K. Brunsch et al. Elsevier Science, Oxford, 1986, pp. 201 213. Edie, D. D. and Diefendorf, R. J., Carbon fiber manufacturing. In Carbon-Carbon Materials and Composites, ed. J. D. Buckley and D. D. Edie. Noyes Publications, Park Ridge, NJ, 1993, pp. 19 39. Peebles, L. H., Carbon fibers from acrylic precursors. In Carbon Fibers: Formation, Structure, and Properties. CRC Press, Boca Raton, FL, 1995, pp. 7 26. Clarke, A. J. and Bailey, J. E., Oxidation of acrylic fibres for carbon fibre formation, Nature, 1973, 243(5402), 146 154. Mathur, R. B., Bahl, 0. P. and Mittal, J., A new approach to thermal stabilisation of PAN fibres, Carbon, 1992,30(4), 657 663. Mittal, J., Bahl, 0. P., Mathur, R. B. and Sandle, N. K., IR studies of PAN fibres thermally stabilized at elevated temperatures, Carbon, 1994,32(6), 1133 1136. Bhat, G. S., Cook, F. L., Abhiraman, A. S. and Peebles, L. H., New aspects in the stabilization of acrylic fibers for carbon fibers, Carbon, 1990, 28(2/3), 377 385. Riggs, D.'M., Shuford, R. J. and Lewis, R. W., Graphite fibers and composites. In Handbook of Composites, ed. G. Lubin. Van Nostrand Reinhold Co., New York, 1982, pp. 196 271. Matsumoto, T., Mesophase pitch and its carbon fibers, Pure & Appl Chern, 1985, 57(11), 1553 1562. Diefendorf, R J. and Tokarsky, E., High performance carbon fibers, PoZym Eng Sci, 1975, 15(3), 150 159. Singer, L. S., The mesophase in carbonaceouspitches, Faraday Disc Chem Soc,1985, 79,265 272. Romine, H. E., Petroleum pitch. Presentation at Clemson University, Clemson, SC, 3 December, 1987. Brooks, J. D. and Taylor, G. H., Formation of graphitizing carbons from the liquid phase, Nature, 1965,206, 697 699. Carbon, 1965,3(2), 185 193. Rand, B., Carbon fibres from mesophase pitch. In Handbook of Composites, VoZ. I: Strong Fibres, ed. W. Watt and B. V. Perov. North-Holland, Amsterdam, 1985, pp. 495 575. Zimmer, J. E. and White, J. L., Disclination structures in the carbonaceous mesophase. In Advances in Liquid Crystals, Vol. 5, ed. H. G. Brown. Academic Press, New York, 1982, pp. 157 213. Otani, S., Kokubo, Y. and Koitabashi, T., The preparation of highly-oriented carbon fiber from pitch material, Bull Chem Soc Japan, 1970,43(10), 3291 3292. Otani, S . , Watanabe, S., Ogino, H., Iigima, K. and Koitabashi, T., High modulus carbon fibers from pitch materials," Bull Chem SocJapan, 1972,45(12), 3710 3714. Singer, L. S., High modulus high strength fibers produced .from mesophase pitch, U. S. Patent 4,005,183, 1977. Lewis, I. C., US Patent No. 4,032,430, 1977. Chwastiak, S. and Lewis, I. C., Solubility of mesophase pitch, Carbon, 1978,16(2), 156 157.



137 Qtani, S. and Oya, A,, Progress of pitch-based carbon fibers in Japan, ACS Symp Ser, 1986,303(22) (Petroleum-DerivedCarbons), 323 334. 26. Fitzer, E., Kompalik, D. and Mayer, B., Influence of additives on pyrolysis of mesophase pitch. In Carbon '86: Proceedings of International Carbon Conference, Baden-Baden, Germany, 1986, pp. 842 845. 27. Diefendorf, R. J. and Riggs, D. M., US Patent No. 4,208,267, 1980. 28. Hutchenson, K. W., Roebers, J. R. and Thies, M. C., Fractionation of petroleum pitch by supercritical fluid extraction, Carbon, 1991,29(2), 215 223. 29. Liu, G. Z., McHugh, J. J., Edie, D. D. and Thies, M. C., Processing carbon fibers from three sources of mesophase pitch. In Carbon '92: Proceedings of International Carbon Conference, Essen, Germany, 1992, pp. 795 797. 30. Mochida, I., Shimizu, K., Korai, Y., Otsuka, H. and Fujiyama, S., Structure and carbonization properties of pitches produced catalytically from aromatic hydrocarbons with HFBF,, Carbon, 1988,26(6), 843 852. 31. Nazem, F. F., Rheology of carbonaceous mesophase pitch, Fuel, 1980, 59, 85 1 858. 32. Collett, G. W. and Rand, B., Thixotropic changes occurring on reheating a coal tar pitch containing mesophase," Fuel, 1978,57, 162 170. 33. Balduhn, R. and Fitzer, E., Rheological properties of pitches and bitumina up to temperatures of 500"C, Carbon, 1980, 18(2), 155 161. 34. Nazem, F. F., Flow of molten mesophase pitch, Carbon, 1982,20(4), 345 354. 35. Edie, D. D. and Dunham, M. G., Melt spinning pitch-based carbon fibers, Carbon, 1989,27(5), 647 655. 36. Leslie, F. M., Some constitutive equations for anisotropic fluids, Quart JMech Appl Math, 1966, 19(3), 357 370. 37. Ericksen, J. L., Conservation laws for liquid crystals, Trans SOCRheol, 1961,5,23 34. 38. Parodi, Q., Stress tensor for a nematic liquid crystal, JPhysique, 1970,31,581 84. 39. McHugh, J. J. and Edie, D. D., Orientation of mesophase pitch in capillary and channel flows, Lig Cryst, 1995,18(2), 327 335. 40. Hamada, T., Furuyama, M., Sajiki, Y . , Tomioka, T. and Endo, M., Preferred orientation of pitch precursor fibers, JMat Res, 1990,5(6), 1271 1280. 41. Uoon, S.-Iloo



perpendicular to fiber axis



perpendicular to fiber axis



200



-4



K



6.21 17.70 7.23 18.93 6.27 I 8.16 8.32 I -



60 parallel to



fiber axis



a. Estimated value.



Although VGCFIA1 composite exhibits excellent thermal conductivity, the mechanical properties are moderate. The average flexural strength and modulus of a 35%, by volume, VGCFIA1 composite is about 150 MPa (22 ksi) and 1.50 GPa (0.22 msi), respectively. While the composites indicate relatively modest mechanical property values compared to composites reinforced with, for example, PAN fiber, they are sufficiently robust to allow their use in most applications where aluminum is satisfactory, such as in most electronic packaging applications. In addition, the CTE of aluminum, about 22 to 25 p p d , can be dramatically reduced to less than 10 ppmK by the addition of VGCF. These data demonstrate the prospect of carbon fiber composites having several times the thermal conductivity of aluminum, yet retaining lower mass and coefficient of thermal expansion, promising to substantially improve composite performance while providing important weight savings. 4.1.4. Summary on VGCF composites The above data represent the first from composites fabricated with fixed catalyst VGCF. A review of the data leads to the conclusion that the thermal and electrical properties of this type of carbon fiber are perhaps the most likely to be exploited in the short term. While mechanical properties of the composites are not as attractive as the thermal and electrical, it may be noted that no effort has



156 yet been made to develop a fiber-matrix interphase in any of the composites. Also, the mechanical properties may be limited by the frequency of defects manifested in surface crenulations demonstrated on the heat-treated and highly graphitic fixed-catalyst VGCF, as well as a relative lack of cross-lmking between graphene planes. Finally, the mechanical strength and modulus, while not high enough to compete with other carbon fiber composites for structural applications, are still sufficiently high to allow components to be fabricated for thermal and electrical applications. 4.2. Composites based on floating catalyst fibers The premise that discontinuous short fibers such as floating catalyst VGCF can provide structural reinforcements can be supported by theoretical models developed for the structural properties of paper Cox [36]. This work was recently extended by Baxter to include general fiber architecture [37]. This work predicts that modulus of a composite, E,, can be determined from the fiber and matrix moduli, E, and E, respectively, and the fiber volume fraction, V , by a variation of the rule of mixtures,
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where the functions, f and g, take on values between 0 and 1. The function g is small for particles having a low aspect ratio, but increases rapidly as the aspect ratio increases. The function f is dependent upon the orientation of the fibers, 8, and is greatest for uniaxial alignment. Baxter's fiidmgs imply that if floating catalyst fibers - which have a very high aspect ratio - can be restricted in orientation to two dimensions, the resulting composite could be several times as stiff as glass-reinforced composites. It is only recently that limited efforts have been directed towards composite synthesis using the sub-micron floating catalyst form of VGCF. In one experimental effort, Dasch et al. [38] reported the fabrication of thermoplastic composites reinforced with randomly oriented VGCF, up to 30% of volume fraction, having diameters of 0.08 mm and lengths of 2.5 mm. All the composites exhibit similar flexural strength near 70 MPa (10.2 ksi), in accord with Baxter's theory for 3D short fiber reinforced composites. Also, flexure modulus increased with fiber volume fraction in accord with calculations based on Cox's theory for random 3D short fiber reinforcements. While these data are relatively inauspicious, the theoretical treatments do indicate that useful reinforcement is obtained through partial 2D reinforcement and controlled fibedmatrix interface. In the above study, no attempt to optimize the fiberlmatrix interface was reported.



157 Due to the success in producing sufficient quantity of floating catalyst VGCF, we recently investigated the tensile properties of polyphenyene sulfide (PPS) matrix composite. The tensile properties were evaluated according to the ASTM D638 (Type D) Standard. The data are given in Table 9. For comparison, the mechanical properties of neat PPS, and 40% (by weight) glass fiber reinforced PPS are also included. It is apparent that the tensile modulus has been greatly enhanced and VGCF is shown to be a better reinforcement than glass fiber in this respect. On the other hand, composite strength is lower than that of neat matrix PPS. This is again attributed to the lack of fiber surface treatment to obtain desired fiber/matrix interface. Table 9. percents. Mid-Nov ID P-3 BM a



b



Tensile properties of PPS composites. All the fiber fractions are in weight Data on Specimens a and b are taken from Modem Plastic Encyclopedia ’96, 1995 Issue. Fiber V, % Modulus, GPa Strength, MPa VGCF 30 pm in sue and the resultant open structure allows the free flow of fluids through the material. Mercury porosimetry data taken on unactivated CFCMS material are shown in Fig. 12, and mdcate the macropore (inter-fiber voids) size range to be approxlmately 10 to 100 pm, in good agreement w t h the macropore sizes indicated in the SEM mcrograph (Fig. 11). The absence of mesoporosity (2-50 m) can also be noted in Fig. 12. In the unactrvated condtion, CFCMS contains a small micropore volume that presumably develops during the carbonization stage. Typical DR micropore volumes and BET surface areas for the unactivated monoliths are 0.01 to 0.04 cm3/g and 70 to 100 m2/g,respectively.
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Fig.11. SEM micrograph showing the macrostructure of CFCMS (scale bar represents 1OOpm).
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186 5.2.2 Microporous CFCMS monoliths The development of microporosity during steam activation was examined by Burchell et al. [23] in their studies of CFCMS monoliths. A series of CFCMS cylinders, 2.5 cm in diameter and 7.5 cm in length, were machined from a 5- cm thick plate of CFCMS manufactured from P200 fibers. The axis of the cylinders was machined perpendicular to the molding direction ([[tothe fibers). The cylinders were activated to burn-offs ranging from 9 to 36 % and the BET surface area and micropore size and volume determined from the N, adsorption isotherms measured at 77 K. Samples were taken from the top and bottom of each cylinder for pore structure characterization.



Full accounts of h s study can be found elsewhere [23-251. However, the results are summarized in Table 1, where mean values for the surface area and pore parameters are given for each cylinder. The pore size and volume increased wth mcreasing burn-off, as did the BET surface area, in agreement with previous pore structure development studies conducted on this material [26]. The variation of pore volume and surface area was noted to be particulary large m the data for high burn-off samples (C25%), which was attributed to uneven activahon in the monoliths [23]. For example, the BET surface area was noted to vary by almost a factor of three over the 7.5 cm specimen length. In an attempt to achieve uniform activation of larger (10 cm in diameter and 25 cm in length) monoliths, an oxygen chemisorptiodactivationprocedure was adopted (Section 2). The monoliths were subjected to two cycles of 0, chemisorptiodactivationand attamed total burn-offs of approximately 8.5-13.4 %. One of the monoliths was secboned and sampled to determine the spatial vanation of the BET surface area, and micropore volume and slze. Samples were taken at several radial locations across slices cut periodically along the length of the monolith. The spatial variation of the DR micropore volume is shown in Fig. 13. Table 1. Micropore structure development during steam actwation for CFCMS monoliths manufactured from P-200 carbon fibers. ~~~
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Fig.13. Vanation of DR micropore volume in a large CFCMS monolith w t h 10 4 wt% bumoff [27].



The micropore volume varied from -0.15 to -0.35 cm3/g. No clear trend was observed with respect to the spatial variation. Data for the BET surface area are shown in Fig. 14. The surface area varied from -300 to -900 m2/g,again with no clear dependence upon spabal location withm the monohth. The surface area and pore volume varied by a factor -3 withm the monolith, which had a volume of - 1900 cm3. In contrast, the steam activated monolith exhibited slmilar mcropore structure variability, but in a sample with less than one fiftieth of the volume. Pore size, pore volume and surface area data are given in Table 2 for four large monoliths activated via 0, chemisorption. The data in Table 2 are mean values from samples cored from each end of the monolith. A comparison of the data m Table 1 and 2 indicates that at burn-offs -10% comparable pore volumes and surface areas are developed for both steam activabon and 0, chemisorptiodacbvation, although the process time is substanbally longer m the latter case. Table 2. Micropore structure data for large CFCMS monoliths activated via the 0,



chemsorptiodactivationroute [7,27] Monolith
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Fig. 14. BET surface area as a function of position in a large CFCMS monolith w t h 10.4 wt% bum-off [27].



5.2.3 Mesoporous CFCMS monoliths The pore structure of monoliths made from F3-0 PAN-derived carbon fibers has been examined and found to be highly mesoporous [18,29]. The cumulative mesopore surface area, as a h c t i o n of pore diameter, is shown m Fig. 15 for the PAN fibers, and monoliths in the dried (50°C) and carbonized (650°C) conditions. The surface area is clearly associated with pores of slze 500 m2/g and mesopore volumes >1 cm’/g. In contrast, the “as received” PAN fibers exhibited a mesopore volume of only 0.28 cm3/gand surface area 300°C are rapidly attained at a power input of -45 W. 16
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Fig. 17. The voltage-current relationship (a) and resistive heating curve (b) for a CFCMS monolith (sample 21-2B, 18% burn-off, 2.5-cm diameter x 7 5-cm length) [23]



Data for the thermal conductivity of adsorbent carbons are somewhat limted [23]. Typically, a bed of granular carbon at a packed density of -0.5 g/cm3has a thermal conductwity of 0.14-0.19 WImK, while the denved value for the carbon adsorbent is normally between 0.6 and 1.3 WlmK. CFCMS monoliths typically have comparable thermal conductivities to a packed bed, but at substantially lower density (Table 3). The greater specific thermal conductivity of the monoliths can be attributed to the substanhally higher thermal conductwity of the carbon fibers (2-5 W/mK), whch results from the higher density of fiber compared to GAC (1.6 g/cm3cf. 0.6 g/cm3),and the reduced contact resistance between the fibers in the case of the bonded fiber monoliths. For many applicabons increased thermal conductmty is an extremely desirable attriiute for a bed of adsorbent carbon. The flexible process by which CFCMS is manufactured allows the blending of high conductivity mesophase pitch-derived carbon fibers into the material. Moreover, hot pressmg the monolith after drylns allows the density and thermal conductivity to be increased substantially. To assess the extent to which the thermal conductwity could be enhanced by blendmg m mesophase pitch-denved carbon fibers, andor by increasmg the bulk density, a series of expermental hybrid monoliths were fabricated. Table 4 reports the compositlon, density, and room



192 temperature thermal conductivities of the monoliths. Table 4. Room temperature thermal conductivity of hybrid monoliths at normal and hlgh
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Several significant trends emerge from the data in Table 4. Fmt, the thermal conductivity is greater in the 1) to fiber dlrection than in the I to fiber du-ecbon. This is expected from the preferred orientation of the fiber that develops durmg molding. Second, the thermal conductivity is strongly dependent upon the density. For example, at a density of 0.2 1 g/cm3 the thermal conducbvity (11) is only 0.05 W/mK, rising to 0.19 W/mK at a density of 0.26 gkm’ , and 0.25 W/mK at a density of 0.61 g/cm3. Finally, the thermal conductivity (both I/ and I)increases as the fraction of DKDX fiber m the hybrid monolith increases. At a loadmg of 18% DKDX fibers, the thermal conductivity (11) is increased to 0.19 W/mK at a density of 0.26 g/cm3and 0.93 W/mK at a density of 0.63 g/cm3. Ths latter value represents a six-fold increase over the thermal conducbvity of the standard CFCMS monoliths and a four- to suc-fold mcrease over the thermal conduchvity of a packed bed of GAC. The temperature dependence of the thermal conductivity (11) of the hybrid monoliths is shown in Fig. 18. The thermal conducbvity increases with temperature over the range 30-500°C due to the increasing contnbubon of radation conduction m the pores (see the discussion in Secbon 3 of this chapter). An increased thermal conductivity in a carbon bed will reduce temperature gradients, q r o v e efficiency and, for a storage carbon, will increase the delivered capacity of gas. If, however, the mcreased thermal conductivity is accompanied by a large reduction in bed adsorpbon capacity, the potential performance gain may be totally offset by the capacity loss penalty. To assess the extent, if any, of this potential penalty the hybrid monoliths were activated via the 0, chemisorptiodactivabon process and their micropore structure examined. Table 5 reports micropore characterizabon data for the hybrid monoliths (standard and



193 high density). A comparison of the surface area and micropore volumes for the base case (KOAKOB) and the hybrid monoliths suggests that there is little or no difference (at comparable bum-offs). Moreover, the micropore data for large monoliths (Table 2) compare favorably with the data in Table 5 for the standard density hybrid monoliths. It should also be noted that for storage applications a high volumetric micropore capacity is desirable, i.e., micropore volhnit volume of storage vessel.
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Temperature, OC Fig. 18. The temperature dependence of the thermal conductivity of hybrid carbon fiber monoliths measured in the I to fibers direction at two densities.



The high density hybrid monoliths would thus appear to be well suited to storage applications. However, the data presented here are for hybrid monoliths that are far from optimum as storage carbons. A great deal of development work is required to increase the micropore volume and storage capacity of the monoliths. Some of our preliminary work in this context is discussed subsequently.



194 Table 5. Micropore characterization data for hybrid monoliths at two densities.
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5 4 Gas adsorption and separation The gas adsorption behavior of our monoliths has been studied as part of the U.S. Department of Energy’s ongoing Fossil Energy Advanced Research Program. The equihbrium adsorption of CO, and CH, was found to be strongly temperature dependent, and the uptake of CO, was greater than the uptake of CH, for a given specimen [23]. For example, volumetric measurements at 30°C and one atmosphere, on CFCMS with moderate burn-off, showed that approximately 50 cm3/g of CO, were adsorbed, whereas only approxmately 27 cm3/g of CH, were adsorbed. High pressure [0.5-59 bar (8-850 psi)] CO, and CH, isotherms are shown in Fig. 19 for monoliths 21-1 1 and 21-2B, which had 9 and 18% burn-off, respectively. The measured volumetric and gravmetric (Fig. 19) adsorption capacities at one atmosphere for both CH, and CO, are in good agreement for the CFCMS specmens. At one atmosphere, approxmately 100 mg of CO, per g of CFCMS and approximately 19 mg of CH, per g of CFCMS were adsorbed. The quantihes of gas adsorbed rose to >490 mg/g (CO, on specimen 21-2B) and >67 mg/g (CH, on specimen 21-2B). Moreover, the CO, isotherms are still mcreasmg with pressure whereas the CH4 isotherms have flattened (i.e., the CFCMS has become saturated with CH,). The data in Fig. 19 clearly show that CFCMS exhibits selective adsorption of CO, over CH,.
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Fig. 19. High pressure isotherms at 25 C of GO, and CH, for CFCMS monoliths.



The CO, adsorpbon data discussed above suggests that CFCMS mght provide an effechve media for the separabon of CO, from CH,. To determine the efficacy of CFCMS for this purpose, several steam achvated samples were tested in a breakthrough apparatusC23-2.51. A typical breakthrough plot for a CH,/CO, murture is shown m Fig. 20. The specimen is heated electslcally and any entrained air is initially dnven out with a He purge. The mput gas is then switched to a 2: 1 mixture of CH,/CO, at a flow rate of 0.33 slpm. The outlet stream He concentration decreases and the CH, concentration increases rapidly (i.e., CH, breaks through). Adsorption of CO, occurs and, therefore, the CO, concentrahon remains constant at a low level for apprownately six minutes before the CO, concentrationbegins to increase, i.e., CO, -breakthrough occurs. Table 6 reports data from a prelminary study of CO, separation. CO, capacibes are reported as determined from pure CO, and CO,/CH, mixtures on each speclmen examined. The reported CO, capacibes are the means of several repeats of the breakthrough expenments, and the BET surface and other microporosity charactenzation data are addiQonallygiven m Table 1. Two of the CFCMS samples (lowest bum-off) had CO, adsorption capacities of almost one liter on 0.037 bters of adsorbent, and only a small capacity reduction was observed in the COJCH, gas murture The CO, adsorption capacity decreases with mcreasing burn-off, in agreement with the isotherm data.
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Time (min) Fig. 20. Typical COJCH, breakthrough plot for CFCMS monolith sample 21-1 1 (9% bumoff) at 25°C Table 6. CO, seoaration data from our CO, and COJCH, breakthrough exoeriments.
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A typical H,S/H, breakthrough plot is shown in Fig. 21 for a gas composition of 5.4% H,S, 14% Ar,with the balance bemg H, . The H, (not shown 111 Fig. 21) is not adsorbed, whereas the H,S is held on the carbon, producing a H,S free H, stream for approxmtely 18 minutes. In Fig. 21 the H,S concentrahon can be seen to increase sharply after breakthrough is completed The concentration mcrease



197 coincides with the applicatlon of a d.c. electrical voltage (4-5 amps at 1 volt) and the He purge gas. H2S desorption occurs over a relatively short tune (18 minutes). The H,S adsorption capacity (at atmospheric pressure) for sample 21-1B, 18% burn-off, was 0.43 liters (Fig. 21).



Flow rate = 0.44 slpm Gas composition: HPS 5.4% Ar 14.0%



Fig. 21. A typical H2Sbreakthrough plot for a CFCMS monolith 21-2B (1 8% bum-off) at 25°C



CFCMS has a continuous 3D carbon structure (Fig. 11) which imparts electncal conductivity to the material. We have utilmed the electrical properties of CFCMS to affect a rapid desorption of adsorbed gases in our breakthrough apparatus. The benefit of this technique is shown m Fig. 22, which shows the CO, and CH, gas concentrations in the outlet gas stream of our breakthrough apparatus [23-251. Three adsorptionidesorption cycles are shown ~ Fig. f l 22. In the f i s t and second cycles (A and B in Fig. 22) desorption is caused by the combined effect of an applied voltage (1 volt) and a He purge gas. In the third cycle (C in Fig. 22) desorphon is caused only by the He purge gas. A comparison of cycles B and C mdicates that the applied voltage reduces the desorptlon tune to less than one third of that for the He purge gas alone (cycle C). Clearly, the desorphon of adsorbed C 0 2can be rapidly induced by the apphcabon of a d.c. electncal potenfial.
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Time (min) Fig. 22. CO,/CH, breakthrough plots for CFCMS sample 2 1- 1F (1 0% bum-off) showing the benefit of electrically enhanced desorption: A. 1 volt, He purge @ 0 4 slpm; B 1 volt, He purge @? 0.06 slpm, and C. 0 volt, He purge 0.06 slpm



Increased adsorbent (CFCMS) temperature results m desorphon of the adsorbate. However, desorption occurs m e d i a t e l y when the voltage is applied to the CFCMS, whereas the bulk temperature increase lags the apphcahon of the voltage by a finite time, typically several minutes [23]. Evidently, the resistance heatmg effect is acting directly at the adsorption sites (fiber mcroporosity) resulting m a rapid desorption of the adsorbate. The heat of adsorption of CO, on activated carbon fiber is 30 kJ/mol [30]. A simple calculation for the a typical ESA breakthrough experiment, where approximately 1 litre of CO, was adsorbed, mdicates that at a power level of 5 Watts, approxunately 270 seconds would be required to mput the energy (1350 J) required to desorb the C02 adsorbed on the CFCMS. Implicit in this calculation is the assumption that all of the electrical energy is converted to thermal energy and transferred to the adsorbed CO,. Whlle this analysis is very smplistic, it does explam the observation of a t m e lag between the inihation of electrical current flow and the CFCMS temperature rise during the electrical desorpfion of adsorbed gases. Actual measured desorphon tunes are of the order of 6-13 minutes, depending on the purge gas flow rate (Fig. 22). Therefore, other factors must lnfluence heat flow to the adsorpfion sites in the



199 carbon fibers. Several explanations have been postulated, the most plausible of which is based on the compensating effect of the heat of adsorption and the temperature dependence of electrical resistivity in carbon [23]. The ability of CFCMS to selectwely adsorb a gas from a gas rmxture, combined with the electncally enhanced desorpbon of the adsorbed species, allows for a gas separabon system where the separation is effected by electrical swmg (ES) rather than the more conventional pressure or temperature swings. Several applicahons of CFCMS/ES can be considered. For example: (i) the cleanup of sub-quality natural gas; (ii) the separation of hydrogen from coke oven battery reformer waste gas streams; (iii) the separation of landfill gases; and (iv) a guard bed for the removal of higher hydrocarbons, or sulfur bearlng odorants, from CH, fuels in adsorption storage fuel tanks or solid oxide fuel cells. Moreover, the novel combmation of properties make CFCMS attractive for adsorption gas storage systems where the delivery of adsorbed gasses can be hindered by excessive temperature drop in the carbon adsorbent due to the large heat of adsorption. A variant of the CFCMS monolith with appropriately developed microporosity, and a b u k density 1.O g/cm3,would be expected to posses a storage volume equal to or greater than currently available CH, storage carbons. Fmally, a mesoporous variant of CFCMS might offer advantages as a catalyst support for reforming operations because heating of the support could be effected directly by the passage of an electric current, negatmg the need to preheat the reactant gasses.
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5.5 Near term applications Two particular applications of CFCMS monoliths can be considered near term. The first, fighting vehicle air clean-up (with respect to NBC contarmnants), would appear to be an eminently suitable field for our adsorbent fiber-based monohths Several attributes of the monoliths should be considered in this context: (1) the monohths are rugged and wll not suffer attntion under the harsh terrain condihons encountered by fighting vehicles; (ii) the micro/meso pore structure can be controlled by appropnate selecbon of the fiber type and processmg/activation route; (iii) ESA would appear to offer a rapid and low energy desorptiodregeneration method, compared to pressure swing or thermal swing regeneration for the adsorbent bed; and (iv) the defense market could stand the higher cost of the monoliths compared to granular carbons. The second near term application of our adsorbent monoliths is in a guard bed for a solid oxide fuel cell (SOFC) [7,27]. Westinghouse solid oxide fuel cells utilize CH, and air as fuels [31] Operatmg experience with the cells has demonstrated an efficiency degradation associated with the interaction of the sulfur bearing odorants in the natural gas and the ceramic materials used m the construction of the cell. Thls has necessitated the use of a large GAC guard bed, which must be replaced when saturated. A compact, easily regenerated guard bed has obvious advantages over



200 the large GAC bed currently employed. In a collaborative venture, a guard bed assembly containing three monoliths (IO-cm diameter and 25-cm length) in separate canisters was fabricated and 1s currently under evaluation at Westinghouse Science and Technology Center, Pittsburgh, USA. The carbon fiber monoliths were prepared from P200 fibers and acavated via the oxygen chemisorptlodactivation route [7,27]. Pnor to delivery to Westinghouse, the pressure drop through the monoliWcanister was measured, and is shown ln Fig. 23. 6 -
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Fig.23. Pressure drop through a large monolith as a funchon of He flow rate [27]. The measured pressure drops were slightly greater than literature data would lndicate for packed carbon beds. However, they are certainly not prohibitwe and a successful outcome of the Westinghouse trial of the SOFC guard bed is anticipated.



6 Summary and Conclusions Porous carbon fiber-carbon bmder composites are a class of matenals that are not widely known, yet they f%lfill a vital role in the RTG space power systems, and show considerable potential for other uses in light absorption or gas adsorption applicatlons. These applicabons are enabled through the unique combmation of physical prope&es exhibited by the porous carbon fiber-carbon binder composites Perhaps the most sigmficant of its physical attributes is the open, yet rugged, form of the material which contributes significantly to its ublity m the fields of



201 application discussed previously. In addition, the ability to tailor other physical properties enhances the potential utility of h s class of carbon composite material. The pore structure of the material, which is of paramount importance in fluid separation and gas storage applications, can be controlled through careful selection of the precursor carbon fiber and processing and activation route. It is likely that new applications of porous, adsorbent, carbon fiber based monoliths will be developed in the near term. These applications will be less cost sensitive than many current applications of commodity GAC, but will be applications in w h c h the novel properties of porous carbon fiber-carbon binder composites make them uniquely suited. Current research at ORNL is directed toward improving the uniformity, and key properties of the material, and at containing, or reducing, the cost of our porous carbon fiber-carbon binder composites.
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CHAPTER 7



Coa1-Derived Carbons PETER G. STANSBERRY, JOHN W. ZONDLO, ALFRED H. STILLER Department of Chemical Engineering West Virginia University Morguntown, WV 26.506-6102



1 Review of Coal-Derived Carbons 1 I Introduction Complex aromatic raw materials such as petroleum resids, decant oils, coal, and coal tars have been employed for many years by the carbon industry and contlnue to be used extensively in the fabricahon of coke, carbon, and artlficial graphite [ 11. These same feedstocks also have the potential for use in producing "advanced" carbon products such as carbonaceous mesophase, fibers, and beads [2-41. Currently, nearly all domestic pitches are obtamed from either coal tar or petroleum precursors [5] The pitch products, whether petroleum-based or coaltar based, are pnzed by the ancillary mdustries that are dependent upon them but such pitches are, nevertheless, considered to be derived from byproduct materials. In addition, besides being derived from byproducts, the yield of pitch typically amounts to no more than 5 wt% based on the mihal quantity of coal or crude feedstock [6]. The key feature that makes commercial pitches attractive and practical to the carbon industry is thelr highly aromatic nature. It is well known that aromaticity is necessary for the development of planar molecular alignment during liquid-phase carbonlzation which, m turn, is a requirement for graphitizability [7,8]. Because coal itself is predominantly aromahc [9], there has been a resurgence in research focused on producmg extracts and other types of pitch-hke substances from coal for other than fuel purposes [lo]. Depending on how the coal-based material 1s processed, hghly isotropic or anisotropic carbons can be obtamed [111



It is expected that produchon of coal-derived pitches, liquids, and chemicals will take on a more important role in the future. This is of some strategic concern to the United States, where the demand for domestic petroleum is greater than the supply. Moreover, the quality of imported petroleum crudes is d e c h m g in that they contain increasing amounts of contamant metals and sulfur



In adhtion to supplying transportabon fuels and chemicals, products from coal liquefachon and extraction have been used m the past as pitches for binders and feedstocks for cokes [12]. Indeed, the majority of organic chermcals and carbonaceous materials prior to World War I1 were based on coal technologies. Unfortunately, this technology was supplanted when inexpensive petroleum became available during the 1940s. Nevertheless, despite a steady decline of coal use for non-combushon purposes over the past several decades, coal tars still remain an important commodity m North Amenca. In recent years researchers at West Virginia University have developed coalderived pitches on a laboratory scale in quanhties sufficient to make 1 kg samples of calclned coke for fashonmg graphite test specunens. The pitches were derived by uhlizmg solvent extrachon with N-methyl pyrrolidone (NMP). This solvent is able to isolate coal-based pitches m high yield and with low rmneral matter content [13]. It is this work that will form the basis of the lscussion for the later part of this chapter. 1.2 Coke production Most of the coke produced in the United States today comes from the hghtemperature carbonization of coal. The coke is used primarily by the metallurgical industries as a fuel and ln the renderlng of lron from iron ore m the blast furnace Essenhally, carbonlzation entails the heating of organic precursors m the absence of air. In so doing, a solid carbon residue along with gaseous and volatile hydrocarbons is created. Bituminous coals are used to make metallurgical-grade coke while wood and other slrmlar substances make charcoal. The condensed volatile material can be fwther refined to yield chermcals, pitches, or other useful commodihes. Historically, the produchon of coke from coal resulted from the pressures exerted by environmental and economc forces. In the late 1500s, demand for wood in England began to surpass supply. At that hme, wood was converted into charcoal for use as a reductant of zron ore by the burgeonmg metallurgical industries. By 1710, Abraham Darby of Coalbrookdale ln Shropshn-e, England, commercialized the production of pig iron by utrllzmg the coke from coal



207 carbonization. Soon afterward, in only eight decades, over 80 blast furnaces for iron production were operatmg in Britain. Coal-derived coke was recognized as a very practical material and was also employed widely for glass makmg, blacksrmthmg, beer making, and fuel The practices of charcoal makmg influenced early approaches to coal carbomzation. The origmal method, though straightforward and somewhat crude, consisted of simply heatmg mounds of coal on a hearth. A better method of coke productron developed with the appearance of the beehive oven in about 1760 These domed-shaped structures were numerous in the United States with 45 beehive oven plants and over 5,100 beehive ovens ready for operation in 1959 [14]. However, coke productron with these ovens peaked earlier m the 20th century A disadvantage wth the beehive oven was the lsregard for collechng the evolving volatile matter while the coal was being heated. The problem was ameliorated m the nineteenth century when coal was carbonized m inhrectly heated slot ovens. The mtroduchon of the slot oven led to byproduct recovery systems and by 1915 thelr use was well established m the Urnted States. Out of the 900 million tons of coal produced in the United States for domestrc purposes m 1992, about 34 million tons were used for coking [lo]. The ovenvhelmlng majority of coal is consumed by the electric utdihes. Nevertheless, in 1990, the United States steel industry required about 23 million tons of coke which was produced by the byproduct recovery slot oven [ 151 For a typical blast furnace, this translates to 0 5 tons of coke per ton of iron metal. Coal carbonizabon is an extremely complicated art. The methods have been developed through centuries of trial and experience. More detailed descriptions on the processes involved can be found in the literature [ 161. Modern foundry or blast furnace coke is made m a battery of up to 100 slot ovens placed side by side. Individual ovens are typically 16 meters long, 6.5 meters hgh, and about 0.5 meters m width. Each oven holds over 20 tons of coal which is charged through the top. The oven is sealed and heated induectly through refractorylined walls by the hot gases evolved durmg carbonizabon. After about 18 hours, coking is complete with the final temperature reaching over 1000°C. At the end of the coking cycle, side doors to the oven are opened and a large pushmg ram forces the incandescent coke out for quenching. The side doors are lnstalled agaln and the process repeated. Coke batteries are operated nearly contmuously to remain productive over thelr life span of 20 to 30 years Petroleum cokes, on the other hand, represent the second largest source of consumable industrial carbon in the United States. In 1992, about 2 mllion tons of anode coke and 250.000 tons of needle coke were used in the Umted States.



208 Unlike coke produced from coal, petroleum cokes are derived from the residua of petroleum refining. Suitable feedstocks for good quality coke are thermal tars, catalyhc cracker bottoms, and decant oils [ 171. Several petroleum coking methods have been developed and mclude fluid, contact, and atmospheric-still cokmg [ 6 ] . The preferred cokmg method used today is conducted in delayed coking units. Delayed coking is attxachve because of its ability to produce cokes with controlled mcrostructures One highly desirable form is known as needle coke No coal-based material is presently processed by delayed cokmg m the United States Nevertheless, delayed coking of coal-tar feedstocks is prachced m Japan by the Nippon Steel Chemical Corporation, and the Mitsubishi Kasei Corporafion. In delayed coking, an aromatic feed is heated above 400°C and piped mto the bottom of one of two tall drums. As the feedstock fills the coker, thermal cracking occurs to produce gas, gasolme, oils, and coke. Generally 24 hours are needed to fill the drum with coke. After the first drum is filled, the feed is mtroduced into the second drum and the next coking cycle begins. Meanwhde the first drum is quenched with steam and then water. After sufficient cooling, high-pressure water jets drill, cut, and loosen the coke for removal from the drum. The emphed coker drum is inspected and prepared for another run. The coke at this stage is called "green" because it shll contams 5 to 15 wt% volatile matter. If the coke is to be used as a filler in anode and electrode manufactunng, this high level of volahle matter is considered unacceptable because it contributes to shrinkage during subsequent heat treatment and fabricahon Removal of volatile matter to about 0.5 wt% can be accomplished by calcmmg m a rotary kiln, rotary hearth, or vertical shaft calcmer All of these processes heat green coke to temperatures in excess of 1000°C where shrinkage and subsequent densification take place. The volatile components are comprised primarily of methane, ethane, hydrogen, and hydrogen sulfide gases which can be employed as fuel for process heat. 1.3 Pitch production



Coal-based pitches are predommantly byproducts of metallurgical coke operabons in recovery-type coke ovens. The volable products from the coke oven are recovered and processed, in smplest terms, into gas, hght oils, and tar. The quanhty and character of the matenals are mfluenced by the type of coal charge, the design of the coking equipment, and the temperature and t n n e profile of carbonization. Table 1 shows a typical yleld of products from the



209 carbomzabon of a bituminous coal Note that the yield of coal tar is very low. Despite the low yield, the large volume of coal carbonlzed produces a considerable quantity of secondary products. Table 1. Production yields from coal carbonization Yield from 1 ton of coal 1520 lb coke 78 lb coal tar 20 lb light oil



20 lb ammonium sulfate 280 lb gas 80 lb rmscellaneous



Weight % 76 4 1 1 14 4



Crude coal-tar processmg is tradibonally accomplished by distillahon into pitch and a series of distillate oils. Coal-tar pitch is the material remaining after all the avadable distdlates are removed The final softening pomt of the coal-tar pitch can be controlled via the distdlabon condihons. Coal-tar pitch is particularly valuable to anode and electrode manufacturers The mam function IS to plashcize coke grist so that formed bodies can be extruded or molded without distorbon during the later stages of processmg Additionally, the pitch should give a high-carbon yield and not adversely affect the overall properties of the fimshed article. Although coal-tar pitch remams the bmder of choice, petroleum-based binders can perform sabsfactorily for the alummum industry [ 181. Coal-tar pitches generally soften around llO"C, are about 70 wt% soluble in toluene and 12 wt% insoluble m qumohne. Excessive amounts of prmary qumoline insolubles (QI) would contribute to increased carbon yield, but such a pitch may not wet coke well and could hmder the penetrabon of pitch into the coke voids.



In many applications where high density and strength are requlred m the fmshed carbon product, another type of pitch is incorporated after a bakmg step. In this instance, mpregnahon with impregnatmg pitch reduces the porosity before the fmal heat treatment The mpregnahon process can be repeated several times until the deslred properhes are achieved. Both coal and petroleum feedstocks are used as mpregnants. The most significant features w h c h distmguish mpregnatmg pitches from bmder pitches are thelr high solubility in toluene, low insolubility in quinolme, low viscosity, and low ash content



210 I 4 Graphite and anode manufacture Industnal carbon anodes and arbficial graphtes are not a single material but are rather members of a broad family of essentially pure carbon. Fortunately, artificial graphites can be tailored to vary widely in the= strength, density, conducbvity, pore structure, and crystalline development. These attnbutes contribute to their widespread applicability. Specific characteristics are imparted to the finished product by controlling the selecbon of precursor matenals and the method of processmg [ 191 The processes for the manufacture of carbon anodes and graphite electrodes are very similar and in some instances overlap. The basic raw materials are calcmed coke (filler coke) and coal-tar pitch. Conventionally, the process begms by gmding and sizing calcined petroleum coke to various sizes for recombination in proporhons hctated by the end use; f i e grain, high-density graphites require coke parhcles of mcron dunensions while coke particles for anodes can be centmeters in size. Metallurgical coke and anthracite coal can be used as fillers but their introducbon mcreases the level of contammabon by metals, as well as reduces conductivity. Coal-tar pitch coke is also acceptable and is used in countries with limited petroleum but accessible coal resources. The coke blend is then added to a molten bmder pitch and mixed to allow the pitch to wet the coke surface. Dependmg on the porosity of the coke and other variables, about one part of binder pitch is combined mth three parts of coke in each mixmg batch. A sufficient temperature is maintained such that the mix is plastic for shaping by either moldmg or extrusion. The shaped objects are cooled to harden the bmder for handling, storage, and eventual further processing. Balung is the next step. In the selecbon of the appropriate bakmg furnace, flexibility of operabon and control of temperature are key considerabons. A common baking furnace is the pit furnace, mto which the formed m c l e s are carefully stacked. Packing material consistmg of fme coke particles (breeze) or sand is placed around the green stock to prevent sagging and distortion and to provide a porous medium for the release of volatiles. The firmg cycle is carefully monitored to heat from 2 to 10°C per hour up to about 1000°C, often takmg several weeks to complete. As the temperature is increased, the binder undergoes pyrolysis and fuses the coke into a solid mass. After coolmg, the packmg material is removed and the baked articles exammed for defects, finished, and used as carbon anodes In some applications the baked article would be further heat treated (graphitizing). Durmg graphitizabon, the stock is positioned in the graphtlzation furnace and covered wth packmg material. Two stackmg



21 1 patterns are used. In the Acheson furnace the stock is arranged m vertical columns which are transverse to the furnace ax=, with coke packing in between each column. The packing funchons as a resistor. In the Castner process, the stock is placed in rows parallel to the furnace axis, with the stock touching one another end to end. In this case, the stock is the resistor. Graphtlzation is accomplished by passmg an electrical current through either bed. Considerable resistive heating occurs where temperatures exceeding 3000 "C are possible. Normal process parameters utdize heatmg rates between 30 to 70°C per hour to 2500°C. Total t m e at temperature depends on the slze of the artifact. Several more days are needed to cool the furnace before unpackmg. Durmg the high-temperature treatment, the carbon undergoes dramahc changes in properties. The most important effects are the molecular rearrangement of amorphous carbon into a more ordered, graphitic structure. As a consequence, those characteristics associated with graplute mcludmg h g h crystallmity, low coefficient of thermal expansion, low electrical resistivity, high thermal conducbvity, and thermal shock resistance are imparted.



2 Solvent Extraction of Coal Several methods can be employed to convert coal into liquids, with or without the addihon of a solvent or vehicle. Those methods which rely on smple pyrolysis or carbornation produce some liquids, but the main product is coke or char Extrachon yields can be dramatically mcreased by heatmg the coal over 350°C in heavy solvents such as anthracene or coal-tar ods, sometimes with applied hydrogen pressure, or the addition of a catalyst Solvent components which are especially beneficial to the dissolubon and stability of the products contain saturated aromatic structures, for example, as found m 1,2,3,4 tetrahydronaphthalene Hydroaromatic compounds are known to transfer hydrogen atoms to the coal molecules and, thus, prevent polymerlzation Further details and speciahzed informahon on the mechanisms, product qualities, and processes applied to the heatmg of coal in solvents can be found in the abundant literature [20]. What follows are some of the results of research conducted at West Virginia University, where mvestigations of the conversion of coal into pitches suitable for graplute production have been carned out



2 1 Solvent extraction procedure This section summarizes the coals used for the project, some of thelr characteristics, the preparation of extract and pitch materials, as well as the



212 results of physical and chemical analyses of the products. Ultimately, these coal-derived pitches were coked and the resultant material used to manufacture graphite test bars for evaluation of their physical and chemical propehes. In subsequent sections, these graphite bars wdl be designated as W W graphites ranging from WW-1 to WW-13. Details of thelr preparation will be given m later sections. 2.2.1 Preparation of coal-derived extracts Three West Virginia coals were supplied by the West Virgmia Geological Survey (WVGS). The particular coals were chosen on the basis of rank, petrographic composition, and mineral matter content The coals were l m t e d to the bituminous rank since these coals are the most amenable to the NMP solvent extracaon process and are mdigenous to the Appalachan region. Some of the coal characteristm are listed in Table 2. The lump coals, obtained fresh from the mine face, were ground wthout drymg into two size fractions of 100 and 20 mesh (Tyler mesh) top sue respectively before being placed mto a nitrogen filled glove box. Between 2 to 3 kg samples of each coal were then sealed in plasac bags while still in the glove box to prevent oxidation, and stored m a cold room at about 4°C until ready for use. Just prior to extraction or treatment, coal samples were removed from the plastic bags and dried m a vacuum oven at about 110°C for 24 hours while under a nitrogen purge to ensure the removal of water and to minimize oxidation. To assess the extraction efficiency of the coals, small-scale extrachons were conducted. Approxmately 10 g of dried, powdered coal were placed ln a round-bottom flask equipped with a reflux condenser, stirrer, and mtrogen purge Into this flask were poured 100 mL of freshly distilled NMP and stmmg commenced. The murture was heated to the normal boiling pomt of NMP, 202"C, and, whle under a nitrogen atmosphere, allowed to reflux for one hour Following this period, the dissolved portion of the coal in solution was separated from the undmolved coal and mmeral matter usmg a trahhonal Buchner filtration apparatus. The filtrate contamed the soluble coal frachon while the material that remained on the filter paper contalned the insolubles. The filtrate was then placed m a rotary evaporator device where the solvent was removed under reduced pressure. The collected extract was fiially dried in a vacuum oven at 150°C under flowmg nitrogen overnight. After coolmg the oven to room temperature, the extract was recovered as a solid and weighed. All NMP was condensed and recycled



213 Table 2. Characteristics of bitummous coals subjected to solvent extracbon with NMP WV geological designation WVGS 13407 WVGS 13421 WVGS 13423 Coal bed Bakerstown Powellton Lower Powellton County Mingo Barbour Raleigh ASTM rank hvAb hvAb mvb Mean-maximum 1059 1111 1002 reflection of Vitrrnite proximate analysis (as received) Moisture 0 82 0 68 0 98 Fixed carbon 60 49 55 15 67 87 Volatile matter 34 41 28.23 27 96 Ash 4 27 15 94 3 19 petrographic composition (% volume) Vitrinite 59 6 63.3 71 4 Exini te 55 39 57 21 7 Inertinite 27.0 30 0



The extraction results are summarized in Table 3 The percent yield is calculated based on the weight of the recovered residue and is presented on a dry and ash-free basis (daf). The mass balances closed to approxlmately 100 percent and reproducibility was better than +I- 2 % withm the reported value. For most of the coals, the yield of soluble extract is typical for the range of rank studied, generally 20 to 35 percent by weight. However, one of the coals, WVGS 13407, demonstrated excephonally good behavior, i.e , an extraction yield over 60 wt% was obtained The other coals, WVGS 13421 and WVGS 13423, gave reasonably good extractmn yields near 35 wt?h. Table 3. Results of solvent extraction of selected coals with NMP Coal WVGS 13407 WVGS 13421 Yield wt% (daf)
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35 7



WVGS 13423



34 2



In order to process larger quantibes of coal, an extraction reactor was constructed. The extractor was essentially a standmg metal cylinder sealed on the bottom, approximately 30 cm in diameter and 84 cm in length. An elechical belt-driven stmmg mechanism was fitted through the top of the reactor to provide mixmg, and three electrical band heaters were wrapped around the outside to supply process heat. A water-cooled condenser was also installed to condense NIvfP durmg reflux The system could routmely extract 1 to 2 kg of coal wrth 20 to 25 L of NMP.



214 The products of the extractor were removed from the bottom through a gate valve mto one-liter centrifuge bottles. The bottle contents were centrifuged at 4000 rpm for one hour to expedite the separation of insoluble organic and mmeral matter. After centrifuging, the dissolved coal extract was decanted and passed through a 1-2 micron filter paper. Excess NMP was removed from the filtered extract solution by rotary evaporation before being finally dried at 150 "C under vacuum. For reference, the extract matenal produced from the solvent extraction of raw coal will be symbolized as EXT HI the subsequent discussion. To increase the yield of extract and alter the properties of the pitch, the coals were subjected to thermal hydrogenahon m tetralin, which was used because it is r e a d y available and funchons as a reasonably good hydrogen-donor solvent Initlal hydrogenation studies were conducted on WVGS 13407. The hydrogenation reactor was a 1000-mL Parr stmed autoclave which lmited the production of product to about 150 grams. Hence, several runs had to be performed before enough material could be made for coking and calcinmg. The procedure to carry out the hydrogenation tests was as follows. About 200 g of dried, ground WVGS 13407 were placed along with about 600 mL of tetralm into the 1000-mL autoclave and sealed under 69 bar of hydrogen gas. The reactor temperature was then raised to 350°C and mamtamed at this temperature for 1 hour. Followmg reaction, the reactor vessel was cooled slowly to room temperature, vented, and the contents washed out with NMP into a large container. Additional NMP was added until a low-viscosity slurry was formed. The NMP mxture was heated to boilmg and filtered through 1-2 micron filter paper as above. The filtrate was then rotary evaporated to remove the solvents (NMP and tetralin) and finally the extract was dried in a vacuum oven at 150°C overnight. After the mibal hydrogenahon studies were completed with WVGS 13407, all other liquefaction experments were conducted in a larger, 3.8-liter boltedclosure autoclave fitted with an electrically driven magnebc shrrer arbitrarily set to provide mixmg at 1000 rpm. A temperature controller and power supply were connected to a three-zone furnace to control reachon temperature Typically, about 500 g of dried coal and 2 L of tetralin were sealed m the autoclave. The overhead space in the reactor was purged with hydrogen through stainless steel tubing. The tube was immersed near the bottom of the system such that the gas passed through the mxture of c o a b n d tetralm. Imtially, cold hydrogen pressure was 69 bar for all hydrogenations except for, those planned to operate at 450°C. For this temperature the mitial hydrogen was reduced to 55 bar. After pressurizing with hydrogen, the stirrer and furnaces were achvated. Depending on the set poinc between about 2 and 4 hours were required to reach temperature



215 Each reacbon was held at the desired temperature for 1 hour after which the furnaces were turned off. Several hours were required before the reactors cooled to ambient temperature. When cooled, the reactor was vented slowly of excess pressure and opened. The reactor contents were transferred to a large rotary evaporator, capable of handhng 20 L of material at one time, to remove tetrah. A sample of the recovered liquefacbon solvent was analyzed by gas chromatography to detennine the relative amount of tetralm and naphthalene. By companng tetralin to naphthalene before and after hydrogenabon, an estimate of the degree of hydrogenahon can be determined. This aspect is addressed m more detail later. After removal of tetralm, about 7 L of NMP were added to the liquefied coal to dissolve the soluble products These soluble materials were separated from the mmeral matter and unconverted coal by centrifugation at 4000 rpm for 1 hour. The resultant coal pitch was rotary evaporated and then dried further in a vacuum oven at 150°C overnight The hydrogenabon process was repeated several bmes unbl the desired quantity of feedstock was obtamed. The recovered, hydrogenated coal products, prepared under idenbcal con&tions, were cornbmed and ground to pass through a course-mesh screen (Tyler 8 mesh) m a glove box to reduce oxidahon. The ground product was evenly distributed in a rectangular stainless steel pan and the contents of the pan divided mto six equal quadrants. Material from each quadrant was sampled representabvely and then sealed under nitrogen in plasbc bags. Fmally, the coal-derived pitch was stored at reduced temperature untd ready for use. It was thought that the samplmg and storage procedure described above would ensure coke and graphite production feedstock of a relabvely uniform and homogeneous nature. The solvent extracted material from the hydrogenated coal will be subsequently referred to as HEXT with the hydrogenation temperature as a suffix. Table 4 summarizes the yield of soluble pitch for the hydrogenation experiments. Hydrogenation of WVGS 13407 at 350°C increased the pitch yield from about 66 to 84 wt% Although the mcremental yield between untreated and hydrogenated coal is only 18 wt%, there were significant differences in the properties of the pitches in terms of thelr carbonization behavior. Hydrogenabon of WVGS 13421 at 350"C, on the other hand, increased the pitch yield from about 35 wt% for the untreated coal to 62 wt%. Hydrogenations at 400 and 450°C produced more than double the quantity of soluble material over that of the unhydrogenated coal. Although the yield of products obtained at 400



216 and 450°C is essentially identical, their behavior upon pyrolysis was dramabcally Qfferent. Table 4. Soluble product yields from hydrogenation of bituminous coals WVGS WVGS WVGS 13423 13407 13421



Hydrogenation Temperature, "C Yield, wt% (daf) Yield from raw coal, wt% (daf)
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Likemse, hydrogenabon of WVGS 13423 at 350°C mcreased the yeld of product from about 34 to 74 wt% Not unexpectedly, hydrogenation at 400°C increased conversion even more to 83 wt%, while hydrogenabon at 450°C produced a recoverable product yield of 67 wt% The apparent reduction m yleld upon reaction at 45OOC is discussed below. Mass recoverables for all expenments, except the 450°C run with WVGS 13423, were generally about between 89 and 95 wt%. The loss m mass balance is attributed to product gas, light distillate, and solids unrecoverable durmg processing and handlmg. However, mass recoverables for hydrogenation of WVGS 13423 at 45OOC barely amounted to 70 wt%. Gas chromatographc analysis of the spent hydrogenation solvent and visual mspection of the amount of coal products collected ~tl the cold traps used d u m g rotary evaporahon, indicated that the hghly hydrogenated materials from this coal were relahvely volatile and, hence, not recoverable. The conclusion that these products were disbllable is supported by thermogravimetric analysis (TGA) and coke yield determinations reported in sechon 3.1 In addition to hydrogenahon as a means to vary pitch characteristics, blendmg of raw coal extract with hydrogenated material was also investigated. About 0.68 kg of pitch blend were prepared at one tnne by combinmg the desired amount of raw coal extract and hydrogenated product m the appropriate proportion. For example, a pitch blend precursor whch was used to make the WW-6 graphite, was comprised of 0.51 kg of the NMP-soluble extract (EXT) from raw WVGS 13421 coal and 0 17 kg of NMP-soluble pitch from 400°C hydrogenated (HEXT400) WVGS 13421. The blend composibon is thus 75:25 wt% EXT:HEXT400. After weighing, the solid material was transferred to a 10-L container to which was added about 7 L of N M P The rmxture was heated to about 140°C while bemg agitated for 1 hour or until complete Qssolution occurred. The excess NMP was removed by rotary evaporatron, the product recovered, and dried III a vacuum oven at 150°C overnight. The blendmg
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217 procedure was repeated as needed, depending on the quanbty of the pitch blend that was requlred. After drying, the blend was transferred to a nitrogen-purged glove box, sampled representatively as descnbed earlier, sealed rn plastic bags, and refrigerated until ready for use. The dissolubon procedure used to prepare the blends is unllke other procedures where pitch components are physically blended. It was observed that dissolving the individual coal-derived materials together in NMP resulted in mtimate m m n g on the near molecular scale, thus producing a completely homogeneous pitch blend. A summary of the various pitches, coal source, treatment, and blend composibon, and their correspondmg test graphites (as referenced with a ‘‘‘WW” number) is presented in Table 5 . Here EXT refers to the NMP-soluble extract from the raw coal and HEXT refers to the NMP extract from the hydrogenated coal Table 5. Pitch idenhfication and corresponding graphite produced from that pitch Graphite WW-1 ww-2 ww-3 Pitch source WVGS 13407 WVGS 13407 WVGS 13421 NMP-soluble extract hydrogenated 350°C NMP-soluble extract EXT EXT HEXT350 wvu-4 WVU-6 ww-5 Graphite WVGS 13421 WVGS 13421 WVGS 13421 Pitch source Hydrogenated 400°C hydrogenated 450°C blend 75.25 wt% EXT HEXT400 HEXT400 HEXT450 Graphite Ww-8 WW-9 ww-7 Pitch source WVGS 13421 WVGS 13421 WVGS 13421 blend 60 40 wt% blend 25 75 wt% blend 75 25 wt% EXT HEXT450 EXT HEXT450 EXT.HEXT350 wvu-11 Graphite WW-10 ww-12 WVGS 13423 WVGS 13423 Pitch source WVGS 13423 NMP-soluble extract blend 75 25 wt% blend 25 75 wt% EXT.HEXT450 EXT HEXT450 EXT WW-13 Graphite Pitch source WVGS 13423 hydrogenated 450°C HEXT450



2 2 Characterization of coal-derived pitches



The hydrogen consumption for the hydrogenabon of WVGS 13421 and WVGS 13423, Table 6, qualitatively indicates the relatwe reachvity of the coals and thelr products. As discussed previously, prior to and after each experiment, the tetralm was analyzed chromatographically to determine the relative tetralin and



218 naphthalene content. The assumpaon was made that durmg the course of liquefaction each molecule of tetralin converts to naphthalene after donatmg four hydrogen atoms to the coal. The assumption is also made that the amount of hydrogen from other sources (gas phase hydrogen and coal) is not significant when compared to the amount of hydrogen donated by the tetralin. Thus, the hydrogen consumption figures reported in Table 6 should be considered m i m u m values. Knowmg the relative amount of tetralin conversion and the lnitial volume of tetralin used in the experiment, the amount of hydrogen transferred to coal can be deduced. Table 6. Estlmated degree of hydrogenation of coals as a funchon of hydrogenation temperature WVGS 13421
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50nm)range. This is to permit the liquid phase molecules to diffuse more rapidly into the rest of the pore structure [ 151.
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Fig. 3. Chemical activation process for production of activated carbon



The principal liquid phase applications, the type of carbon used, and 1987 consumption levels are presented in Table 2. Table 2. Liquid phase activated carbon consumption [11,16]. Reprinted from [l I], copyright Q 1992 John Willey & Sons, Inc., with permission. U.S. 1987 consumption, metric ton (1000's) GranularlShaped Powdered Total Potable water 4.5 13.6 18.1 Wastewater, industrial 6.4 6.6 13.0 0.9 2.0 2.9 Wastewater, municipal Sweetener decolorization 6.8 9.1 15.9 Chemical processing and misc. 4.1 2.3 6.4 0.9 3.9 4.8 Food, beverage, and oils Pharmaceuticals 2.0 .3 4.3 Mining 1.6 2.5 4.1 Groundwater 0.9 2.3 3.2 Household uses 1.4 0.9 2.3 Dry cleaning 0.7 0.4 1.1 0.2 0.4 0.6 Electroplating 30.4 46.3 76.7 Total



2.2.2 Gas phase applications Gas phase applications of activated carbon fall into the main categories of separation, gas storage, and catalysis. These applications account for about 20% of the total use of activated carbon, with the majority using either granular or pellet type. Table 3 shows the major gas phase applications, again along with 1987 consumption levels.



242 Table 3. Gas phase activated carbon consumption. Reprinted from [111, copyright 0 1992 John Willey & Sons, Inc., with permission. U.S. 1987 consumption, metric ton (1000's)



Solvent Recovery Automotive/Gasoline Recovery Industrial off-gas Control Catalysis Pressure Swing Separation Air Conditioning Gas Mask Cigarette Filters Nuclear Industry Total



4.5 4.1 3.2 2.7 1.1 0.5



0.5 0.5



0.3 17.4



2.2.3 Physical properties Properties for typical activated carbons used in both liquid and gas phase applications are shown in Table 4.



2.3 Automotive applications The major automotive application for activated carbon is the capture of gasoline vapors from vehicle fuel vapor systems. With the creation of emission control standards in the early 1970's, vehicles began to be equipped with evaporative emission control systems [17,18]. The activated carbons to be used in these emission control systems were required to adsorb gasoline vapors at high efficiency and to release them during the purge regeneration cycle. The durability of the activated carbon became an important characteristic, as the adsorptiodpurge regeneration cycle would be repeated many times over the life of a vehicle [12]. The operation of the evaporative emission control system is detailed in Section 3. Initial evaporative emission control systems utilized coal-base granular carbons, which were followed by chemically activated, wood-base carbons [ 191. Increasingly stringent emission control standards [20-221 led to further activated carbon development, including the production of a pellet shaped product specifically designed for automotive applications [191. The most recent emission control requirements have addressed capturing vapors emitted during refueling [23,24], which will require a better understanding of the performance of activated carbon in hydrocarbon adsorption over a larger range of operation. Properties of activated carbons produced by Westvaco for automotive applications are presented in Table 5.



Table 4. Properties of selected activated carbon products. Reprinted from [l 11, copyright 0 1992 John Willey & Sons, Inc., with permission. Liquid-Phase Carbons



Gas-Phase Carbons Manufacturer Precursor



Calgon



Norit



Westvaco



Calgon



Norit



Westvaco



Coal



Peat



Wood



Coal



Peat



Wood



Product Grade



BPL



B4



WV-A 1100



SGL



SA 3



SA-20



Product Form



Granular



Extruded



Granular



Granular



Powdered



Powdered



Typical Range



Product Property Particle Size (US. mesh)



75



1-20



18



6



do



6



3-5



500-2500



1050-1 150



1100-1200



1750



900-1000



750



1400-1800



0.9



1.2



0.85



Ash (wt. %)



BET Surface Area (N2,m2/g) Total Pore Volume (cm’/g)



0.5-2.5



0.8



CC14 Activity (wt. %)



35-125



>60



Butane Working Capacity (g/100cm3) 4-14



500-1200



Iodine Number Decolorizing Index (Westvaco)



15-25



Molasses Number



(Calgon)



50-250



(Norit)



300-1500



Heat Capacity (lOO°C, cal/g/K)



0.2-0.3



Thermal Conductivity (W/m/K)



0.05-0.1



2.2-2.5



>11 21050



>900



800



>loo0 >20



>200 440 0.25



0.25 h,



P



w



244 Table 5. Properties of Westvaco automotive grade activated carbons [19] WV-A 900 BAX 950 WV-A 1100 BAX 1100 Grade Shape Mesh Size



BAX 1500



Granular



Pelleted



Granular



Pelleted



Pelleted



10x25



2mm



10x25



2mm



2mm



1600-1900



1400-1600



1800-2000 15.0min



BET Surface Area (m*/g) 1400-1600 1300-1500



9.0min



9.5min



11.Omin



11.0min



Apparent Density (g/cm3) 0.2-0.32



0.3-0.4



0.2-0.32



0.3-0.4



0.27-0.35



10 max



5 max



10 max



5 max



5 max



Particle Size (U.S.Sieve Series) 8max Oversize (“h) Undersize (“h) Smax



2max Smax



8 max 5 rnax



2max



2 max 5 max



Butane Working Capacity (g/lOOml)



Moisture, as Packed (%)



5max



3 Vehicle Fuel Vapor System A current vehicle fuel system designed for evaporative emission control should address enhanced SHED, running loss, and ORVR emission level requirements (see Table 1). A typical vehicle fuel system is shown in Fig. 4. The primary fimctions of the system are to store the liquid and vapor phases of the fuel with acceptable loss levels, and to pump liquid fuel to the engine for vehicle operation. The operation of the various components in the fuel system, and how they work to minimize evaporative losses during both driving and refueling events, is described below. 3. I Fuel system operation during driving events



The liquid fuel handling components of the fuel system include the fuel filler pipe, fuel tank, fuel pump, and the fuel supply and return lines. The fuel tank is a low pressure, low hydrocarbon emission vessel designed to contain both the liquid and vapor phases of the fuel. An electric pump located inside the fuel tank is used to transfer liquid fuel from the tank to the engine. The fuel in the tank is suctioned from a small reservoir in the tank which minimizes liquid level transients caused by vehicle motion. The fuel is delivered to the engine by one of two methods: recirculating or returnless. In a recirculation system, as is shown with dashed lines in Fig. 4, the engine fuel injectors draw a portion of the fuel being delivered in the fuel rail, and the



245 remainder of the fuel is returned to the fuel tank. In a return-less design, the fuel sent to the fuel injectors is not recirculated back to the fuel tank. Instead, either a mechanical control or a variable speed electronic pump controller maintains the required pressure and flow rate to the injectors.



Fig. 4. Representative vehicle fuel system with evaporative emission control



The key components in the fuel vapor control system include the fuel tank, vapor vent valves, vapor control valve, vapor tubing, the activated carbon canister, and the engine vapor management valve (VMV) [25,26]. During normal vehicle operation, fuel tank vapor pressure is relieved through the use of vapor vent valves installed in the vapor dome of the fuel tank.The vent valves are designed to allow for the flow of fuel vapor from the tank, and to assure that liquid fuel does not pass through the valve. The vapor vent valves are connected to the tank vapor control valve, and ultimately to the carbon canister by tubing that is resistant to swelling in the presence of fuel vapors. The tubing material must also have a low HC permeation rate, so that the evaporative emissions are not increased due to release of HC molecules. The tank vapor control valve connects the carbon canister to two fuel tank vapor sources: the vapor vent valve lines and a refueling vent tube. During vehicle operations similar to those experienced during the three day diurnal evaporative test outlined in Fig, 1, the following operations occur in the evaporative emission control system: a) Fuel vapors generated in the tank are released through the vapor vent valves and the vapor control valve to the carbon canister for storage. b) The purge control module (PCM) control strategy senses when the canister



contains sufficient HC vapor which can be purged from the canister and then injected into the engine inlet manifold for combustion. c) Purging is accomplished by using the engine inlet manifold vacuum to draw fresh air into the carbon canister through the atmospheric port. The fresh air causes the HC vapors to desorb from the carbon, and the vapor stream is routed to the engine through the canister purge vapor management valve. d) The PCM strategy accounts for the injection of the purged vapors, and adjusts the engine operating conditions to maintain the stoichiometric air/fbel ratio required in the combustion chambers. 3.2 Fuel system operation during refueling events Fuel system components involved in the refueling process include the fuel tank, filler pipe, filler cap, vapor control valve, liquid-vapor discriminator (LVD) valve, and the carbon canister [27,28]. During vehicle refueling, which is monitored during the integrated refueling test as outlined in Fig. 1, the following operations occur in the evaporative emission control system: Removal of the filler cap exposes the filler tube to atmosphericpressure, which causes the vapor control valve to close the path between the vapor vent valves and the canister, and open the path between the tank refueling vent tube and the canister. When the fuel is dispensed into the tank, the flow of the liquid fuel is used to carry vapors away from the filler inlet. As the liquid fuel enters the tank, the vapors in the tank displaced by the incoming liquid are directed into the canister using the natural pressure in the tank. After refueling, securing the filer cap causes the vapor control valve to close the vapor path from the refueling vent tube and reopen the path from the vapor vent valves to the canister. The canister is protected from liquid fuel in the refueling vent line by an LVD valve installed between the fuel tank vent and the vapor control valve.



4 Adsorption



4.1 Adsorption fundamentals Adsorption on solids is a process in which molecules in a fluid phase are concentrated by molecular attraction at the interface with a solid. The attraction arises fiom van der Waals forces, which are physical interactions between the electronic fields of molecules, and which also lead to such behavior as condensation. Attraction to the surface is enhanced because the foreign molecules tend to satisfy an imbalance of forces on the atoms in the surface of a solid compared to atoms within the solid where they are surrounded by atoms of the



247 same kind. The material adsorbing onto the solid phase is referred to as the adsorbate or adsorptive, and the solid is called the adsorbent. Adsorbents, and activated carbon in particular, are typically characterized by a highly porous structure. Adsorbents with the highest adsorption capacity for gasoline or fuel vapors have a large pore volume associated with pore diameters on the order of 50 Angstroms or less. When adsorption occurs in these pores, the process is comparable to condensationin which the pores become filled with liquid adsorbate. Fig. 5 depicts the adsorption process, including transfer of adsorbate molecules through the bulk gas phase to the surface of the solid, and difksion onto internal surfaces of the adsorbent and into the pores.



Fig. 5. Transfer of adsorbate molecules to adsorbent. Repnnted from [29] with permission, copyright 0 1984 The McGraw Hill Companies.



4.1.1 Adsorption equilibrium Adsorption is a dynamic process in which some adsorbate molecules are transferring from the fluid phase onto the solid surface, while others are releasing from the surface back into the fluid. When the rate of these two processes becomes equal, adsorption equilibrium has been established. The equilibrium relationship between a specific adsorbate and adsorbent is usually d e f i e d in terms of an adsorption isotherm, which expresses the amount of adsorbate adsorbed as a function of the gas phase concentration, at a constant temperature.



Five general types of isotherms have been observed, and the shapes of these characteristic isotherms are shown in Fig. 6 [29]. The Type I isotherm represents systems where only monolayer adsorption occurs, while Type I1 indicates the



248 formation of adsorbed multi-layers. A Type I11 isotherm develops in systems where the amount of material adsorbed increases without limit as its relative saturation approaches unity. The Type IV isotherm describes a multi-layer adsorption process where complete filling of the smallest capillaries has occurred, while the Type V isotherm is typical of systems in which condensation of the adsorbate has occurred. Adsorption of the hydrocarbons found in fuel vapor demonstrates a Type I1 equilibrium behavior.



Fig.6. Characteristic isotherm types. Reprinted from [29] with permission, copyright 0 1984 The McGraw Hill Companies



4.1.2 Mass and energy balances Adsorption onto a solid is always accompaniedby a liberation of heat. For physical adsorption, this exothermic heat of adsorption is always greater than the heat of condensation of the adsorbate. Because of this heat generation, when adsorption takes place in a fixed bed with a gas phase flowing through the bed, the adsorption becomes a non-isothermal, nonahabatic, non-equilibrium time and position dependent process. The following set of equations defies the mass and energy balances for this dynamic adsorption system [30,311: Component mass balance i=l,2,...n
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Number of adsorbates in the system



Total enerev balance
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Temperature of gas phase, K Heat capacity of solid phase, J/mol K Heat capacity of gas phase, J/mol K Temperature of solid, K Heat of adsorption of component i, J/mol



Solid phase mass balance
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Overall mass transfer coefficient, g/mz s Surface area per unit volume of adsorbent particle, m2/m3 Solid phase concentrationof adsorbate at equilibriumwith gas phase, mol i I g solid



Solid phase energy balance
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Overall heat transfer coefficient, J/m2 sK



Velocity eauation



The resulting adsorption behavior in an unsteady-state fixed bed adsorber is illustmted in Fig. 7 [32]. As the gas stream enters the carbon bed, which is initially free of adsorbate, the adsorbate is rapidly adsorbed, and the gas is essentially free o f adsorbate as it continues through the carbon bed. As the adsorbent at the inlet



250 of the bed becomes saturated, the adsorption process takes place further along the bed, and thus the adsorption zone moves through the bed until the zone reaches the end of the bed. At this point, breakthrough occurs, and the exit concentration of adsorbate begins to rise.



4.2 Application to evaporative emission vapors Evaporative emissions from vehicle fuel systems have been found to be a complex mixture of aliphatic, olefinic, and aromatic hydrocarbons [20,24,33]. However, the fuel vapor has been shown to consist primarily of five light paraffins with normal boiling points below 50 "C: propane, isobutane, n-butane, isopentane, and npentane [33]. These five hydrocarbons represent the more volatde components of gasoline, and they constitute from 70 to 80 per cent mass of the total fuel vapor [24,33]. 4.2.1 Adsorption of fuel vapors During the process of adsorbing fuel vapors onto a bed of activated carbon, the higher molecular weight components of the vapor mixture tend to build up within the smaller pores in the carbon. While purging (desorption) of the carbon bed is capable of removing a large portion of the adsorbed fuel vapor, these heavier components are not completely removed, and this residual vapor is left in the activated carbon, and is commonly referred to as the "heel" of the carbon bed. Once the heel has been established in the carbon bed, the adsorption of the fuel vapor is characterized by the adsorption of the dominant light hydrocarbons composing the majority of the hydrocarbon stream. Thus it is common in the study of evaporative emission adsorption to assume that the fuel vapor behaves as if it were a single light aliphatic hydrocarbon component. The predominant light hydrocarbon found in evaporative emission streams is n-butane [20,33]. Representative isotherms for the adsorption of n-butane on activated carbon pellets, at two different temperatures, are shown in Fig. 8. The pressure range covered in the Fig. 8, zero to 101 kPa, is representative of the partial pressures encountered in vehicle fuel vapor systems, which operate in the ambient pressure range. The n-butane isotherms shown in Fig. 8, in the concentration range up to about 2 per cent n-butane, can be expressed by the Dubinin-Astakov equation [34]: A4 - W o e ~-(B,,Rnn(-))"] _ ~ [ P P



where



M



=



Mass of n-butane adsorbed, glg carbon
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Adsorbate liquid density, g/ml Universal gas constant, J/mol K Temperature, K Vapor pressure of n-butane at temperature T, Wa Pressure of n-butane, kPa Equation constants determined from isotherm curve fitting



Above a concentration of 2 percent, adhtiond terms must be added to the Dubinin expression, or an empirical expression can be used. Bed behind ads0 OnmrIe
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N-bufane vap~rpresf~re@Pa} Fig. 7. Movement of adsorption zone through fixed bed adsorber. Reprinted from [32], copyright 0 1986 Gulf Publishing Company, with permission



Fig. 8. N-butane adsorption isotherm



4.2.2 Loading and purging of fuel vapors The n-butane isotherms and the mass and energy balance equations can be used to demonstrate the loadmg and purging of a carbon canister (a bed of activated carbon pellets usually housed in a plastic shell) in the range of conditions typically found during vehcle evaporative emission control. The loading and break through curves for an activated carbon canister containing one liter of carbon are shown in Fig. 9. In this example, the one liter canister is designed as a cylinder with a length-todiameter (LD) ratio of five. The vapor feed stream to the canister is a 50/50 mixture of n-butane and air, and the inlet flow rate is set at 40 grams per hour of nbutane. The curves in the Fig.9 show that break through occurs shortly after the 100 minute point in the load. Up to break-through, the activated carbon bed has adsorbed about 65 grams of HC.



252 Fig. 10 shows the curves for the canister weight and the amount of vapor removed for the example canister during a purge event. In this case, the canister is being purged with an air stream flowing at a rate of about 22.6 liters per minute for a total of 15 minutes. The curves show that the n-butane desorption rate is initially quite rapid, and then it levels out at a lower rate.



time (mm) Fig.9. Loading and breakthrough curves



in a one liter canister, 40 ghr N-butane feed rate



Fig. 10. Purging (desorption)curves for the N-butane in a one liter canister



5 Carbon Canister Design As initially discussed in Section 3, carbon canisters are used in the automotive emission control system to temporarily store hydrocarbon vapors. The vapors are later purged into the air charge stream of the air induction system, thus regenerating the carbon canister. Carbon canister design is dependent on the characteristics of the vapors sent to the canister and the amount of purge air available. In the following section, factors that affect the performance of the evaporative emission control system will be discussed.



5.I Efect of carbon characteristics on design 5.1.1 Pore volume distribution The primary carbon characteristic that has influence on the carbon canister design is the pore volume distribution [35]. The plot in Fig. 11 shows the relationship between the relative, or normalized, pore volume in the mesopores (2-50 nm)and the butane working capacity (BWC). The BWC is defined as the amount of butane purged from a saturated activated carbon bed using dry air at 25 "C. It is most often expressed as grams butane purged per 100 ml carbon bed. The relationship was examined by determining the correlation coefficients for the best fit straight line when BWC was plotted against pore volume in defined size ranges for a



253 variety of activated carbons. The highest correlation coefficient was obtained when the BWC was plotted against the pore volume in the mesopores. The data indicate that there is a strong relationship between the pore volume in the mesopores and the BWC. Gasoline working capacity (GWC) also shows a strong relationship with the pore volume in the mesopores. Similar to BWC, GWC is a measure of adsorption capacity in which actual gasoline vapors are used as the adsorbate. The relationship between the BWC and GWC is shown in Fig. 12. The data shows a strong relationship between the BWC and GWC. The relationshp would be expected since both the BWC and GWC have excellent linear correlations with the pore volume in the small mesopores.



relative pora volume in small mesoporw



Fig. 11. Relationship between pore volume and butane working capacity



butaneworkingcapacily, gllOOml Fig. 12. Relationship between butane and gasoline working capacities



Commercially available carbons for automotive applicationshave a range of BWC from 9.0 to 15.0 g/IOOml. Higher working capacities are simply a function of increasing the relative pore volume distribution in the small mesopores. Increasing the working capacity allows a smaller volume and lighter weight carbon canister to be packaged on the vehicle.



5.1.2 Carbon particle size The second carbon characteristic affecting performance of carbon canisters is the carbon particle size. Increasing particle size has the primary effect of lowering restriction through the carbon bed. During refueling on vehicles equipped with ORVR systems the nominal gasoline vapor loading rate to the canister will be 50 gramdminute. At these high loadmg rates, high pressure drops through the canister can cause premature liquid shutoff of the dispensed fuel and unacceptable hydrocarbon emissions.



254 The pressure drop of a one liter canister during an ORVR event was stuhed. Canisters were filled with a pelletized carbon with a mean particle diameter of 2.1 mm and a coal granular carbon with a mean diameter of 1.3 111111. During the canister loading of 50 g r d m i n the canister with the 2.1 mm pellet had a pressure drop that increased from 0.35 to 0.55 kPa (1.4 to 2.2 inches of water). The granular carbon experienced a pressure drop of 0.98 to 1.5 kPa (3.9 to 6.0 inches of water) under the same conditions. Canister working capacity was studied for a 1.27 mm mean diameter granular versus 2.1 mm mean diameter pellet carbons of equal BWC. Under the ORVR loading conditions the granular carbon had a 6-12% higher GWC. However, the high pressure drop of the granular carbon would make it very difficult to use in an ORVR system. Another way to examine the effect of carbon particle size on kinetics is to look at the bleed emissions from a carbon canister [20,35]. Bleed emissions are those emissions that occur prior to break through. They are the result of the diffusion of gasoline vapor components that can develop during extended soak times between purge and adsorption events. The plot in Fig. 13 shows the bleed emissions that were measured after a 24 hour soak. Two canisters were tested, one loaded with a wood granular carbon with a mean particle diameter of 1.27 mm, the second with a wood pellet carbon with a mean particle diameter of 2.10 mm. Both carbon samples had equal BWC of 11.4 g/lOOml. Although both carbons had the same BWC, the larger pellet carbon had lower bleed emissions. These difhsion results are expected in light of Fick’s Law.



Fig. 13. Bleed emissions after 24 hour SO&



Fig. 14. Effect of environmental temperature



255 5.2 Canister design characteristics (capacify vs.Jlow) 5.2.1 Environmental temperature The operating environmental temperature has an effect on the carbon canister performance [20]. Fig. 14 shows a 10% degradation in GWC as the environmental temperature increases hom 25 to 80 "C. The hydrocarbon heel decreases by 55% during the same test. The hot environment helps to purge out the canister, but adsorption is reduced under the same conditions. Ideally the canister would be packaged in an area where it would not pick up heat horn vehicle operation. 5.2.2 Heat of adsorption Heat of adsorption within the activated carbon bed has a negative effect on the GWC. The heat build within the carbon bed increases as the mass of fuel vapors sent to the canister in a given time increase. This has a significant impact on canisters designed to meet the ORVR regulation. Fig. 15 shows the GWC as a function of loalng rate. The data shows a 35% reduction in GWC when going from a loading rate of 1 g/min to the ORVR rate of 50 g/rnin. This reduction in working capacity will tend to cause the volume of activated carbon in ORVR canisters to increase compared with enhanced evaporative emission canisters. 5.2.3 Purge volume During the cold start, hot start, and running loss driving portions of the Federal Test Procedure(FTP) shown in Fig. 1, approximately 200 bed volumes (200 liters or 7 cubic feet per liter of activated carbon) of purge air can be expected prior to the start of the three day diurnal test. During the two day "Short" diurnal test cycle, the purge volume is reduced by appoximately 30% due to exclusion of the running loss emission test. Vehicles that have lugher purge air rates during the prescribed dnving cycles will have higher canister working capacities. The working capacity of a carbon canister can be increased if the purge air volume is increased [20,36]. Fig. 16 shows the effect of purge volume on GWC for a 11.4 glml granular activated carbon.



5.2.4 Canister geometry The three day diurnal and ORVR test procedures will require significant refinements in canister designs to meet the new test standards. New canister designs will incorporate long lffusion paths and multiple carbon beds to adsorb fuel vapors during the diurnal events without break through. Observation of the GWC indicate that the workmg capacity of activated carbon increases with increasing L/D ratios [36].In general, the working capacity of activated carbon reaches its maximum with canister L/D ratios between 3.0 and 6.0.
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Fig. 16. Effect of purge volume on gasoline working capacity



Hydrocarbon vapor migration within the carbon canister is a significant facto] during the real time diurnal test procedure. The phenomenon occurs after the canister has been partially charged with fuel vapors. Initially the hydrocarbons will reside primarily in the activated carbon that is closest to the fuel vapor source. Over time, the hydrocarbons d l diffuse to areas in the carbon bed with lower HC concentxation. Premature break through caused by vapor migration for twc Werent canisters is shown in Fig. 17. The canister with the LID ratio of 5.0 shows substantially lower bleed emissions than the canistcr with an LID ratio of 3.0. 5.2.5 Canister orientation During low fuel vapor flow rates gravity can have some measurable effect on loading and distribution. The fuel vapors will tend to be pulled toward the ground, and this may affect canister performance. At hgher flow rates the effects of gravity are difficult to measure due to overwhelming flow effects. Orientation effects on canister bleed emissions are shown in Fig. 18. The data indicates that canisters with the atmospheric vent located on the bottom tend to lose vapors at a higher rate then if the vent is located at the top of the canister.
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Fig. 17. Vapor migration: effect of
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Fig. 18. Vapor migration: effect of canister orientation



257 5 3 Egect of other parameters



There are many other factors that can affect the performance and on-vehicle reliability of activated carbon canisters. The following items shown in Table 6 represent some of the more important factors that must be taken into consideration when designing an evaporative emission canister. Table 6. Other uarameterdouerating:conditions affecting canister uerfonnance and design Recirculating Fuel System Non-Recirculating Fuel System Single vs. Multiple Carbon Beds Gasoline vs. Alcohol-based Fuels Liquid Fuel Ingestion into Carbon Bed Water Ingestion into Carbon Bed Dispensed Fuel Temperature Disuensed Fuel Rate



6 Application of Canisters in Running Loss Emission Control The use of activated carbon canisters in the control of running loss evaporative emissions will be presented through the use of an example vehicle application. In this example, the vehicle to be studied is a representative standard size sedan equipped with a 3.0 liter, V6 engine and a 72 liter (18 gallon) fuel tank. The vehicle is assumed to have an evaporative emission control system similar to the one presented in Section 3. The performance of the evaporative emission control system on this example vehicle will be studied as the vehicle goes through a cycle similar to the three-day diurnal evaporative test procedure presented in Fig. 1. The three-day diumal test is characterized by a fuel tank initially filled to 40% of liquid capacity, an activated carbon canister loaded to the saturation point with butane, an initial drive sequence involving both cold and hot engine starting, an urban and highway running loss drive cycle, a one hour hot soak, a vehicle soak to ambient temperatures, and three consecutive thermal cycles each simulating a 24 hour time period. The fuel vapor temperature and flow rate generated during the test sequence as a function of time during the drive cycle are shown in Fig. 19. Also presented is the mass fraction of the vapor stream leaving the tank that consists of fuel vapors, with the remaining ITaction consisting of air also exiting the fuel tank through the vapor valves. The curves thus describe the feed stream which the carbon c a s t e r system must process within the required emission levels. Fig. 19(a) defines the fuel vapor stream from the start of the sequence, through the cold and hot engine starts, a



25 8 vehicle soak time, and the run loss portion of the test. The generation of fuel vapors during the drive cycle is demonstrated by the rising temperatures and increasing flow rate during these parts of the test. Fig. 19@) defines the fuel vapor stream through the vehicle soak following the run loss portion, and continuing into the three diurnal cycles. The continuing generation of fuel vapor is clearly shown during the drurnal temperature swings, even though this is an engine-off test sequence. foe1vapor tempratwe
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Fig. 19. Example temperatures, fuel vapor flow rates, and mass fiations during a three-day diurnal test sequence



The complete set of curves in Fig. 19 show that the adsorption performance of the activated carbon canister is a continuous requirement, and not an occasional need



259 of the fuel vapor system. The following sections describe the interaction of several vehicle operation parameters with the design requirements of the carbon canister system.



6.I Canister volume requirements A key parameter in the design of the fuel vapor control system is the volume of activated carbon required to meet the emission standards for the various regulatory tests. In the case of the three-day diurnal test sequence, the emission limits are 0.05 grams of HC per mile during the run loss portion of the test (maximum emission 0.85 grams), and a maximum release of 2.0 grams for the sum of the hot soak period and any one of the three 24-hour periods making up the diurnal test sequence. The performance of the fuel vapor system for the example vehicle three-day test is shown in Fig. 20. This example compares the use of a one liter and a two liter carbon canister volume. In this comparison the amount of purge air used by the vehicle was kept at d e same level of 320 liters (1 1.3 cubic feet) for both carbon canister volumes studied. The mass of adsorbed hydrocarbons on the one liter and two liter carbon beds show that each canister volume undergoes purge cycles during the early portions of the test. It also shows that the increase in adsorbed mass on the carbon bed during the run loss was greater for the one liter canister. In fact, this increase in HC adsorption was high enough to force a release of HC from the one liter canister during the run loss portion of the test, as shown in the plot of HC released from the carbon bed. The amount of this release, 2.0 grams, is well above the allowed 0.85 gram level. Also, the additional HC adsorbed during the run loss on the one liter canister loaded the carbon bed to the point where the HC loading at the end of the one liter canister nearest to the atmospheric vent is sufficient enough to allow additional release of HC during the three diurnal cycles of the test sequence. On the third diurnal day, the emission level was very close to the allowed level (1.95 grams vs. 2.0 grams). The two liter carbon canister does not e&bit the HC release during the run loss portion of the test, nor does it release more t h n the allowable level of HC during the three day diurnals. Thus, for the given vehicle configuration and the level of purge volume obtained by the vehicle, it is clear that a two liter carbon canister is required for this vehicle to pass the EPA certificationrequirement. This conclusion has an effect on the cost of the evaporative control system, in that the additional activated carbon volume and canister size will have an added cost, as will any additional hardware required to mount the larger canister on the vehicle.
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Fig. 20. Effect of canister volume on three-day test sequence



6.2 Purge volume efects The comparison made in Section 6.1 demonstrates the important effect the amount of purge has on the performance of the carbon canister in terms of limiting the amount of HC release. This effect is also shown in the data presented in Fig. 21. In t h ~ example, s the vehicle has been subjected to the same test cycle sequence as before, but in this case two different levels of purging are examined. Also, a two liter canister is used on the vehicle for the testing at both purge levels, in order to see the effect of purge level on a single canister volume. The two purge levels used in this example are 150 BV (300 liters), and a hgher level of 200 BV (400 liters). As shown in Fig. 21, the higher purge volume eliminates the increase in the amount of HC adsorbed during the run loss portion of the test, and, as a result, allows the overall loading of the carbon bed to be significantly lowered before the start of the diurnal sequence. This effect is critical, as is shown in the amount of HC released during the test cycle. At the 150 BV purge level, the HC release on Day 3, 2.12 grams, is above the allowable 2.0 gram level, while there are no HC emissions from the 200 BV purge run that are above



261



-



the allowable levels. Thus, the higher purge volume allows the vehicle to perform as required with the two liter canister, and no additional carbon canister volume is needed to meet acceptable HC emission levels.
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21. Effect of purge volume on three-day test sequence



6.3 Return vs. return-less⪙ systems



A key parameter in the generation of fuel vapor is the temperature level reached in the fuel tank during vehicle operation. As the temperature approaches the top of the fuel distillation m e , a sizable increase in vapor generation will occur, which severely impacts the amount of HC vapor that the carbon canister system must handle. Limiting the temperature increase in the fuel tank is an important parameter affecting the ability of the evaporative emission system to maintam allowable emission levels. One method being studied to help in the limiting of fuel tank temperatures is the use of a returnless fuel system. As presented in Section 3.1, the return-less fuel



262 system eliminates the return of the high temperature fuel from the engine to the fuel tank, which reduces the overall fuel temperature in the tank. The effect of this temperature reduction will be examined, again with the example vehicle and test sequence. The example vehicle has been run through the test sequence using a two liter carbon canister and a 150 BV purge level. Fig. 22 presents the results for both a return and return-less fuel system used in the vehicle. As shown, the fuel vapor temperature and the amount of fuel vapor generated are both lower for the returnless system. This reduces the amount of HC adsorption required in the carbon canister, and it also reduces the amount of HC emissions in the test sequence. The return fuel system used with the stated purge volume and canister size emits an unacceptable level of HC during one of the diurnal sequences (2.12 grams), while the return-less system emission values are well below the acceptable level.
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Fig. 22. Effect of fuel return vs. Returnless on three-day test sequence



263 7 Application of Canisters in ORVR Control Tests of numerous fuel tanks under EPA refueling test conditions, as outlined in Fig. 1, indicate that most of the fuel vapor generation rates during the refueling event are in a range of 1.25 to 2.0 grams per liter (5 to 8 grams per gallon) of fuel dispensed [28,37,38]. Fig. 23 shows the rate of fuel vapor generation during refueling as a function of fuel dispensing rate and temperature for the fuel t a d from the example vehicle presented in Section 6. It should be noted that systems with different fuel filler pipe and fuel tank geometries may show different effects over the dispensing rate range. 7.1 Loading of OR VRfuel vapors



The values shown in Fig. 23 inlcate that the ORVR fuel vapor flow rate, based on vapor generation rate and fuel hspensing rate, can vary from 20 g/min to above 50 g/lmin at high temperature and flow conditions. To compare the HC adsorption at these rates to the low 40 g/hr flow rate shown in Fig. 9, the 50 g/min n-butane load of the one liter canister is presented in Fig. 24. Comparison of the curves in the two Figs. shows the large difference in time till break through for the two inlet flow rates (100 minutes vs. 1.Qminutes). It is also interesting to note the difference in the amount of HC adsorbed by the one liter of activated carbon at the point of break through (71 grams vs. 48 grams). ‘ I hresult, a 32% adsorption capacity reduction, agrees with the effect of HC loading rate that was discussed in Section 5.2.2.
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264 7.2 OR VR applications



As shown in previously in Fig. 1, the EPA refueling test has the same initial steps as the three day diurnal test, including a 40% initial fuel tank fill, a saturated carbon canister, an initial cold and hot engine drive sequence, and a running loss dnve cycle. At this point in the refueling test, the fuel tank is drained and refilled to 10% of its capacity. Following a vehicle soak to stabilize the fuel system temperature, the actual refueling of the vehicle is performed. The test requires that at least 85% of the tank capacity be dispensed during the test, within a flow rate range of 16 Vmin to 40 Urnin (4 gallons per minute to 10 gallons per minute). As stated in Section 1.3, it is required that not more than 0.05 grams of hydrocarbons per liter of dispensed fuel (0.2 grams per gallon) be released from the vehicle during the refueling. Using a fie1 vapor generation rate of 1.25 grams per liter of dispensed fuel (5.0 grams per gallon), an ORVR test of the example vehicle presented in Section 6 can be performed. The amount of fuel dispensed for this vehicle will be 60 liters (15 gallons),and the limit for HC release becomes 3.0 grams. In this test, the vehicle has been subjected to the steps in the test procedure preceding the refueling event using a 200 BV purge. Thus, at the end of the vehicle soak, the canister has an HC loading of 53 grams, which then becomes the condition of the canister at the start of the refueling. The resulting canister loading and breakthrough curves for the ORVR test performed at 16 Vmin and 40 Ymin is shown in Fig. 25. Both refueling tests show that the two liter carbon canister gained about 73 grams, and released about 1.4 grams of HC, which is well below the allowable level of 3.O grams.



Fig. 25. Hydrocarbon adsorption and release as a function of ORVR fill rate



The effect of the vapor generation rate during ORVR testing is demonstrated in Fig. 26, where the effect of an increase in vapor generation rate from 1.25 g/1 to 1.375 gA(5.0 to 5.5 grams per gallon) is presented. The amount of HC adsorbed in the



265 canister is about the same for the two cases, but the additional vapor generated at the higher rate caused an HC release of almost 8 grams which is well above the allowed 3.0 gram value. This result shows the importance of fuel vapor generation rate on the design of an emission control system.
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Fig. 26. Hydrocarbon adsorption and release as a function of ORVR vapor generation rate



8 Summary and Conclusions



The role of activated carbon in the control of automotive evaporative emissions is summarized below: Automotive evaporative emissions have been identified as a source of HC compounds that can contribute to smog pollution. Both the EPA and CARE! have established regulations which define the levels of evaporative emissions that can be tolerated. These agencies have developed specific test procedures which must be used to verify compliance with the established limits. The current requirements have led to the development of pellet shaped activated carbon products specifically for automotive applications. These pellets are typically generated as chemically activated, wood-based carbons. The adsorption of hydrocarbons by activated carbon is characterized by the development of adsorption isotherms, adsorption mass and energy balances, and dynamic adsorption zone flow through a fixed bed. The design of activated carbon canisters for evaporative emission control is



266 affected by characteristicsof the carbon itself, by physicaYgeometrica1 design options, and by the final working environment of the canister. A vehicle fuel vapor control system must be designed to meet both driving and refueling emission level requirements. Due to the nature of hydrocarbon adsorption, this emission control is a continuous operation.



The key sources of evaporative emissions during drive cycles are running loss emissions, hot soak emissions, and diurnal emissions. Design concerns for drive cycle emission control include canister volume requirements, purge volume effects, and the use of return vs. returnless fuel systems. The rate of vapor generation during refueling is a major parameter affecting the design of carbon canisters to meet ORVR requirements. The reduced adsorption capacity at ORVR vapor generation rates requires increased efficiency in the canister design, in order to limit the effect on cost and performance of the evaporative control system.
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CHAPTER 9
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1 Introduction. 1.I Natural Gas Vehicles. With air quality issues gaining prominence around the world, the use of natural gas as a vehicular fuel has become a more attractive alternative to gasoline and diesel fuels because of its inherent clean burning charactenstics. Natural gas vehicles (NGVs) have the potential to lower polluting emissions, especially an urban areas, where air quality has become a major public health concern. The most important environmental benefit of using natural gas is lower ozone levels in urban areas because of lower reactive hydrocarbon emissions. NGVs also have lower emission levels of oxides of nitrogen and sulfur, known to cause "acid rain". Estimates of the greenhouse impact by NGVs vary widely, but it is generally agreed that the global warming potential of an NGV will be less than that of a liquid hydrocarbon-fuelled vehicle [ 11. In the United States, in particular, recent legislation has mandated sweeping improvements to urban air quality by h i t i n g mobile source emissions and by promoting cleaner fuels. The new laws require commercial and government fleets to purchase a substantial number of vehicles powered by an alternative fuel, such as natural gas, propane, electricity, methanol or ethanol. However, natural gas is usually preferred because of its lower cost and lower emissions compared with the other available alternative gas or liquid fuels. Even when Compared with electricity, it has been shown that the full fuel cycle emissions, including those from production, conversion, and transportation of the fuel, are lower for an NGV [2]. Natural gas vehicles offer other advantages as well. Where natural gas is abundantly available as a domestic resource, increased use



270 of NGVs would limit dependence on foreign produced oil and petroleum products. The environmental and energy security advantages offered by natural gas vehicles are important, but NGVs must be competitive on an economic basis in order to be successful in the market. Currently, the commodity and distribution costs for natural gas are lower than those of gasoline and diesel. The natural gas industry is able to take advantage of its substantial investment in a gas pipeline and distribution network put in service for other markets. As a result, an NGV refueling station can be installed at almost any location where natural gas service is available, with the incremental investment for the NGV fuel distribution network being only the station equipment. However, compared with gasoline and diesel vehicles, NGVs are currently at a disadvantage because of high vehicle costs. Gasoline and diesel vehicles benefit from decades of optimization and high volume manufacturing. At the moment NGVs are simply gasoline vehicles converted to operate on natural gas. As a result, the fuel storage system geometry and placement are not optimized for natural gas. A significant problem arises because natural gas at normal temperature and pressures has a low energy density relative to solids or liquids, making it difficult to store adequate amounts on a vehicle. Despite this, NGVs can compete with conventional vehicle types because of the lower fuel cost, especially in high fuel use markets. Because of the perceived advantages of NGVs the development of improved, lower cost, natural gas fueling and storage systems has been ongoing for several years. The history of natural gas vehicles dates back to the 1930s when Italy launched an NGV program. Today, Italy has over 290,000 operating NGVs. The continued popularity of NGVs in Italy is mainly due to the price of natural gas, which is less than one t h d that of gasoline. More than 340,000 vehicles operate on natural gas in Argentina, the largest number of any country, even though NGVs were introduced as recently as 1984. Countries of the former Soviet Union operate more than 200,000 NGVs and other notable programs exist in New Zealand, Canada and the United States, each of which has tens of thousands of NGVs operating on their roads [3]. When NGV programs are initially launched, a refueling infrastructure usually does not exist to support these vehicles. To accommodate this limitation, most NGVs have been bifuel vehicles. The vehicle is operated primarily on natural gas and then switched over to gasoline after the natural gas is depleted. With this scenario, the vehicle operator does not have to be concerned with locating a natural gas refueling station immediately when the level of natural gas stored on board gets low. The drawbacks of the bifuel NGV include reduced cargo volume on the vehicle, since two fuel storage systems are onboard, and lower performance of the vehicle, since its engine is optimized for gasoline. A new



27 1 bifuel concept that has emerged is to optimize the vehicle to m on natural gas, but provide a "limp home" capability on gasoline with a small pony tank. T h s approach is in response to market fears of running out of fuel if the vehicle is a dedicated, or single fuel, natural gas vehcle. The factory-produced, dedicated NGV is the ultimate goal of the NGV industry because it will reduce the incremental cost of the vehicle, the fuel system will be better integrated into the vehicle, and the vehicle performance can be optimized for natural gas. A dedicated NGV's emissions, power, and driveability can be superior to a comparable gasoline vehicle. There is however, a reluctance by some automobile manufacturers to produce dedicated NGVs until the refueling infrasfxucture is more fully developed.



1.2 Energy Aspects of NGVs. Although natural gas, which is mostly methane, has a higher hydrogen to carbon ratio than other fuels and consequently a greater energy per unit mass, it cannot be stored to the same density as these fuels. Even when liquefied at its normal boiling point of -161 OC, the energy density (defined as the heat of combustion per unit volume) is only 23 MJ per liter, considerably lower than that of diesel or gasoline with approximately 37 and 32 MJ per liter respectively. Compressed natural gas (CNG) at 20 MPa (200 bar) and ambient temperature (25°C) has an energy density of < 10 MJ per liter. In these condhons, about 230 unit volumes of natural gas at 0.1 MPa (1 bar) are compressed to one unit volume of storage container, often designated as 230 V N (an ideal gas would be 200 V/V). For the same driving range a CNG vehicle using these pressures, requires a storage vessel at least three times the volume of a gasoline tank. With limited space on board a vehicle, this can present some challenges. The use of even higher pressures for greater energy density has been suggested. It should also be noted that at these pressures, a cylindncal conformation for the vessel is required. The use of adsorbent materials, such as active carbons, porous silicas and porous polymers, in a storage vessel for storing natural gas at lower pressures, known as adsorbed natural gas, ANG, is another alternative attempting to make NGVs more cost effective when competing with other vehicle types. In A N 6 technology, natural gas is stored at relatively low pressures, 3.5 to 4.0 MPa (35 to 40 bar) through the use of an adsorbent. Much work has been directed towards the adsorbent, however, for ANG to be successful for vehicular use in contrast to high pressure (20+ MPa) CNG, a complete storage system must be considered. This storage system must address every aspect, both the advantages and disadvantages, of adsorption. This chapter attempts to review the characteristic properties of the adsorbent which are best suited to methane storage at temperatures substantially above its critical temperature (191 K) as well as the fuel, natural gas, with its other non-methane constituents which



272 affect adsorption storage. Additionally consideration is given to the storage vessel design so that the heat effects which occur during filling and discharge can be minimized and also to the shape of the vessel so that it best utilizes the space available on board the vehicle. Collectively these factors contribute to the overall performance of an ANG storage system.



Flat Storage Tank Fig. 1. A basic layout for a vehicular ANG storage system.



A simplified diagram of an ANG storage system is shown in Fig. 1. On filling the natural gas is passed through a small carbon bed which is necessary to remove by adsorption the small amounts of the C, + hydrocarbons present in the natural gas before it enters the main storage vessel. If this is not done then a reduction in overall capacity results on repeated fill-empty usage. While discharging the gas from the storage vessel it is passed back through the protective guard bed. The bed is heated to aid desorption of these higher hydrocarbons back into the gas stream which is fuelling the engine. The generalized statement can be made that the energy density in a vessel filled with adsorbent will be greater than that of the same vessel without adsorbent when filled to the same pressure. The extent to which the above is true depends on many factors and considerations which are discussed more fully later. Compression of CNG to 20 MPa requires four stage compression. Provision of such facilities is costly, and it is an energy consuming process. There is also a substantial heat of compression which results in a temperature rise of the compressed gas. This means that in practice less than 230 V N are stored when a CNG vessel is filled to 20 MPa unless the filling process is carried out isothermally. For simplicity and reduced cost, an adsorption storage system using single stage compression is attractive, which puts a practical upper limit to the adsorption



273 pressure of about 5 MPa. This is not a serious constraint fiom consideration of the adsorption process, since at 5 MPa many adsorbents have reached their isotherm plateau, although a few still exhibit some increase in uptake beyond this pressure. Therefore, to be equivalent to a CNG system at 20 MPa, it is necessary to store as ANG the same amount of natural gas but at one quarter or less of this pressure. For some years now a benchmark pressure of 3.5 MPa has been somewhat arbitrarily adopted for the comparison of different adsorbents. This pressure is only one sixth that in use for CNG vehicles in many countries. Although the requirements for a NGV storage system are demanding, more than a million CNG vehcles and about one thousand LNG trucks or buses are in use worldwide, only a handful are known to operate on ANG. The Atlanta Gas Light Adsorbent Research Group, (AGLARG), a consortium of oil and gas utility companies and Sutcliffe Speakman, a carbon manufacturer, has been at the forefront of advancing ANG technology for vehicles, by developing adsorbents of high storage performance for natural gas, coupled with the design of novel tank containers for better integration into the vehicle. Additionally, as discussed in section 5 of this chapter, they have developed guard beds for the protection of the storage carbon. Also, there are some opportunities for ANG which are less stringent. Examples of possible use may be in small limited range vehcles such as delivery trucks, golf carts, fork lift trucks and garden tractors or lawnmowers. No natural gas storage system will come close in energy density to diesel or gasoline, but, with the emission concerns raised earlier, it can contribute to improved air quality. Moreover, for some parts of the world it can provide a useful domestic vehicular fuel. 1.3 Natural Gas as a Fuel.



The characteristics of natural gas make it an ideal fuel for spark-ignition engines. Methane, the principal component of natural gas, is a clean burning fuel because of its hgher hydrogen to carbon ratio than other hydrocarbon fuels. Natural gas also has a higher research octane number, (RON), around 130, compared to 87 for regular unleaded gasoline, which allows the use of higher compression ratio engines, with better performance and fuel efficiency. The combustion of natural gas results in less ash and particulate matter in the engine cylinders, compared with petroleum based liquid fuels. Over time, the ash and particulate contaminate the lubricating oil causing abrasion and wear and also foul the spark plugs. Therefore, from a maintenance perspective, natural gas engines require fewer oil and spark plug changes. With dedicated vehicles, the engine can be optimized for the attributes of natural gas. In bifuel, or converted NGVs, the engine is usually not modified significantly from its original gasoline configuration. For a bifuel NGV, a fuel pressure regulator, an airifuel mixer, and an electronic engine controller must be



added to the velncle in conjunction with the CNG or ANG storage cylinders. The state-of-the-art NGV conversion kit now contains a fully electronic, closedloop engine controller that provides much improved performance over the open loop mechanical systems of the past. The air/fuel mixer is mounted on the intake manifold to deliver a mixture of air and natural gas to the engine‘s cylinders, much like the gasoline carburetor. However, most factory produced, dedicated NGVs will use fuel injection, either single point (throttle body) or multiple point (at each engine cylinder), for more precise fuel control and to obtain better economy, performance and lower emissions.



2 Storage of Natural Gas. 2.1 Methods of Natural Gas Storage Historically, there have been two options for storing natural gas on a vehicle: as compressed gas or in a liquefied state. As stated in the previous section, the energy density of CNG as a fuel is less than that of gasoline. Hence vehicles helled by CNG exhibit a reduced driving range, unless a higher percentage of the volume within a vehicle is used for fuel storage. Liquefied natural gas (LNG) vehcles have a higher energy density, but handling of this cryogenic liquid (-162°C) poses some safety concerns. LNG can also present an operational problem if the vehcle is not operated frequently. The liquid slowly vaporizes, pressurizing the storage vessel which must then be vented to the atmosphere if the vehicle does not use enough fuel to keep this “boil-off‘ in check. The storage cylinders for CNG and the super-insulated LNG tank add significantly to the incremental cost of a NGV, and therefore current NGVs have a cost premium of several thousand dollars over their gasolme or &esel counterparts. Several alternative methods have been considered in order to increase the energy density of natural gas and facilitate its use as a road vehicle fuel. It can be dissolved in organic solvents, contained in a molecular cage (clathrate), and it may be adsorbed in a porous medium. The use of solvents has been tested experimentally but there has been little improvement so far over the methane density obtained by simple compression. Clathrates of methane and water, (methane hydrates) have been widely investigated but seem to offer little advantage over ANG [4]. Theoretical comparison of these storage techniques has been made by Dignam [5]. In practical terms, ANG has shown the most promise so far of these three alternatives to CNG and LNG. For many classes of vehicles, the use of CNG storage is a compromise between volume of gas required to provide an acceptable range dictated by the internal



275 volume of the storage cylinder, the amount of space available within the vehicle for the cylinder installation, (the external cylinder envelope), and the weight of the storage system. Thus for large vehicles such as transit buses and heavy duty trucks, the emphasis is on reducing the weight of the storage system, while on passenger vehicles, although weight is still important, another concern is the intrusion of the cylindrical storage system on the passenger and load space of the vehicle. On-board storage at much lower pressures through the use of adsorbents would bring about important benefits by allowing the use of lighter tanks that could be made to conform to otherwise unused spaces within a road-going vehicle. The realization of this advantage, and those discussed above, depends on a detailed understanding of the ANG adsorbent properties and behavior. 2.2 On-board Storage Comparisons



The relative volume and mass for the different fuel systems, normalized to that of diesel, is shown in Fig. 2 and illustrates the disadvantages of most of the alternative fuels compared to gasoline and diesel, in terms of storage density. - ----_ /------
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Fig. 2. Relative volume and mass of different fuel systems normalized to diesel fuel in terms of storage density.



For natural gas, LNG begins to approach the energy density of the conventional liquid fuels and provides a goal for other natural gas storage methods. In contrast, CNG and ANG require substantially greater storage volume compared to diesel and gasoline. Additionally, there is a weight penalty due to the containers. For CNG the weighvliter capacity of current steel tanks is 0.9-1.2 kg/liter but 0.4 kglliter can be achieved using composite tanks. Although ANG tanks may be lighter than steel CNG cylinders, this advantage is offset by the



276 weight of the adsorbent. The relative volumes used in Fig. 2 for both LNG and CNG are based on internal vessel volume and not the effective external volume, the use of which would lower the energy density. 2.3 ANG Storage for Vehicles Early trials of vehicle applications of ANG showed that useful on-board storage volumes could be achieved at 3.5 MPa, but the carbons used tended to be highly activated ones in a granular form, having large surface area but with a consequent low packing density, leading to high void volume in the tank [ 6 ] . It was recognized that the use of monolithic carbons would lead to improvements in the performance of ANG storage systems. Developments by AGLARG, discussed later in this chapter, using carbon monoliths that can be shaped to completely fill a vessel, coupled with the use of space saving flat tanks, means that ANG storage can be used on vehicles much more effectively than before ~71. 25
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Fig. 3. Tank pressure, gas flow and adsorbent bed temperature of the ANG storage system on the Vauxhall Cavalier at 100 kmih.



AGLARG members have operated several ANG vehicles. For example, a Chevrolet pick-up truck, operated by Atlanta Gas Light Co. used a pelletized form of the Anderson AX-21 carbon. Another vehicle, a Vauxhall Cavalier estate car (station wagon), operated by British Gas, used a high performance coconut shell granular carbon developed by Sutcliffe Speakman. In this vehicle, the carbon was stored as granules in a composite tank supplied by HM International. These vehicles were fully instrumented, allowing gas flow and temperature measurement during on the road performance. Fig. 3 shows how the tank pressure, gas flow and carbon bed temperature of the fuel system varied during a particular run at 60 m.p.h. (100 km/h). Since desorption is an



277 endothermic process, heat must be supplied from some external source if the adsorbent is to remain at ambient temperature. A reduction in temperature would result in more gas being retained by the adsorbent and so less is available as fuel for the vehicle. In this relatively large and well insulated container, the temperature decreased steadily as the trial proceeded, until after 35 miles (56 km), the temperature had fallen to -5OC and the tank pressure to 0.64 MPa, (6.4 bar). The gas flow rate under these conditions was insufficient to maintain the road speed and the test was stopped. When the tank returned to ambient temperature the pressure rose to 1.45 MPa, (14.5 bar). Comparisons with the isotherm for the carbon used, suggests that only about half the gas stored on the carbon had been consumed and that the potential range had not been approached because of the fall in adsorbent temperature. The vehicle was subsequently modified to test a developmental batch of active carbon in the form of briquettes. The complete storage system was removed and replaced by an array of 18 cm diameter stainless steel cylinders, in which the briquettes in the form of 16 cm diameter disks were loaded. The briquettes were not a matched fit within the cylinders because stainless steel tube of the correct diameter was unavailable. This resulted in an annular space between the briquettes and the cylinder wall. Three of the filled cylinders were positioned in a cradle on the vehicle floor, and two other cylmders were mounted directly beneath the cradle under the vehcle floor. In this configuration the performance of the vehicle improved, although there was still a marked decrease in temperature during operation. The annular gap around the carbon briquettes was not ideal for promoting heat transfer. Nevertheless, the tests showed that improvements were possible by using immobilized, rather than granular carbon, [8]. These results reinforce the fact that the behavior of an ANG storage tank is governed by heat and mass transfer effects in the adsorbent. The heat of adsorption of methane on carbon, ca. 16 Jdlmole, is also sufficient to cause considerable temperature variations during filling. The effect on ANG is a reduction in potential storage as the temperature increases during filling. The extent of temperature rise is dependent on the adsorption capacity of the carbon, the heat transfer of the system to the surroundings, and on the filling time. There is also a temperature increase during filling of CNG storage systems that reduces the amount of gas dispensed to the storage cylinder, but this is less significant than for ANG. 2.4 ANG Storage Vessels



The characteristics of ANG storage described above suggest a new approach to the design of adsorbent and tanks, including:



278 monolithic adsorbents occupying all the available volume of the tank with minimum void volume and with improved thermal conductivity to maximize adsorption capacity careful packing of the carbon within the tank to encourage heat transfer tanks with a high surface to volume ratio for better heat exchange with the surroundings development of shaped vessels which can be "conformable" with the vehicle shape and designed to maximize storage volume and reduce the spatial intrusion within a vehicle. To meet these requirements, radically new types of fuel containers are needed to exploit fully the unique features of ANG storage, and maximize the on-board storage capability. Thus the use of immobilized carbons, in the form of briquettes which are shaped to match the geometry of the tank, is an important element, since this minimizes void volume within the container. In addition, this can help to reduce thermal grahents throughout the tank, since the thermal conductivity of immobilized carbons has been measured to be around 65% greater than that of corresponding loose particles, thus increasing the heat transfer. The much lower operating pressure of ANG compared to CNG permits non-cylindrical tank designs that can meet the above requirements and are able to be better integrated within vehicle structures, minimizing the impact on the vehicle and improving weight distribution. With CNG storage, cylindrical or spherical geometry vessels are almost mandatory, due to the very high pressures and the resulting hoop stresses generated within the vessel. However, spheres and cylinders are not amenable to efficient packaging within a modem vehicle and there is wasted space around the spherical or cyhdrical vessel, (the parasitic volume), when it is fitted to a vehicle. Thus a nearly thirty percent increase in storage volume could be realized by having a rectangular rather than a circular cross section. In principle, the lower pressures used in ANG can lead to lighter, thinner walled tanks. However, in ANG the weight of the adsorbent increases the weight of the storage system. A number of conceptual containers have been investigated, including completely flat section tanks. However to date, most effort has been directed at obtaining multi-cellular aluminium alloy tanks which are essentially rectangular but have cells with curved external walls to minimize stresses at these points. This is illustrated in Fig. 4 [9]. These tanks are manufactured by a single step extrusion process to form a multi-cell body, followed by carefid welding of individual end caps to seal the tank.
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(Assembly)



Fig. 4. Schematic of aluminum alloy extruded storage vessel developed by AGLARG specifically for ANG applications.



2.5 Safety Safety is essential for all pressure vessels, but ideally NGV containers should also be lightweight and inexpensive, with the highest possible capacity for a specified external envelope. In a given application, some degree of compromise is unavoidable between these conflicting requirements. The prevalence of CNG storage can be attributed to the established use of high pressure steel cylinders for transporting industrial gases, for which there are long established safety standards for construction and use. However, when using pressure vessels as fuel tanks for vehicles, new safety issues arise that have to be carefully considered. Although steel cylinders are the most widely used for CNG vehicle applications, today there is a broad range of cylinder types available, with increasing interest in lightweight composite cylinders. NGV cylinders are characterized by three ratios, weighdcapacity, capacity/external volume and costlcapacity [IO]. At one extreme, steel cylinders are relatively inexpensive and reasonably space efficient but heavy, whilst at the other extreme, carbon fiber composite cylinders are relatively light but very expensive and bulky. The cost of fully wrapped carbon fiber cylinders is three to four times the cost of a steel cylinder having the same capacity. A major issue with NGV cylinders has been the lack of a world-wide standard for their manufacture, inspection and testing. Some national standards, such as the New Zealand standard NZS 5454 and the US ANSIlAGAlNGV2 standards have been adopted by other countries. Currently, IS0 are working to produce an internationally accepted standard for NGV cylinders.



There are currently no standards or regulations governing ANG containers. The existing regulations for CNG cylinders are not appropriate, particularly if noncylindrical designs are being considered. Thus the use of ANG tanks requires a comprehensive design and evaluation program to ensure safety. Applying standard pressure vessel codes, such as ASME VIII, invariably leads to a heavy and unnecessarily bulky container. However, in the absence of specific codes, ANG tanks that are to be used on public roads must be designed as closely as possible to an existing pressure vessel standard. The design must be checked by finite element analysis, and the design validated by carrying out a program of pressure testing on sample tanks to establish burst safety factors and the fatigue life. This approach allows the design engineer to assess the fitness-for-purpose of the tank. However, it may not be possible to obtain full cerb%ication since some aspect of the tank design may fall outside the ASME VIII Code. The aluminum multi-cell tank shown in Fig. 4 was designed to a British Standards Institute (BSI) Code for stationary pressure vessels, BS 5500 to ensure the materials specifications, design calculations, stress levels, welding and inspection requirements embodied in the code were incorporated into the design. Moreover, finite element analysis was used extensively. The single stage continuous extrusion method used to manufacture the tank body is not explicitly covered in BS5500 because the extrusion die requires the aluminium to separate and recombine as it flows through the die, forming invisible ”seam welds” along the tank body. Nevertheless, careful manufacturing and quality control testing yielded extrusions with very high material strength. Following the development of this type of tank, an addendum to the BSI Code, which allowed this type of extrusion only if the contracting parties agreed on the quality and integrity of the extrusion, was issued.



3 Adsorbents. 3.1 Pefonnance Requirements



One study suggested that a viable ANG system would have to store “12 lb. of natural gas per cubic foot of storage” (192 kg/m3), equivalent to about 270 V N [ 111. However, this capacity could not be reached with any adsorbent available at that time. The concept of ANG has continued to be attractive and several studies of adsorbents were carried out in the 1980s, see for example [12-161. In the early 1990s, the US Department of Energy (USDOE) set a target figure of 150 V N deliverable for an operational ANG vehicle system working at a pressure of 3.5 MPa (35 Bar) and 25°C [17]. This value was considered demanding, but realistic and achievable. Values in excess of 200 ViV have been claimed for laboratory scale samples, but these have not been independently validated. Sometimes storage or delivered quantities have been



2s 1 estimated by extrapolation of experimental values. It is important to distinguish clearly between an experimentally obtained value and a calculated one which assumes a parameter, such as a packed density, to obtain a stored or delivered value. These calculated quantities may not be practically achievable but have some merit in guiding researchers towards a possible goal.



3.2 Principles ofANG Development Enhancement of gas storage capacity through adsorption occurs when the overall storage density is increased above that of the normal gas density at a given pressure. The adsorbed phase has a greater density than the gas phase in equilibrium with it. However, enhancement in a storage system of fixed volume can only happen if a greater amount of gas is adsorbed compared to the volume of gas dmplaced by the adsorbent volume. Adsorption of supercritical gases takes place predominantly in pores which are less than four or five molecular diameters in width. As the pore width increases, the forces responsible €or the adsorption process decrease rapidly such that the equilibrium adsorption diminishes to that of a plane surface. Thus, any pores with widths greater than 2 nm (meso- and macropores) are not useful €or enhancement of methane storage, but may be necessary for transport into and out of the adsorbent micropores. To maximize adsorption storage of methane, it is necessary to maximize the fractional volume of the micropores (‘2 nm pore wall separation) per unit volume of adsorbent. Macropore volume and void volume in a storage system (adsorbent packed storage vessel) should be minimized [18, 191. Presently, the most successful adsorbents are microporous carbons, but there is considerable interest in other possible adsorbents, mainly porous polymers, silica based xerogels or zeolite type materials. Regardless of the type of material, the above principles still apply to achieving a satisfactory storage capacity. The limiting storage uptake will be directly proportional to the accessible micropore volume per volume of storage capacity. The issue of the theoretical maximum storage capacity has been the subject of much debate. Parkyns and @inn [20] concluded that for active carbons the maximum uptake at 3.5 MPa and 298 K would be 237 VIV. This was estimated from a large number of experimental methane isotherms measured on different carbons, and the relationship of these isotherms to the micropore volume of the corresponding adsorbent. Based on Lennard-Jones parameters [211, Dignum [5] calculated the maximum methane density in a pore at 298 K to be 270 mglml. Thus an adsorbent with 0.50 ml of micropore per ml could potentially adsorb 135 mg methane per ml, equivalent to about 205 VIV, while a micropore volume of 0.60 d m l might store 243 VIV. Using sophisticated parallel slit



models and Monte Carlo simulations or density functional theory, Matranga, Myers and Glandt [22] and Tan and Gubbins [23], have concluded that the maximum methane density is 223 mg/ml of pore volume. Hence the maximum storage volume at 298 K is 220 V N ,based on a pore width of 1.14 nm [22] or 1.12 nm [23], which is the pore width where maximum density occurs, and assuming that a monolithic carbon of piece density 0.67 glml having these properties could be made.



3.3 Pore Size Distribution Although a correlation between BET surface areas from 77 K nitrogen isotherms and methane uptake at 298 K and 3.5 MPa has been shown for many carbon adsorbents, [ l l , 201, deviations from this relationshp have been observed [20]. However, as a primary screening process for possible carbonaceous adsorbents for natural gas, this remains a useful relationship. It should be noted that this correlation only seems to be applicable for active carbons. The models of Matranga, Myers and Glandt [22] and Tan and Gubbins [23] for supercritical methane adsorption on carbon using a slit shaped pore have shown the importance of pore width on adsorbate density. An estimate of the pore width distribution has been recognized as a valuable tool in evaluating adsorbents. Several methods have been reported for obtaining pore size distributions, (PSDs), some of which are discussed below. Many years ago, Dacey and Thomas [24] used the direct approach of adsorbing molecules of different size on the same adsorbent. This method has also been used more recently by Jagiello et al. [25] who adsorbed alkanes of increasing size supercritically on different carbons. Because of the limited range of suitable adsorbate molecules, larger pore dimensions are difficult to determine. It is also a very time consuming technique. Horvath and Kawazoe [26] used the subcritical, 77 K, nitrogen isotherm at very low relative pressures to determine the pore size distributions. Stoeckli [27] has also used subcritical isotherm analyses based on the Dubinin-Radushkevich @-R) equation for the determination of PSDs. Stoeckli’s method [27], however, imposes a Gaussian distribution to the solution of the pore size distribution. Kakei et al. [28] used the D-R plot of subcritical isotherms to observe stepwise pore filling, and from this obtained a PSD. While all of the above methods are useful, the conditions for adsorbate measurement are quite different to supercritical methane storage where no condensed or quasi condensed phase exists. For this reason, and because their interest was in supercritical methane adsorption, Sosin and Quinn [29] have proposed a method of obtaining the PSD for a carbon adsorbent directly by analysis of the supercritical methane isotherm. They calculated methane density data for the various pore widths considered in the model of Tan



283 and Gubbins [23]. In using this supercritical model, any problems in the isotherm analysis due to possible condensation and uncertain adsorbed phase density are avoided. No restrictions are imposed on the solution of the PSD. Sosin and Quinn’s approach makes it possible to compare different carbon adsorbents and gives some indication of how close they come to having the ideal pore width, 1.12 nm, suggested by the Tan and Gubbins model [23]. Since this model defines the pore width as being from the center of each carbon atom forming the pore, the “effective pore width” of this ideal pore, as defined by Everett and Pow1 [30], becomes 1.12 minus the width of one carbon atom (0.34 nm) to give 0.78 nm. This latter convention is used by Sosin and Quinn. Perhaps more importantly, this analysis of supercritical methane isotherms, gives greater insight into any changes in pore structure which may have occurred because of modification in the preparation conditions of a carbon adsorbent. Fig. 5 shows the methane isotherms at 298 K for two carbons prepared &om the same precursor using potassium hydroxide as the activating agent.
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Fig. 5. Methane isotherms at 298 K on two potassium hydroxide activated carbons.



The preparation conditions were the same for both carbons with the exception of temperature, one being made at 200 K higher than the other. These methane isotherms show that at methane pressures up to 1 MPa, the lower temperature carbon adsorbs marginally more methane than the higher temperature carbon, but at pressures greater than 1 MPa, the latter carbon shows greater methane uptake. Clearly these carbons behave differently with respect to methane adsorption. From their isotherms, it might be supposed that the lower temperature carbon has a narrower pore size and a lower pore volume than the higher temperature carbon. Applying the PSD analysis of Sosin and @inn to each isotherm shows that indeed the lower temperature carbon has a greater



2 84 volume of pores in the less than 1.0 nm pore size range, but has a smaller overall pore volume. This result is illustrated in Fig. 6 , where the volume in each pore size range is plotted as a bar graph for various pore widths. 0 35
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Fig. 6. Pore size distributionsobtained by analysis of the methane isotherm for the two potassium hydroxide activated carbons.



Thus, while models may suggest optimal pore structures to maximize methane storage, they give no indication or suggestion as to how such a material might be produced. On the other hand, simple measurement of methane uptake from variously prepared adsorbents is not sufficient to elucidate the difference in the pore structure of adsorbents. Sosin and Quinn’s method of determining a PSD directly from the supercritical methane isotherm provides an important and valuable link between theoretical models and the practical production of carbon adsorbents 3.4 Storage Capacity



The most important evaluation of an ANG storage systems performance is the measurement of the amount of usable gas which can be delivered from the system. This is frequently defied as the volume of gas obtained from the storage vessel when the pressure is reduced from the storage pressure of 3.5 MPa (35 bar) to one bar, usually at 298 K. This parameter is referred to as the delivered V N and is easy to determine directly and free from ambiguity. Moreover, it is independent of the ratio of gas adsorbed to that which remains in the gaseous state. To determine the delivered V N an adsorbent filled vessel of at least several hundred cubic centimeters is pressurized at 3.5 MPa and allowed to cool under that pressure to 298 K. The gas is then released over a time period sufficient to allow the bed temperature to return to 298 K. A blank, where the vessel is filled with a volume of non-porous material, such as copper shot,



equivalent to the external volume of adsorbent as measured by mercury porosimetry at one bar, is tested in the same manner. The volume of gas delivered from this blank should then be subtracted from that delivered from the adsorbent filled vessel. This ensures that gas stored in ancillary piping etc. is not considered as being stored by the adsorbent [17]. In the evaluation of ANG adsorbents, this experiment is seldom carried out. Sometimes only a few grams of material are available, or the material is a powder of low density which makes it difficult to optimize its performance in this type of experiment. The storage capacity of an ANG storage system is always greater than its delivered capacity, usually by about fifteen percent. For some carbons, however, it can be as high as thirty percent because of the large amount of methane which is held by the adsorbent at less than one bar, (0.1 m a ) . Carbons which are very microporous, such as polyvinylidene chloride (PVDC) carbons, tend to have very steep initial slopes to their methane isotherm, and as much as thirty percent of their overall uptake occurs at less than 0.1 MPa. These carbons have a high storage capacity but a much lower deliverable VN. Isotherm measurements of methane at 298 K can be made either by a gravimetric method using a high pressure microbalance [31], or by using a volumetric method [32].Both of these methods require correction for the nonideality of methane, but both methods result in the same isotherm for any specific adsorbent [20]. The volumetric method can also be used for measurement of total storage. Here it is not necessary to differentiate between the adsorbed phase and that remaining in the gas phase in void space and macropore volume, but simply to evaluate the total amount of methane in the adsorbent filled vessel. To obtain the maximum storage capacity for the adsorbent, it would be necessary to optimally pack the vessel. From isotherm measurements, usually carried out on small quantities of adsorbent, the methane uptake per unit mass of adsorbent is obtained. Since storage in a fixed volume is dependent on the uptake per unit volume of adsorbent and not on the uptake per unit mass of adsorbent, it is necessary to convert the mass uptake to a volume uptake. In this way an estimate of the possible storage capacity of an adsorbent can be made. To do this, the mass uptake has to be multiplied by the density of the adsorbent. This density, for a powdered or granular material, should be the packing (bulk) density of the adsorbent, or the piece density if the adsorbent is in the form of a monolith. Thus a carbon adsorbent which adsorbs 150 mg methane per gram at 3.5 MPa and has a packed density of 0.50 g/ml, would store 75 g methane per liter plus any methane which is in the gas phase in the void or macropore volume. This can be multiplied by 1.5 to convert to the more popular unit, V N .



It is tempting to speculate on the storage capacity of a packed vessel by assuming that the density of the adsorbent can be increased to a higher value. In the above example, if the adsorbent density were increased to 0.70 g/ml, then 105 g of methane per liter (plus gas phase) would be stored. The quantity as gas phase in the vessel would decrease because of the increased volume of adsorbent. Care must be taken in speculating about increasing adsorbent density. Adsorption is dependent on the micropore volume of the carbon adsorbent. For example, Amoco PX-21, later known as Anderson AX-21 and now made by Kansai under license from Amoco and marketed as Maxsorb, has a micropore volume of about 1.20 mVg. One gram of graphte, density 2.26 g/ml, occupies 0.44 ml. This would be the minimum volume occupied by a gram of carbon atoms in a porous carbon. The minimum volume of one gram of PX-21 would be 1.20 + 0.44, 1.64 d g , hence a maximum density of 0.61 g/ml. If PX-21 could be packed to a greater density then this must be at the expense of micropore volume, which in turn would reduce the amount of methane adsorbed. It is also interesting to speculate about the likely properties of an adsorbent carbon capable of delivering 150 VIV, which requires storing about 175 V N or 117 g methane per liter. From the model of Tan and Gubbins [23], for the optimal pore with an effective wall separation of 0.78 nm,the methane density at 298 K and 3.5 MPa in this pore is 0.17 g / d . At this density, the pore volume required to store 117 g methane will be 688 ml. In one liter of carbon with 688 ml of pores there will only be 3 12 ml of skeletal carbon atoms. This would be equivalent to 705 g carbon, (density 2.26 g/ml). Therefore the upper limit of density for a carbon adsorbent delivering 150 V N will be about 0.7 g / d , (it may be less if there is any “closed” pore volume present), with a minimum micropore volume of about 1.O mVg. The pore volumes shown in Fig. 6 suggest that the low temperature carbon has properties closer to this ideal value than the higher temperature carbon, which has too large a pore volume, (about 1.3 d g ) . The above simplified and idealized argument does not take into account dffusion of methane in or out of a packed bed, or of heat transfer in large diameter packed cylinders. Barbosa-Mota et al. [33,34] have described a model which predicts the filling times, capacities, temperature changes and heat transfer which occur with adsorption in cylindrical vessels packed with either monolithic or granular carbon used for natural gas storage. The AGLARG experience was that slow rates of diffusion and poor heat transfer substantially reduce the performance of the storage system.



287 3.5 Current Adsorbents Parkyns and Quinn [20] showed a linear relationship between methane uptake at 25OC, 3.4 MPa and the Dubinin-Radushkievich micropore volume from 77 K nitrogen adsorption for porous carbons, Methane Uptake (25OC, 3.4 MPa )
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where uptake is g methane per g carbon and micropore volume is ml micropore per g carbon. Mentasty et al. [35] and others [13, 361 have measured methane uptakes on zeolites. These materials, such as the 4A, 5A and 13X zeolites, have methane uptakes which are lower than would be predicted using the above relationship. This suggests that either the zeolite cavity is more attractive to 77 K nitrogen than a carbon pore, or methane at 298 K, 3.4 MPa, is attracted more to a carbon pore than a zeolite. The latter proposition is supported by the modeling of Cracknell et al. [37, 381, who show that methane densities in silica cavities will be lower than for the equivalent size parallel slit shaped pore of their model carbon. Results reported by Ventura [39] for silica xerogels lead to a similar conclusion. Thus, porous silica adsorbents with equivalent nitrogen derived micropore volumes to carbons adsorb and deliver less methane. For delivery of 150 VJV a silica based adsorbent would require a micropore volume in excess of 0.70 ml per ml of packed vessel volume. Porous polymers with large 77 K nitrogen surface areas also have lnfenor methane uptakes. For example Dow X V 43546, a porous polystyrene with a 77 K nitrogen BET area of 1600 m21g has a methane uptake of 67 mgig at 25OC, 3.4 MPa, whereas Takeda HGK 971 carbon of similar 77 K nitrogen surface area has an uptake of 116 mg methane per g. Rohm and Haas “Amberlite” porous polymers give similarly lower than expected methane uptakes. High 77 K nitrogen surface area materials have been produced by Laine et al. [40], Jagtoyen and Derbyshire [41] and by Botha and McEnaney [42] using phosphoric acid activation of cellulosic materials at low heat treatment temperature, < 500OC. Using the same technique, MacDonald and Quinn [43] produced peach pit derived chars that had large 77 K nitrogen micropore volumes. These chars still contained large amounts of oxygen and hydrogen and so were not truly porous “carbons”. Their methane uptake was considerably lower than that predicted from the Parkyns and Quinn [20] relationship for carbons.



Porous carbons are far from having a “clean” carbon surface but have many surface functional groups which for some applications and studies clearly alter the adsorbate I adsorbent interaction. Unless treated for specific functionality, most porous carbons have mainly oxygen complexes on their surface. To determine to what extent a modified surface altered methane uptake, a sample of Calgon BPL carbon, initially reduced by heating at 500°C for one hour under a flow of hydrogen, was then oxidized to varying degrees by nitric acid treatment, washed, dried and stored under vacuum [44]. Methane uptake at 25°C , 3.4 MPa was measured for each treatment. Unfortunately there did not seem to be a relationship between the exposure time to nitric acid and the extent of oxidation on the carbon surface. The results are listed in Table 1. Nitric acid treatment lowered the methane uptake by about ten percent. This could be due to oxygen occupying sites withm pores, but may be the result of weaker interaction between methane and an oxide surface as is observed for silica. Reduction of these treated carbons with hydrogen restored their original methane uptake. Clearly for methane storage, there is no advantage in modifying the carbon surface by nitric acid treatment. Table 1. Surface Treatment of Calgon BPL Carbon with Nitric Acid Surface Methane Uptake P I 3.4 MPa, 298 K Sample Treatment mgk mgk (1) As received 29 86 Hydrogen reduced 14 (2) 87 76 (31 6M Nitric 80 min. 85 (4) 6M Nitric 120 nun. 64 81 80 (5) 6M Nitric 240 mn. 79 82 (6) (3) Reduced 15 86 (7) (4) Reduced 14 (8) ( 5 ) Reduced 14 87



From the above data, it would appear that methane densities in pores with carbon surfaces are higher than those of other materials. In the previous section it was pointed out that to maximize natural gas or methane storage, it is necessary to maximize micropore volume, not per unit mass of adsorbent, but per unit volume of storage vessel. Moreover, a porous carbon filed vessel will store and deliver more methane than a vessel filled with a silica based or polymer adsorbent which has an equivalent micropore volume fraction of the storage vessel. All commercial carbons have been made for uses other than natural gas storage. They are for the most part granular materials and pack into vessels with a substantial inter-particle void volume which results in low bulk densities. Some



289 also have a considerable macropore volume. These reasons alone detract from their potential as efficient ANG adsorbents. Additionally, these carbons have insufficient micropore volume for that required to give 170+ VIV storage at 3.5 MPa, 298 K. The micropores are also unlikely to have the correct dimensions for optimum ANG storage, 0.78 nm effective pore width. Crushing, selective particle size packing or hydraulic compaction can be used to reduce interparticle void space and increase the bulk density within the storage tank to approach the particle density of the carbon. Even with these extreme methods of packing, the fraction of the vessel which is micropore is never greater than 0.50 for any commercial carbon, considerably short of the 0.70 which is necessary for 170 VIV storage. Table 2. Fractional Volume Composihon of Carbon Particle for some Commercial Carbons Hg Porosimetry Fractional Volume of Carbon Densities Particle which is : 0.1MPa 404 MPa Supplier Type Precursor g/ml glml Carbon Macroheso Micropore CNS"
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Table 2 illustrates t h ~ spoint where, by using mercury porosimetry, carbon densihes at 0.1 MPa and 404 MPa have been used to calculate the fractional volumes of macro/meso, micropore and skeletal carbon for some carbons based on the following: Fraction



catoms=



Density[O.l MPa] / 2.2



Fmlcroporc= Density[O.l MPa] * (l/Density[404 MPa] - l n . 2 ) Fmacroimffopore = Density[O.1 MPa]



* (l/Density[O.1 MPa] - 1/Density[404 MPa])



where 2.2 g/ml is used for the density of non-porous carbon.



290 At 0.1 MPa the mercury surrounds the carbon particle but does not enter any pores. When the pressure on the mercury is increased to 404 MPa, it is considered to penetrate into all pores of wall separation greater than 3 nm. Pores of smaller dimensions can, for convenience, be regarded as micropores although this falls somewhat outside the IUPAC definition of a micropore. The fractional values for micropore given in Table 2 are more than optimistic since they are calculated assuming that the vessel is packed without any interparticle void space. There have been a number of attempts to increase the micropore volume of carbons for ANG by conventional activation methods, such as carbon dioxide on carbon fibers [45], phosphoric acid on wood monoliths [46], an air cycling method [47] and the enhancement of PVDC based carbons [64] to mention only a few which have showed promise. The method whch seems to be most successful in creating a large micropore volume is by using a molten potassium salt, of which potassium hydroxide is the most popular, to activate carbon. The drawback to this method is that the highly activated product has a very low bulk (packed) density. When vessels are filled with these carbons at their normal bulk density, which is generally about 0.30 g/ml, they do not store sufficient gas to deliver 150 V N from 3.4 MPa and 298 K. Over the past ten years or so there have been several attempts to increase the bulk density of PX-21, AX-21 or Maxsorb, all basically the same carbon, made by activating petroleum coke with molten potassium hydroxide. This carbon can be compacted to densities about double its normal bulk density of 0.28 glml but when the constraining force is removed the carbon rebounds to a much lower density. Binders have been used to produce monoliths of higher density as a more practical solution compared to powder compaction. The penalty in using binders is a reduction in micropore volume and surface area as well as an associated decrease in methane uptake per unit mass of adsorbent. However, in some cases this penalty is more than offset by the density increase and results in greater overall methane storage. The most successful binding method reported for AX-21 is that of Bose et al. [16], who produced high density monoliths using only 2% polyvinyl alcohol as the binder at a compaction pressure of 136 MPa, which stored 186 V/V methane at 3.5 MPa, 298 K. Table 3 lists values of stored methane in a number of studies using Amoco type carbons. Potassium hydroxide has been used as an activating agent for more than sixty years [54], but because it is a difficult process it was not used successfully until about ten years ago when Kansai started producing Maxsorb carbon. Although the original Amoco patent [55] used petroleum coke or coal coke as the feedstock, other feedstocks have been investigated recently. Kansai [56] have patented the use of KOH for coconut shell carbon (CNS) activation. Westvaco have several patents specifically for an ANG adsorbent [64] which use wood, CNS, and other ligno-cellulose based cirbons activated using a two stage



Table 3. Some Studies on Methane Storage using Amoco Typc KOH Activated Carbon Adsorbents
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method, firstly with phosphoric acid, followed by potassium hydroxide. Union Carbide [57]have also used KOH activation on a large variety of precursors but they indicate that on a volume basis more methane can be stored by conventionally steam activated carbons made from rayon or cotton. Recently, Kaneko and Murata [58] modified AX-21 by MgO impregnation and showed that the methane density in the micropore at pressures to 10 MPa at 303 K for the impregnated sample was increased considerably. However, the micropore volume from 77 K nitrogen per mass of carbon was dramatically reduced, thus on a VIV basis there would probably be no advantage. It may be that nitrogen adsorption at 77 K is more susceptible to MgO impregnation, resulting in reduced uptake rather than an increase in methane density at 303 K. The methane uptake per gram at 10 MPa would be approximately the same for both carbons. Very successful methane adsorbents have been produced by Chaffee and Pandolfo [59] using KOH to activate bituminous coal and lignite. Using their bulk density, the activated products were estimated to store 175 - 185 V N methane at 4 MPa. Activation of the same precursors using steam resulted in clearly inferior adsorbents for methane storage. Verheyen et a1.[60] have also shown the successful use of KOH in the production of activated carbons from coal. In a recent study for the US Department of Energy [61], AGLARG have shown that suitable adsorbents for ANG can be produced from peach pit or coconut shell using KOH as the activating agent. These carbons, like all KOH produced carbons, were low in bulk density. Densities of greater than 0.6 g/ml were possible with compaction in small vessels ( 4 4 x
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SINGLE LAYER FRACTION Fig. 31. The dependence of R on single-layer fraction for the calculated patterns of Fig. 30 , and for a second set of calculations where the fraction of carbon atoms rn bilayers and trilayers is equal [12].



3 83 5.3 Mechanism of lithium insertion



The materials made near 1000°C from the three resins have little hydrogen content. These materials show b g h capacity (up to 550 mAh/g), little chargedischarge hysteresis, and appear well-suited for application in lithium-ion batteries. The mechanism for lithium insertion on the low voltage plateau is believed to be the adsorption of lithium onto internal surfaces of nanopores formed by single, bi, and bilayer graphene sheets which are arranged like a "house of cards" as shown in Fig. 24. Additional samples were prepared from the three resins and were heated at temperatures between 940" and IIOO", under different inert gas flow rate and with different heatmg rates. The samples have different microporosities and show different capacities for lithium insertion. The results for all the carbons prepared from resins are shown in Fig. 32, which shows the reversible capacity plotted as a function of R. The reversible capacity for Li insertion increases as R decreases. This result is consistent with the result reported in reference 12,



0



O



4



p1



500



I-



0



.e



0



0.



0



0 0



0



1.3



1.4



1.5



0



1.6



.



1.7



1.8



R Fig. 32. Reversible capacity of microporous carbon prepared from phenollc resins heated between 940 to 1100°C plotted as a function of the X-ray ratio R. R is a parameter which is empirically correlated to the fraction of single-layer graphene sheets in the samples.



3 84 which suggusts that Li atoms can be adsorbed onto the internal surface of micropores in the hard carbon samples as shown in Fig. 24. If there are more micropores (or small R for the sample), then the capacity is larger.



A lithium cluster in the micropores of the carbon sample has a very similar environment as lithium atoms in metallic lithium. Hence, we observe long lowvoltage plateaus on both discharge and charge for lithium insertion in the microporous carbon. Since these materials have significant microporosity, we expect their bulk densities to be low. For example, the tap density (100 taps) of BrlOOO was measured to be 0.81 glcc, compared to 1.34 glcc for the synthetic graphitic carbon powder, MCMl32700, measured by the same method.



6 Carbons Used in Commercial Applications



Most commercial lithium-ion cells maufactured today use graphitic carbons from region 1 of Fig. 2. These are of several forms, with mesocarbon microspheres and natural graphites being the most commonly used. The specific capacity of these carbons is near 350 mAWg. Sony Energytec uses a disordered hard carbon of the type described in region 3 of Fig. 2. These carbons have been produced by a number of Japanese manufacturers including Kureha [411 and Mitsubishi Gas [40]. Our recent work [44], and other work in the patent literature shows how such carbons can be produced from natural precursors like sugar and wood. This suggests that it should ultimately be possible to prepare such carbons very cheaply. The specific capacity of region-3 carbons which are in commercial production are around 500 mAWg. There are numerous alternatives to pure carbons for use in Li-ion batteries, Wilson et al. 1451 have shown how disordered carbons containmg silicon nanoclusters can use the large alloying capacity of silicon for Li, in addition to the insertion capacity of the carbon itself. These materials can have reversible capacities up to 500mAWg. They are prepared by chemical vapor deposioon methods and hence are a lab curiosity at the moment. In an effort to make these materials more practical, Wilson et al. [46] examined the products of the pyrolysis of siloxane polymers and found they could have reversible capacihes A recent patent filing by Selko [47] showed that Si0 (a near 600 &g. mixture of nanometer sized amorphous Si and amorphous SiO, regions within particles) has a voltage of about 0.3V versus Li metal and a capacity for lithium near 11OOmAWg. Our preliminary experiments have c o n f i i e d this result, but



385 do not show good cycle life. In another recent patent filing, researchers at Fuji [48] have shown that SnO, SnO, and amorphous SiSnO, all have large reversible capacities (> 500 mAh/g) for lithium below about 0.8V. Fuji has even announced plans to commercialize a cell with one of the anodes described in ref. 48. It is clear that there is enormous activity in the the search for better and cheaper anode materials for Li-ion batteries. In fact, it is not certain at this time whether carbon will remain the material of choice for this application. Nevertheless, large strides toward the opfimization and understanding of carbons for Li-ion batteries have been made in the last 5 to 10 years. If continued progress is made, we can expect to see carbon materials in Li-ion batteries for a long time to come.
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CHAPTER 12



Fusion Energy Applications LANCE L. SNEAD Oak Ridge National Laboratory P.Q. Box 2008 Oak Ridge, Tennessee 37831-6087, U.S.A.



1



Introduction



1.I Background



When two light elements collide with sufficient energy they may "fuse" and form a k r d , heavier, element. A simple mass balance would show that there is a small mass loss in this process, correspondmg to a significant energy release. Many light elements can undergo exothermic fusion reactions, but fusion of the isotopes of hydrogen and helium are the easiest reactions to induce. The most probable fusion reactions and their released energies are: 1H' + 1H' + + 1H' + ID2 IH' + 1 ~ 3 + + 1D2+ 1D2 ID2 + ID2 + + 1D2+ 1T' ID^ + 2 ~ ~ + 3



1D2f positron 2~e3 2 ~ 4 2He3+ neutron 1 ~ +3 IH' 2He4+ neutron 2 ~ +~ H 4



= = = = = = =



1.4 MeV 5.5MeV 19.9MeV 3.3 MeV 4.0MeV 17.6MeV 18.2MeV



Fusion requires high temperature (energies) to cause the atoms to bind together. The likelihood of atoms fusing together is hghly dependent on the individual isotopes and their temperature. It can be shown that the D+T reaction is the easiest reaction to drive. However, the inherent rahoactivity and expense of tritium has restricted its use, while the lighter hydrogen isotopes have been extensively used. The gaseous temperatures required for D+T reaction are related to the kinetic energy of the ions, and are in excess of 50 million degrees Kelvin. While significant power has been produced from fusion systems, the total amount of power produced in any reactor is much less than the power added to the system to drive the fusion process. The c v e n t goal of fusion programs worldwide is to achieve "ignition," where the plasma begins a self-sustaining burn from which more power is generated than consumed in the fusion process.



390 Carbon materials in the form of graphite have played a major role in fusion systems as armor to keep higher atomic number elements from entering into, and extinguishing, the high temperature reactant gases know as the plasma. Although there are many benefits to the use of graphite in fusion systems, there are also significant design challenges and drawbacks. Significantprogress has been made toward demonstrating self-sustaining,power-producing, fusion plasmas. Much of the progress can be attributed to the use of graphite and carbon-fiber composites (CFCs), as well as other low atomic number plasma-facing materials such as beryllium. With the use of advanced materials, it is possible that the next planned experiment, the International Thermonuclear Experimental Reactor (ITER), will demonstrate an ignited fusion plasma and provide a test bed for a demonstration fusion power reactor.



1.2 Current and planned fusion machines The containment of very high-temperature, high-density plasmas and the maintenance of a near steady state plasma condition (thus enabling the fusion reaction) are the greatest challenges to fusion power. Many reactor concepts have been studied in the past and attention is now focused on the "tokamak" system. This toroidal confinement system was developed in the mid-1960s in Russia. The basic concept of the tokamak is to confine within, and couple the plasma ions to, continuous magnetic field lines which travel helically through a toroidal vacuum vessel. For a non-collisional plasma, the ions can therefore be heated by various external means to the extreme temperature necessary for the fusion reaction to take place. The tokamak concept is the basis for the four largest present day fusion machines (Table I), and is the premise for the proposed ITER machine currently under design by the European Community, Japan, Russia, and the United States. The ITER design calls for a tokamak with an inner plasma chamber diameter (twice the minor radius) of about 6 meters, and a machine standing well over twenty meters.



1.3 Plasma-facing components The greatest effort in the development of fusion energy has been in the enormously challenging area of plasma physics and plasma confinement. It is clear that perfect containment of a fusion plasma is impossible, and that interactions between the hot ionized plasma gas and their surroundingswill take place. In confinement systems such as the tokamak, this interaction point is very close to, and in some cases defines, the edge of the plasma. The components which are in line of sight of the plasma, and therefore impacted by the hot gasses and particles, are called plasmafacing components (PFCs) or plasma-facing materials (PFMs). The reactions between the fusion plasma and the PFMs are severe and typically cause melting or sublimation, component mechanical failure due to high thermal stress, and



391 excessive surface erosion. The plasma ion flux and associated heat loading to the plasma-facing materials is highly non-uniform and quite dependent on the tokamak design. The hot plasma gasses are made up of unburned hydrogen fuel, fusion byproducts such as helium, plasma electrons and impurity elements previously removed from PFCs, and plasma electrons. As can be seen in Eq. 1, the type of particles which may strke the PFMs are dependent on the fusion fuel. For the D+T fuel system, the plasma will contain not only the D+T fuel, but high energy alpha particles (3.5 MeV He) and neutrons (14.1 MeV). The partitioning of the reaction energy between helium and the neutron is both an advantage and a disadvantage for the D+T fuel system. Because the energetic helium nucleus quickly collides with the surrounding gasses, most of its energy remains in the plasma and helps to sustain a high plasma temperature. Conversely, the neutron has very little chance of collision in the low density plasma and loses its energy outside of the plasma (usually over meters of path length inside the structure of the reactor). Because less than 30% of the D+T reaction energy remains in the plasma, only this fraction is eventually distributed on the PFCs, thus reducing the heat load handling requirement and material erosion. However, as discussed in Section 3 of this chapter, the material damage associated with the 14.1 MeV neutron collisions is significant and offsets the reduced D+T heat loading. Fusion devices can be characterized by how the plasma edge is defined and how the impacting flux and heat are handled. The classic approach is to define the plasma edge by placing a sacrificial component in contact with the plasma. This component, which intercepts the plasma edge particle flux, is h o w n as a bumper or bumper limiter, and extends circumferentially around the torus. A second approach to defrning the plasma edge is to magnetically capture and divert the edge plasma onto a divertor plate well removed from the central plasma. Once the plasma gasses are cooled they can be pumped away. The point on the "divertor" where the particle flm strikes experiences a significant ion heat loadmg, and many techniques such as magnetic sweeping to spread the loading and puffing of gas to %often'' the ion impact have been used to reduce the particle flux and energy. Regardless of whether the limiter or divertor design is employed, the majority of the particle and heat flux is intercepted by these components (Table 1). However, a sigmficant flux also impacts the balance of the torus lining (generally referred to as the fmt wall). Because of cross field difhsion and other mechanisms (Table 1) the thermal loading and resulting thennomechanical requirements for the f i s t wall are not as severe. A convenient comparison for the heat loadings given in Table 1 is the maximum output from a conventionalpropane torch, which is approximately 10 MW/mz, or about the maximum heat flux seen in current fusion devices.



Table 1. Materials and heat loads for the major fusion machines world wide (see Section 1.3 for definitions of divertor and first wall)
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393 I . 4 Particle/matter interactions The particles which collide with the plasma-facing components will be highly energetic and capable of inflicting severe damage to the bulk and near surface layer of the PFM. The greatest flux of particles in a steady state system will be from the plasma fuel. The energies of the impacting hydrogen depends on many variables, though will most likely be in the range of hundreds of electron volts (eV), which corresponds to ion speeds of hundreds of kilometers per second. Helium ash (burnt fuel) will likewise have high surface impact energies. Electrons, which are in number density equilibrium with the plasma ions, also travel along the plasma field lines, albeit in the opposite direction, and are lost to impacts with the PFMs. The high energy neutrons present in the D+T reaction (14.1 MeV), or those of the D+D reaction (2.4 MeV), have mean free paths of several centimeters in graphite, and so will typically not interact strongly with the first wall. However, these neutrons will be back scattered and slowed down behind the Fist wall resulting in a nearly isotropic flux of high energy neutrons throughout the f i s t wall and first wall structure. The reaction of the plasma neutrons, ions, and electrons with graphite PFMs (which are discussed in some detail in the following sections) can cause a wide range of effects. Assuming that the PFM is capable of handling the heat loads generated by the plasma, these effects include physical and chemical erosion of the first wall and thermomechanical property degradation of the bulk and surface material. The &cussion thus far has been limited to the operation of tokamaks in the quasisteady state (long pulse.) All present-day large tokamaks are pulsed machines with pulse lengths of no more than a few seconds, where the plasma discharge consists of a rapid heating phase, a steady state, and a cool down phase. In this case the heat flux is approximately uniform around the circumference of the machine and scales with the machine power. However, a significant number of these plasma shots end in an abrupt and somewhat violent fashion, referred to as a disruption. When this occurs the plasma becomes rapidly unstable and instantaneously "dumps" its entire energy onto the PFC. Disruptions cause significantly larger heat loads than normal operation, and in many cases defines the design limits for these components. In the ITER it is assumed that the plasma conditions can be controlled such that of the 10,000 or so 400 second pulses expected in the physics phase of the machine [ 11, the number of disruptions can be limited to about 500. In ITER a second assumption has been made regarding the disruption electrons. These electrons will have energies approximately the same as the plasma ions during normal operation, but because of their extremely fast reaction times can reach energies in the GeV range during disruptions. During such disruptive situations the electrons reach relativistic velocities and may focus on small areas of the tokamak which are totally incapable of handling the localized heat load. In some cases melting (or sublimation) of the PFC, as well as the underlying structure,



has occurred. For ITER, rather restrictive limits on the energy and energy deposition from these "runaway" electrons have been assumed.



2



The Advantages of Carbon as a Plasma-Facing Component



2.I Plasma-facing materials as plasma impurities A fusion reactor must first heat and confine the plasma. However, it must additionally maintain the plasma in an impurity free condition. Fusion plasmas are heated both internally by the fusion reaction products (Le., the 3.5 MeV helium nucleus from the D+T reaction) and externally, by means such as induction, radio frequency waves, or neutral particle injection. Plasma heating is balanced by plasma cooling mechanisms, of which electromagnetic radiation dominates. In a fully ionized plasma the radiative cooling comes from the Bremsstrahlung, or breaking, radiation which occurs when the energetic ions interact with the plasma electrons. A fraction of the electromagneticradiation released fkom this interaction is lost from the plasma. The energy lost fkom the plasma in this ma.nner is significantlyincreased by low concentrations of impurities. The plasma power loss due to Bremsstrahlung radiation, ,,P may be written : P,



(MW/m3) 4.8 x



Z:NiN,T,1/2 = Z;Ni



where Zi, N,, N, and T are the atomic number of the radiating species, their density, the electron density, and the plasma temperature, respectively. It is apparent from Eq. 2 that low plasma impurity mass and density are beneficial. Because of the ZZidependence, plasma impurities greatly impact the amount of cooling. The choice of plasma-facing material, which is the source of many of the plasma impurities, is limited by the product ZiWi. Ideally, plasma-facing materials should be light elements and have a low tendency to migrate into the plasma. Carbon and beryllium are two low atomic number elements which are commonly used in tokamaks. The next suitable element is aluminum, which would have almost a factor of five higher radiative loss on an atom per atom basis compared to carbon. On the same basis molybdenum, which has been used in many tokamak experiments, has a loss factor of 49 times that of carbon, and tungsten 150 times the radiative loss of carbon. However, this assumes that the same number of impurity atoms find their way into the plasma (i.e.,Ni) which, as is discussed later, is material dependent. 2.2 Normal thermomechanical loading Under normal operating conditions the fist wall must handle high plasma surface heat fluxes (Table l), as well as volumetric heat loadings due to the penetrating neutron and electromagneticradiation. The volumetric heat loading is dependent



395 on line-of-sight distance from the plasma, and can be as high as several MW/m2. These surface and volumetric heat loadings will induce a temperature gradient, and corresponding thermal stress, across the PFC, and stresses at the interface between the plasma-facing material and the heat sink. For example, if one assumes an ideal case of a 2.5-cm thick, infinitely wide graphite plate which is perfectly bonded to a 50°C copper heat sink, the thermal stress at the graphite-copper interface for a heat flux of 5 MW/m2has been shown to be 200 MPa [l]. The ability of the PFC to withstand this heat flux and thermal stress will depend both on the material properties and the component design. The two most significant design parameters are the thickness of the PFM and how it is attached to the heat sink. The material properties (which to some extent can be engineered to optimize thermal conduction to the heat sink, strength, and thermal expansion transverse to the interface) are strong functions of temperature. As discussed later in Section 3, these properties are also dependent on radiation displacement damage. A candidate design for the ITER divertor is shown in Fig. 1. In this design, the heat flux strikes the surface of carbon-fiber composite or graphite blocks and the heat flows into a water cooled copper tube which has been brazed inside the block. The PFC is bolted to a stainless steel support structure. This configuration of PFC is called the monoblock structure, as compared to the flat plate and saddle types inset into Fig. 1.



Fig. 1. Schematic diagram of the proposed first wall for the ITER reactor.



396 To provide a quantitative comparison of candidate PFMs, a number of figures of merit (A) have been derived. One of which may be written:



=



(3)



aE(1 - v )



where K is the thermal conductivity, aythe yield strength, a the thermal expansion coefficient, E the Young's modulus, and v the Poisson's ratio. High values of A* indicate the best candidate material. Figure 2 shows a comparison of the three primary candidate PFMs: graphite, beryllium, and tungsten. Graphite has been further broken down into fine- and coarse-grained graphites (POCO and H451 respectively) as well as a high quality 1-D (MKC-1PH) and balanced 3-D (FMI222) carbon-fiber composites (CFC). In Fig. 2 it has been assumed that the high thermal conductivity direction for the 1-D CFC is oriented normal to the surface of the PFC. From Fig. 2 it is apparent that the high quality graphites and composites, which possess high strength and thermal conductivity, edubit A, considerably higher than either beryllium or tungsten.
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Fig.2. Thermal stress figure of merit for selected plasma facing materials
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397 2.3 n e m a l shock As discussed in the introduction, disruptions cause the most severe thermomechanical loading experienced in a tokamak. In each of the 500 or so disruptions expected in ITER, approximately 10-20 MJ/m2 will be deposited onto the frst wall in 0.01 to 3 seconds. Such a disruption will cause very high thermal stresses and significant material erosion (Section 4). As these events are transient in nature, the ability of the PFC to withstand the disruption depends on the material's ability to both conduct and to absorb the deposited heat, before reaching a temperature or stress limit. For comparative purposes, a disruption figure of merit takes this into account :



where ouis the ultimate tensile strength, C, the specific heat, p the density, K the thermal conductivity, a the thermal expansion coefficient, and E is the Young's Modulus. Figure 3 reports th~sdisruption figure of merit to the materials in Fig. 2. Consistent with the results of the thermal A,,,, high-quality, high-thermal conductivity composites and fine-grained graphites perform better than standard and larger grained graphtes, and exhlbit an order of magnitude better Ad than beryllium and tungsten. As discussed later in Section 4, the erosion of graphite and beryllium are very h g h and dictate the use of thck tiles in high flux areas. This is in contrast to tungsten, which has a relatively low erosion yield, allowing an armor thickness of only a few millimeters. Because the A are essentially calculated on a per unit tile thickness, it is somewhat misleading to compare tungsten with graphite. However, because graphite and beryllium are erosion-limited, the A and the melting temperatures are useful evaluation tools. While the sublimation temperature of graphite (-3350 "C) is comparable to the melting point of tungsten (-34OO"C), it is clear that beryllium, which has a melting point of -13OO0C, is at a dutinct disadvantage. Removal of beryllium, as well as other metallic PFCs, by melting has been seen in several large experimental devices. Performance evaluations of graphite and CFCs have been conducted in both laboratory test stands and in operating tokamaks. Some experimental data generated using an electron beam facility are given in Fig. 4. The power is deposited by a rastered electron beam for approximately one second up to surface heat loads of 11 MWlm2. The samples were 2.5 x 2.5-cm tiles facing the beam and were 1 cm in thickness. Each sample had a large notch machined into one edge (the highest stress area) to serve as a stress intensifier. It was noted that without the



notch, the graphites did not crack. Figure 4 gives the maximum heat flux at which each material was tested, and whether cracking of the tile occurred. The data indicate that CFC materials and higher thermal conductivity,high-density graphites are superior. Cracking did not occur in the three composites studled, nor in the two FMI graphites, to the maximum power density applied. The superior performance of the composite materials agrees with the performance of CFCs in the large tokamaks such as TFTR and JT-60U. The superior performance of the CFCs and the graphites is most likely because of their low thermal expansion coefficient and high strength. Also, the presence of the fibers in the CFCs may serve to blunt and arrest cracks, thus increasing toughness. All monolithic graphites shown in Fig. 4, with the exception of the two FMI-HDFG materials, cracked. It is interesting to note that this graphite possessed the highest A,, even higher than that of the composites. However, strict correlation of improved performance with increased Ad was not seen, although a loose correlation was noted. As pointed out by Watson [2], the CTE may be the most dominant property, with the lowest CTE graphites showing the best resistance to thermal shock.
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Fig. 3. Thermal shock figure of merit for selected plasma facing materials.
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399 Finally, it should be noted that there are many issues regarding the selection of carbon materials as PFCs other than their thermal shock behavior. For example, the issues of radiation damage, erosion, and hydrogen retention are three leading drawbacks to the use of graphite as a PFC, and are discussed in the following sections. One issue, which will not be addressed in this chapter, is that of the attachment of the PFC to the heat sink. For most present day machines bolting or similar mechanical fastening is used. However, for next generation machines the anticipated heat loads are much higher, and physical bonding (e.g.,brazing) of PFMs to a water-cooled substrate will be required. One may appreciate the magnitude of this issue from the initial ITER design, which calls for many thousands of graphite or CFC tiles to be brazed to the heat smks. When considering this large number of tiles, the anticipated large thermal and disruption loading, and the long repair time required if any one tile becomes detached, it is obvious that the robustness of the attachment is a critical issue.
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Fig. 4. The performance of several grades of graphite and graphite composites subjected to thermal shock loading.
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IrradiationEffects on ThermophysicalPropertiesof Graphite and Carbon Fiber Composites



3.1 Radiation displacement of atoms Radiation effects in the graphite PFM can be categorized as near surface damage caused by interaction with the plasma, andlor bulk displacements caused by neutrons emanating from the plasma or back scatteredby the surroundingstructure. Amongst present day machines, only the TFTR has significant D+T fusion reactions and, therefore, experiences a damaging flux of fusion neutrons (see Eq. 1). However, because TFTR will undergo only a limited number of low power plasma "shots,7'the neutron dose will not be high enough for the PFCs and structural materials to experience appreciable neutron damage. In contrast, however, machines such as the ITER will experience significant neutron doses. Moreover, the next generation D+D machines such as the proposed TPX, will yield enough tritium to produce (D+T and D+D) fusion neutrons at levels sufficient to alter graphite properties. High energy particles which travel through matter can interact with their surroundings. As the particles interact with matter they lose energy (per unit path length) in three ways: elastic collisions, electron excitations, and nuclear interactions. The interactionwhich is of primary interest from the materials point of view are the elastic collisions. If an ion or a neutron imparts Sufficientenergy to overcome an atom's binding energy (Edcarbon = 20 30 ev), the carbon is displaced from its original lattice position. If the energy transferred to the displaced atom (less its binding energy) is sufficient to displace further atoms, a series of displacementevents or a "cascade" occurs. In the simplest interpretation, the Kinchin-Pease [3] model is used to calculate the total number of atoms displaced. For example, if a carbon atom were ejected by the plasma and reimpacted onto the carbon tile with a kinetic energy E of 1 KeV, the estimated number of atoms displaced (n) is estimated as follows :
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n = (E/2*Ed) = 25 atoms



(5)



The interaction of high energy neutrons with matter is very similar to that of ions. The primary differencebetween the two being the amount of energy transferred in a single collision, and the distance over which the interactions take place. An ion, which has a relatively large radius and interacts coulombically, loses its energy over a short path length (typically less than a micron). In contrast, the comparatively small uncharged 14.1 MeV fusion neutron which undergoes only simple elastic or "billiardbaU" collisions,has a mean free path of 10 cm. So, on average, a fusion neutron will have an elastic collision with a carbon atom once in 10 cm of graphite. The amount of energy transferred to the carbon in this fifst
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collision (Ec) is calculated by simple elastic theory as:
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where m, and rn,,are the carbon and neutron mass (in mu),respectively, E, is the neutron energy, and a is the angle between neutxon path before and after the collision. For a totally back scattered neutron (the maximum imparted energy) the energy transferred to the displaced carbon is 4 MeV. From Eq. 5, the number of hsplaced carbon atoms resulting from this 4 MeV neutron displacement event is approximately 80,000. The vast majority of these atoms do not stay "displaced," but diffuse back into the graphitic structure within a few picoseconds. To assess the effects such collision events have on a material, a convention has been adopted to compare irradiation doses. The displacement per atom, dpa, is the average number of times an atom has been knocked from its original lattice position. The dpa is an integrated average quantity and takes into account the density, the interaction cross section, and neutron energy spectrum. It has been estimated that lifetime displacement levels in TPX PFCs will be about 0.005 dpa, while the physics phase of ITER will accumulate approximately 1 dpa. In the second phase of ITER,which more closely represents a power producing system, as much as 30 dpa is expected. 3.2 Suglace efects



In certain areas of a fusion machine the PFMs receive displacement levels much greater than 100 dpa, but only within the limited collisional range of the plasma ions, typically less than a few microns. The effect of this high damage level will be to reduce a well graphitized structure into one which appears amorphous. However, these near surface regions are subjected to erosion either by physical sputtering (caused by elastic collisions), or by chemical interactions. Both of these effects are addressed in Section 4. A second surface radiation damage issue (i.e., the ability of the thin damaged surface layer to retain and transport hydrogen) is discussed in Section 5 . 3.3 Effects of neutron displacements on graphite apld carbonfiber composites As discussed earlier, the first wall materials in next generation machines will receive from 0.005 to 30 displacements per atom. At the lower end of this range (0.01 dpa other property



402 changes are sigaificant: strength, elastic modulus, specific heat (Cp),CTE, Poisson's ratio (v), and thermal conductivity. In addition, the dimensional stability under irradiation is important because the induced stresses may be significant, and because of the need for very tight dimensional tolerances at the plasma edge. It has been shown in fission neutron experiments that Cp [4] and v [ 5 ] are not greatly affected by irradiation. Moreover, only moderate changes in the CTE occur, but the magnitude and nature of the CTE change is highly dependent on the type of graphite [4,6-81. The irradiation-induced graphite and CFC property changes which have received the most study by the fusion community are the dimensions, strength, elastic modulus, thermal conductivity, and hydrogen retention. A large body of data exists on the thermophysical changes in graphites, coming mainly from graphite moderated fission reactor development program. A smaller body of data exists on CFCs, mainly from the same source, but with some additional data from fusion research. These data suggest that CFCs have similar irradiation behavior to graphite. In Chapter 13, Burchell discusses radiation damage mechanisms in graphite, and some of the specific property changes which occur. Because of their special signikance to fusion energy, the remainder of this section will focus on the radiation effects in CFCs and on radiation-induced degradation in thermal conductivity in graphite and CFCs. 3.3.1 Dimensional changes in carbon fiber composites A discussed in Chapter 13, irradiation-induced dimensional changes in graphite are highly anisotropic, and a strong function of irradiation temperature and neutron dose (dpa). The temperature range of interest for fusion applications varies from 100°C in areas well removed from the plasma, to over 1000°C for the surface of PFCs which experience appreciable plasma flux. The mechanism of graphite irradiation-induced dimensional change is descriied in detail in Chapter 13, and is a combination of intra- and inter-crystallite effects. Within the crystallites, displacement damage causes an a-axis shrinkage (within the basal plane) and a caxis growth (perpendicular to the basal plane). Similar dimensional change behavior has been observed in CFCs [9]. Figure 5 shows the dimensional change behavior of one-, two-, and three-directional composites. In this example, solid cylinders were irradiated at 60OOC to doses ranging from 0-5 dpa and the resulting diameter and length measured. The behavior of each material can be explained by the accepted theory for dimensional change in graphite (Chapter 13) after taking into account the individual fiber architectures, and by observing that a graphite fiber, PAN-based in this example, is basically a filament of circumferential or radial basal planes running pardlel to the fiber axis. The irradiation-induced dimensional change of such a fiber is therefore to shrink in length and grow in diameter, as observed for the



403 unidirectional composite of Fig. 5. At doses less than 1 dpa the dimensional change is relatively minor. As the dose is increased, the direction perpendicular to the fiber axis is more or less unchanged while a significant shrinkage along the direction parallel to the fiber axis occurs. At about 2 to 3 dpa swelling in the composite occurs in the perpendicdar direction. The random fiber composite of Fig. 5 has a random orientation of chopped PAN fibers in the plane of the composite. The specimen diameter shows practically no change perpendicular to the fiber axis to about 4.5 dpa, though exhibits -2% shrinkage parallel to the fiber axis. The 3-D balanced PAN-weave fiber has essentially isotropic shrinkage to a dose of -2 dpa, at which point the diameter of the fibers, and hence the sample, begin to swell. Also given in the 3-D composite plot in Fig. 5 is the radiation-induced dimensional change behavior parallel to the fiber axis of an Amoco P55 pitch fiber composite. This material was processed in an identical manner to the PAN fiber composite. From the plot it appears that the pitch fibers, and thus the composite, undergo slightly less shrinkage than the PAN fiber composite, possibly due to the higher fiber crystallinity. This hypothesis is also supported by the observation that fibers with hgher final heat treatment temperatures tend to e ~ b iless t dimension change [ 101 and is also consistent with the observation that elevating the heat treatment temperature of graphite reduces the irradiation-inducedshrinkage [ 111. 3.3.2 Changes in strength and modulus A marked increase in both strength and elastic modulus occurs in graphite and CFCs at dose levels as low as 0.01 dpa [6]. These increases continue to high hsplacement levels until volumetric expansion and extensive micro-cracking occur and the material begins to degrade. Structural degradation typically occurs at several to tens of dpa depending on the graphite type and irradiation temperature. The initial increase in modulus is a result of dislocation pinning by lattice defects produced by neutron irradiation. The magnitude of the increase is dependent on the perfection of the graphites. For most graphites a modulus increase of 2 to 2.5 times the unirradiated value is typical for irradiation temperatures less than 300"C, with the change becoming less pronounced at higher irradiation temperatures. Irrahation-induced increase in strength occurs in a similar fashion as the elastic modulus. The irradiated and unirradiated mechanical properties of some candidate ITER PFC materials are shown in Table 2. These materials were irradiated at approximately 1000°C to a dose of about 2 dpa [12J The change in properties is relatively small because of the high irradiation temperature. 3.3.3 Thermal conductivity degradation



The irradiation-induced thermal conductivity degradation of graphites and CFCs will cause serious problems in fusion system PFCs. As with ceramics, the thermal conductivity of graphite is dominated by phonon transport and is therefore greatly



404 affected by lattice defects, such as those caused by neutron irradiation. The extent of the thermal conductivity reduction is therefore controlled by the efficiency of creating and annealing lattice defects and is, therefore, related to the irradiation temperature. 1
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Fig. 5. Neutron irradiation induced dimensional changes in graphite composites.



405 The effect of neutron irradiation on the thermal conductivity of graphite has been widely studied. The majority of the literature [8,10, 13-21] in this area has been in support of the gas-cooled, graphite-moderated, fission reactor program in the United States and United Kingdom and has focused on "nuclear" graphites as well as more fundamentalwork on pyrolitic graphite [6,17,22,23]. In recent years, the emphasis of radiation effects research has switched to graphites used in plasmafacing components of fusion reactors [8,24-271. As discussed in Sections 2.2 and 2.3, composites with very high thermal conductivity are desirable because of the h g h heat flux present in certain areas of fusion devices. Because of the significant advances in processing of CFCs a d fiber development, very high thermal conductivity materials have been recently demonstrated and become attractive for high heat flux applications. The highest thermal conductivities have been demonstrated for CFCs made from highly crystalline graphite fibers which have intrinsic conductivities approaching that of pyrolitic graphite. For example, vapor grown carbon fibers [28] have a thermal conductivity of 1950 W/m-K.



The physical processes governing the thermal conductivity of graphites, as well as the mechanisms responsible for the radiation-induced degradation in conductivity, are well established [6]. For all but the poorest grades of carbon, the thermal conductivity is dominated by phonon transport along the graphite basal planes and is reduced by scattering "obstacles" such as grain boundaries and lattice defects. For graphites with the largest crystallites (i.e.pyrolitic or natural flake graphite) the in-plane room temperature thermal conductivity is approximately 2000 W/m-K ~91. The thermal conductivity of graphite-based materials can be written as a summation of the t h d resistance due to scattering: K(x)
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(7)



where p(x) is a coefficientwhich includes terms due to orientation (with respect to the basal plane), porosity, and some other minor contributors. This coefficient is, in most cases, assumed to be constant with temperature, with a value of around 0.6. The fmt two terms inside the parentheses are the contributions to the thermal conductivity due to Umklapp scattering (IC)and the grain boundary scattering (I&The ,,). grain boundary phonon scattering dominates the thermal resistance (l/Kgb) at low temperatures and is insignificant above a few hundred degrees Celsius, dependmg on the perfection of the graphite. The Umklapp scattering, which defines the phonon-phonon scattering effect on the thermal conductivity,
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Table 2. Effect of neutron irradiation on some graphite or CFC materials studied for fusion applications [I21
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407 dominates at higher temperatures and scales nearly as T2 [6]. The Umklapp scattering therefore defines the upper limit to the thermal conductivity for a "perfect" graphite. Following Taylor's analysis [30], the Umklapp-limited thermal conductivity of the graphite crystal would be -2200 W/m-K at room temperature, in close agreement with the best pyrolitic graphites, or the vapor grown carbon fibers mentioned earlier. The third term in Eq. 7, K,, is the contributionto the basal plane thermal resistance due to defect scattering. Neutron irradiation causes various types of defects to be produced depending on the irradiation temperature. These defects are very effective in scattering phonons, even at flux levels which would be considered modest for most nuclear applications, and quickly dominate the other terms in Eq. 7. Several types of irradiation-induceddefects have been identified in graplute. For irradiation temperatures lower than 650"C, simple point defects in the form of vacancies or interstitials, along with small interstitial clusters, are the predominant defects. Moreover, at an irradiation temperature near 150°C [171 the defect which dominates the thermal resistance is the lattice vacancy. Due to its sensitivity to the presence of defects, the temperature at which graphite is irradiated has a profound influence on the thermal conductivity degradation. As an example, Fig. 6 shows one of the most complete sets of irradiation data on Pile Grade A (PGA) nuclear graphite 1311. PGA is a melum-grained, extruded, anisotropic material with a room temperature thermal conductivity of 172 Wlm-K in the extrusion direction. Figure 6 presents the normalized room temperature thermal conductivity of h s graphite at various irradiation temperatures. It is seen that as the irradiation temperature is decreased, the degradation in thermal conductivity becomes more pronounced. For example, following irradiation at 150°C, the thermal conductivity of this graphite appears to approach an asymptotic thermal conductivity of -1% of original. As the irradiation temperature is increased, and the corresponding interstitial mobility becomes more significant? fewer defects remain in the structure and the thermal conductivity is reduced to a lesser extent. It is important to note that the data in Fig. 6 are from ambient temperature measurements and therefore underestimate the normalized thermal conductivity at the irradiation temperature, i. e., K,JTim)/Kunir(T). Data have been published for CFCs whos thermal conductivities are similar to nuclear graphites, and show degradation similar to that expected from the graphite literature. For example, Burchell [24] has shown that the saturation thermal conductivity for a 3-directional composite (€341-222, Lm = 200 W/m-K) is -40% of the original room temperature conductivity following fast neutron irradiation at 600°C. Published data for the degradation of thermal conductivity in highly conductive CFCs have led to the conclusion that a higher initial conductivity results in a greater absolute conductivity reduction after irradiation [24, 321. Figure 7
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demonshates this point. For the extremely damaging irradiation temperature of -2OO0C, it is seen in Fig. 7 that the absolute reduction (l!&,,m-KJis substantially greater for the high thermal conductivity materials compared to the lower grade CFCs and graphite, although the normalized fraction is approximately the same for all of the carbon materials in Fig. 7. Moreover, a saturation in thermal conductivity degradation occurs, at a neutron dose of 1 dpa. Data for higher irradiation temperatures 1271 shows that the higher thermal conductivity materials have a slightly larger fractional change in thermal conductivity (K,,.,lK,,,,in) compared to lower conductivity materials, although the absolute value of the irradiated thermal conductivity is still greater for the higher conductivity materials.
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An algorithm has been developed to predict the thermal conductivity degradation for a high thermal conductivity composite (-555 W/m-K at room temperature) as a fimction of radiation dose and temperature 1331. The absence of irradiation data on CFCs of this type required the use of data from intermediate thermal conductivity materials as well as pyrolitic graphite to derive an empirical radiation damage term 114, 17, 19, 25,261.
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Fig. 7. Irradiation induced thermaI conductivity degradation of selected graphite materials.



An analysis of the effects of temperature and neutron dose on the thermal conductivity is shown in Fig. 8. Specifically, the algorithm assumed the unirradiated properties of the unidirectional fiber composite, MKC-lPH, and is coupled with an empirical radiation damage term. As with the experimental data of Figs. 6 and 7, it is seen in Fig. 8 that an enormous loss in thermal conductivity occurs at low irradiation temperatures. Presently, only a few data points exist which are relevant to the validation ofthis algorithm, and these are also plotted on the Figure [25]. The data agree within the errors of irradiation temperature and thermal conductivity measurement with the algorithm predictions. However, they are insufficient to validate the algorithm and, clearly, the need exists for additional data for th~spurpose. To illustrate the usefulness of such an algorithm, and the seriousness of the issue of thermal conductivity degradation to the design and operation of PFCs, the algorithm discussed above has been used to construct Fig. 9 [34], which shows the isotherms for a monoblock divertor element in the unirradiated and irradiated state and the "flat plate" divertor element in the irradiated state. In constructing Fig. 9, the thermal conductivity saturation level of 1 dpa given in Fig. 8 is assumed, and the flat plate and monoblock divertor shown are receiving a steady state flux of
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Fig. 8. Calculated thermal conductivity of neutron irradiated MKC- 1PH composite.



15 MW/m2. Both composite materials have been assumed to be in perfect contact with a copper coolant tube or plate. Figure 9 clearly illustrates two points. First, a very high conductivity composite is required to handle the extreme heat fluxes expected and to limit the surface temperature to < 1200°C (Section 4). Second, the effect of neutron irradiation on the conductivity is significant. For the case of the flat plate divertor the temperature rise (AT) changes from -200 to -500°C following irradiation, while for the monoblock it increases from -350 to -900°C. It should be noted that the larger temperature increase for the monoblock design is not due to the larger path length of graphite in that configuration, but rather to the larger amount of graphite material which is irradiated in the highly damaging low temperature regime (see Figs. 6 or 8). The larger temperature increase for the monoblock design could be unacceptable from an erosion standpoint as will be discussed in Section 4.
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Fig. 9. Temperature contour for irradiated and unirradiated graphite divertor tiles.



Because of the serious thermal conductivity degradation in graphite, operating scenarios which limit this problem (such as baking the PFM) have been considered. Upon annealing above the irradiation temperature, interstitial atoms become mobile and can recombine with the vacancies, restoring the thermal conductivity of the lattice. It is, therefore, conceivable that intermittent annealing of the PFC could regain some of the irradiation-induced thermal conductivity degradation. Bakeouts are typically conducted between operating cycles of a fusion system for plasma impurity (usually oxygen) control. However, the wall conditioning temperatures are typically limited to less than 300°C and for various reasons can not be significantly increased. Inspection of data such as that given in Fig. 10 [33] indicates that little recovery in thermal conductivity is possible unless bake-out temperatures approach 1000°C. Thus, in-situ annealing can be of only marginal benefit.
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Fig. 10. The effect of annealing on the normalized thermal conductivity of irradiated graphite and graphite composites.
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Plasma Wall Interactions



A range of particle types, fluxes, and energies strlke the PFCs and interact in the near surface region. The most common interactions are with hydrogen fuel ions, w h c h can range in energy from a few eV to hundreds of eV. In addition to hydrogen ions, fuel by-product ions such as helium and impurities from the first wall also impact the surface. Severe surface layer damage occurs because of such ion impacts, and significant erosion of surface material addtionally occurs. Various mechanisms are responsible for erosion, depending on the surface temperature of the graphite. The mechanisms can be generally characterized in order of increasing temperature phenomenon as: physical sputtering, chemical erosion, and radiation enhanced sublimation (Fig. 11) [35]. Above 2000°C the vapor pressure of graphite dominates the erosion. 4.1 Physical sputtering



When an impacting particle transfers energy to a near surface carbon atom in an amount sufficient to overcome the lattice bond energy or surface binding energy, some carbon atoms may be displaced and move in a direction defined by the angie
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Fig. 11. Sputtering yield as a function of temperature for graphite.



between its path and the initial path of the impacting atom. Analogous to strlking a billiard ball, this angle must be between 0 and 90". The energy imparted to the displaced atom follows the same form as that given in Eq. 6 . For an atom striking a surface normally, the recoiling atom can not be sputtered from the surface. However, for an off-normal angle of impact, or when considering displacement cascade events which occurs near the surface, some fraction of atoms will be emitted (physically sputtered) from the graphite surface. The amount of material lost from the surface is defined by the sputtering yield (9 which , is the number of target PFM atoms emitted per plasma ion impacting the surface. From Eq. 6 we see that the energy transferred, and thus the erosion yield, is a strong function of the impacting particle mass and the mass of the material being sputtered. The impact angle also has a large effect on the number of atoms which receive adequate kinetic energy normal to the PFM surface to be physically sputtered. The plasma ions travel along the magnetic field lines which are at a shallow (grazing) angle with the PFM, typically 1 to 5 degrees, and the ion impact angle will be modified by surface potentials and collisional processes. The quantitative effect of the mass, energy, and angle of impact on the sputter yield for impacting deuterium ions is shown in Figs. 12a and b. As the kinetic energy



414 of the deuterium increases the total amount of energy transferred to the target atoms increases, as does the average amount of energy per collision, resulting in greater erosion. From Fig. 12a it may be seen that the physical sputtering yield of light target atoms is considerably greater than for the heavy atoms, primarily due to the reduced impact energy required to overcome the displacement energy of the higher-Z target atoms. For example, approximately 20 eV is required to hsplace an atom of carbon from the surface, while 220 eV is required for an atom of tungsten. In the sub-keV energy range of plasma fuels, the high yield materials are therefore carbon and beryllium. As the impacting ion energy increases, the sputtering yield for all materials decreases as the depth of interaction of the impacting ion becomes too great for displaced atoms to back scatter to the surface. In the case of graphite, the majority of the displaced material comes from the top few atomic layers [36].



With the correct combination of incident energy and target mass it is possible for the sputtering yield to exceed unity, i.e., more than one atom leaves the surface for every particle impacting it. This quickly leads to what is called the catastrophic 'lcarbon bloom," i.e., self accelerating sputtering of carbon. As can be seen in Fig. 12b, this problem is worst for carbon self-impacts at grazing angles to the surface. 4.2 Chemical erosion



For intermediate temperatures from 400-1000°C (Fig. 1l), the volatilization of carbon atoms by energetic plasma ions becomes important. As seen in the upper curve of Fig. 11, helium does not have a chemical erosion component of its sputter yield. In currently operating machines the two major contributors to chemical erosion are the ions of hydrogen and oxygen. The typical chemical species which evolve from the surface, as measured by residual gas analysis [37] and optical emission [38], are hydrocarbons, carbon monoxide, and carbon dioxide. The interaction of hydrogen with graphite appears to be highly dependent on the ion species, material temperature, and on the perfection of the graphite. This is illustrated in Fig. 13 which shows typical bell shaped erosion yield curves for hydrogen and deuterium. The shape of the yield curve is influenced by the competition for hydrogenation from the sp2 and sp3hybridization states [39-421, and for undamaged pyrolitic yields a relative maxima at -280-330°C [43]. The lowest curve of Fig. 13 gives the total chemical erosion yield for pyrolitic graphite exposed to hydrogen plasma. The rate of formation of CH,, CH,, and complex hydrocarbons from atomic hydrogen in well graphitized material is fairly low, unless the material is altered (damaged) in the near surface layer. For pyrolitic graphite which has been pre-irradiated (Le., damaged) by high energy D+ or H*
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Fig. 12. Sputtering yields for graphite as a function of (a) temperature and (b) incident angle.



416 ions, the total erosion yield following exposure to low energy hydrogen increases dramatically. This is illustrated in the upper curves of Fig. 13 which shows more than an order of magnitude increase in erosion yield over the undamaged case. This increased carbon loss has been attributed to the creation of active sites for H" attachment [44,45]. This structurally dependent mechanism is supported by data due to Phillips et al. [46] showing a factor of two difference in erosion yield between h g h and low quality pyrolitic graphite. Chemical erosion can be suppressed by doping with substitutional elements such as boron. This is demonstrated in Fig. 14 [47] which shows data for undoped pyrolitic graphite and several grades of boron doped graphite. The mechanism responsible for this suppression may include the reduced chemical activity of the boronized material, as demonstrated by the increased oxidation resistance of B doped carbons [48] or the suppressed difision caused by the interstitial trapping at boron sites. Oxygen is the most damaging impurity in current tokamaks because of its presence in the molecular form, or as water vapor, and its tendency to be strongly adsorbed by carbon PFMs. Consequently, oxygen impurities have a large impact on the plasma performance, as well as erosion. It has been clearly demonstrated that the carbon flux away from the first wall is du-ectly related to the evolution of oxygen. Typically, the oxygen enters the plasma from the PFMs in the form of CO or CO,. Without special PFM surface treatment, such as plasma glow discharge and bakeout of the surface material, these fluxes dominate the surface erosion. For this reason, extensive research has been conducted into modification of graphite surfaces with impressive success in enhanced plasma performance [49]. These improvements are due less to suppressed carbon erosion, than to the decrease in the amount of oxygen released from the graphite. Towards this end, graphites have been modified to incorporate thermally and physically sputter resistant oxides through the formation of carbides with titanium [49], boron [50, 5 11, beryllium [52], and silicon [53]. A comprehensive review of the hydrogen and oxygen problem is given by Vietzke and Haaz [54], as well as a current article on the surface treatment of graphite wall by Winter [49]. Surface treatments, while extremely effective for the current day short pulse tokamaks (pulses typically less than a few seconds), are of limited value for the next generation (quasi-steady state) machines because of the significant surface erosion expected. However, if the entire graphite PFM were altered, rather than a surface layer, the beneficial effects would be gained regardless of how much erosion occurs. Promising results have been obtained by doping graphite with boron, which is a substitutional element in the graphite lattice and at higher concentrations forms stable carbides, and thus traps migrating interstitials and alters
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Fig. 14. Chemical yield as a function of temperature for boron doped graphites.



the electronic structure of the material. Boron doping [55] has been shown to both reduce the erosion due to oxygen and to significantly reduce the sputtering yield due to methane formation. However, other factors, such as the drastic reduction in thermal conductivity which occurs in boronized graphite, need to be factored into the overall picture.



4.3 Radiation enhanced sublimation The limiting temperature for graphite use in fusion systems is defined by thermal sublimation (-1500-20OO0C). However, a process which is very similar to thermal sublimation (in cause and in effect) appears to define the current temperature limit. This phenomenon, which is known as radiation enhanced sublimation (RES), is not clearly understood but dominates above a temperature of about 1000°C and increases exponentially with increasing temperature. The process responsible for initiating RES follows from the earlier discussion of radiation damage in graphite. Specifically, in a displacement event a Frenkel pair



419 is created. The interstitial has a low (-0.5 eV) migration energy, is quite mobile between the basal planes, and thus lffuses readily. Some fraction of these interstitials recombine at vacancy sites, which are essentially immobile below about 600°C (migration energy -4 eV). Other migrating interstitials can be trapped by microstructural defects or can coalesce into simple clusters, thus limiting their mobility. However, some fraction of the interstitials diffuse to the surface of the graphite and thermally sublime. The thermal sublimation of radiation-induced interstitials is essentially RES, and must be lstinguished from both physical and chemical sputtering. Time of flight measurements have shown that the thermal energy of RES ions have a Maxwellian energy distribution, which is directly coupled to the mean surface temperature [56]. This clearly dfferentiates RES atoms from physically sputtered atom, which exhibit highly anisotropic energy distributions. RES atoms are also distinguished from thermally sublimed species in that only single carbon atoms are detected, where as single atom and molecules (C2, C3, ...) are found during thermal sublimation. The effect of RES in the next generation of high surface particle flux fusion systems is presently unclear. Evidence suggests that the erosion yield does not scale linearly with flux, as physical sputtering does, but may in fact decrease significantly with increasing flux [57]. Moreover, as with chemical erosion, the inclusion of interstitial boron into the crystal lattice decreases RES and shifts the threshold to higher temperatures. Boron will volatilize above -15OO0C, thus limiting the PFM temperature to 2800"c), or by including a halogen purification stage in the manufacture of the cokes or graphite. In its perfect form, the crystal structure of graphite (Fig. 2) consists of tightly-bonded (covalent) sheets of carbon atoms in a hexagonal lattice network [6]. The sheets are weakly bound with van der Waals type bonds in an ABAB stacking sequence with a separation of 0.335 nm. The crystals in a manufactured, polygranular graphite are less than perfect, with approximately one layer plane in every six constituting a stacking fault. The graphite crystals have two distinct dimensions,the crystallite size Lameasured parallel to the basal plane



434 and the dimension L, measured perpendicular to the basal planes. In a coke-based nuclear graphite, values of La 80 nm and L, 60 nm are typical [7].
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Fig. 1. The major processing steps in the production of a conventional polygranular graphite.



Fig. 2. The crystal structure of graphite.



435 Typical nuclear graphite microstructures are shown in Fig. 3. The Gilsonite filler coke used in IM1-24graphite [Fig. 3(b)] is clearly visible. High density graphite (HDG) and pile grade A (PGA) graphites, (a) and (d) in Fig. 3 respectively, contain a needle coke filler, which takes its name from the acicular pores in the coke. The size of the needle coke particle is markedly different in the two graphites, as is the general structure of the material. Graphite (c) in Fig. 3 (grade SM2-24) has a mixture of needle and Gilso-coke fillers. As discussed by Heintz [8], the coke structure can have a major influence on the properties of a graphite artifact. Indeed, by careful selection and preparation of the coke, and forming method, it is possible to produce an isotropic graphite. Another striking difference in the structure of the graphites in Fig. 3 is the size and shape of the pores within the graphite. The pore structure has a significant effect on the behavior of a nuclear graphite during service. First, it provides accommodation for irradiation-induced crystal strain (see later discussion). Second, the pores transport the reactor coolant gas into the graphite where it (or the impurities in the coolant gas) may react and gasify the graphite (see later discussion of radiolytic oxidation). Finally, the pore structure controls the fracture behavior of a graphite [9,10].The properties of some common nuclear grade graphites are given in Table 4.
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Fig. 3. Typical microstructures of four nuclear grade graphites: (a) high density graphite (HDG); (b) M1-24, a Gilsonite coke graphite; (c) SM2-24, a Gilsonite and needle coke containing graphite; and (d) pile grade A (PGA), a needle coke graphite. In the figure G denotes Gilsonite filler coke, N denotes petroleum (needle) filler coke, and B denotes binder
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Table 4. Physical and mechanical properties of some common nuclear graphites[l l-191



Forming Grade



Bulk Density glcm'



StrengthbMPa



Elastic Modulusb GPa



Tensile



Bend



Comp.



Thermal Cond? WlmK



CTEb 1OdK-'



Source



Method"



PGA



U.K.



E



1.74



1215



17111



19/12



27127



2001109



0.912.8



SM2-24



U.K.



M



1.7



818.5



12



19



47



__



--



U.K./Fr.



E



1.8



13/10



25117



32/26



70163



1301135



413.8



IM 1-24



U.K.



M



1.81



11



27.5



23



70



131



4.3



AGOT



U.S.A.



E



1.7



1018



1019



16113



41/41



2271138



2.213.8



H-45 1



U.S.A.



E



1.75



1119.6



15/13



20124



60160



1501135



3.514.5



Germany



M



1.78



9.919.2



15/14



261232



67163



125



4.714.9



IG-110



Jzlpm



I



1.75



10



25



34



71



1241138



413.6



TSX



U.S.A.



E



1.7



1413.8



--



2517



--



__



1I4



GR-280



Russia



E



I .72



6.515



7.616



--



34124



103189



3.214.9



GR2-125



Russia



E



1.85



1218.5



1518



--



59159



1601100



3.915.2



Pitch-coke



ASR- 1RS



aE-extruded,M-molded, I-isostatic pressing;



to the forming axis



437 1.4 Historical use of graphite as a nuclear moderator Graphite has been used as a nuclear moderator for over 50 years. The earliest reactors were comprised of stacks or “piles” of graphite blocks. In 1942, when a group of scientists led by Enrico Fermi [20] attempted to produce a self-sustaining nuclear chain reaction, graphite was chosen as the moderator because it was the only suitable material available. This f i s t nuclear pile, designated CP-1, was constructed on a squash court under the stands of Stagg Field at the University of Chicago, and contained some 385.5 tons of graphite, the vast majority being grade AGOT manufactured by the National Carbon Company [20]. The world’s f i s t nuclear chain reaction was produced in CP-1 on December 2, 1942. The design of Fermi’s reactor was based on data obtained from his earlier experiments at Columbia University aimed at determining the multiplication factor (k),the ratio of the number of neutrons in any one generation to the number of neutrons in the previous generation [21]. A sustained nuclear chain reaction will occur when k > 1. By the time CP-1 was being constructed in the spring of 1942, the value of k, = 1.007 had been estimated for a uranium metal-graphite pile with sufficient accuracy to make a chain reaction in an infinite system a practical certainty [22]. However, control of the reaction, once initiated, was subject to considerable uncertainty. CP-1 was assembled in an approximately spherical shape with the purest graphite in the center. About 6 tons of uranium metal fuel was used, in addition to approximately 40.5 tons of uranium oxide fuel. The lowest point of the reactor rested on the floor and the periphery was supported on a wooden structure. The whole pile was surrounded by a tent of rubberized balloon fabric so that neutron absorbing air could be evacuated. About 75 layers of 10.48-cm(4.125-in.) graphte bricks would have been required to complete the -790-cm diameter sphere. However, criticality was achieved at layer 56 without the need to evacuate the air, and assembly was discontinued at layer 57. The core then had an ellipsoidal cross section, with a polar ra&us of 209 cm and an equatorial radius of 309 cm [20]. CP1 was operated at low power (0.5 W) for several days. Fortuitously, it was found that the nuclear chain reaction could be controlled with cadmium strips which were inserted into the reactor to absorb neutrons and hence reduce the value of k to considerably less than 1. The pile was then disassembled and rebuilt at what is now the site of Argonne National Laboratory, U.S.A, with a concrete biological shield. Designated CP-2, the pile eventually reached a power level of 100 kW [22].



43 8 In early 1943, construction began on the X-10 reactor at what is now the Oak Ridge National Laboratory, U.S.A. The air-cooled X-10 reactor contained some 400 tons of moderator graphite, 274 tons of reflector graphite, and was rated at 3.5 MW(t). Criticality was achieved in November 1943 [22]. Also, construction commenced on the fist reactors at the Hanford (U.S.A.) site in 1943. The mission of the Oak Ridge and Hanford reactors was the production of weapons grade U and Pu under the auspices of the U.S. Government's Manhattan Project. It is worth noting that the first irradiated fuel was discharged from the Hanford B reactor less than two years after the historic demonstration of a self-sustainingnuclear reaction in CP- 1 [23]. The early Hanford reactors [23] were designed to operate at 250MW(t), significantly higher than the X-10 reactor. They had a core volume of 654 m3 and contained 1200 tons of moderator graphite and 600 tons of reflector graphite [22]. The reactors were surrounded by a CO,/He gas mixture and were water cooled. In the U.K., two graphite moderated research reactors, the Graphite Low Energy Experimental Pile (GLEEP) and the British Experimental Pile Zero (BEPO), were built at Harwell. BEPO was rated at 6.5 MW(t), contained 310 tons of moderator graphite and 540 tons of reflector graphite, and was air cooled. BEPO went critical in July 1948 [22]. The construction of two graphte moderated production reactors at Windscale U.K. followed. The reactors were rated at 160 MW, were air cooled and went critical in 1950 and 1951. Both Windscale reactors were shutdown in 1957 [24]. Similar developments occurred in France, with the G1 reactor (criticality achieved January 1956), and in the U.S.S.R. [22].



2 Graphite Moderated Power Producing Reactors A variety of graphite moderated reactor concepts have evolved since the first aircooled reactors of the 1940s. Reactors with gas, water, and molten salt coolants have been constructed and a variety of fuels, and fissile/fertile fuel mixtures, have been used. The evolution and essential features of graphite moderated power producing reactors are described here, and details of their graphites cores are given. 2. I Gas-cooled reactors



2.1.1 Magnox reactor (U.K.) The Magnox reactor concept owes its origins to a design study conducted at Harwell, U.K., during the early 1950s. The reactor was designed with the dual role of plutonium and power production, and was known by the code word PIPPA



439 (pressurized pile producing power and plutonium) [26]. The inherently stable graphite-moderated gas-cooled reactor concept was adopted over the water-cooled, graphite-moderated design, which was used for the Hanford, U.S.A, reactors, because of the lack of remote sites in the densely populated U.K. [27]. Early in the design it was decided that the reactor would be fueled with natural-uranium, and thus the moderator had to be either graphite or heavy water. The latter option was dismissed on the basis of cost. Wasteful neutron capture occurs in the graphite, coolant gas, and fuel cladding. Therefore, considerable effort was expended in selecting appropriate materials for the PIPPA design. The moderator graphite, Pile Grade A (PGA), was manufactured from a particularly pure coke, thus reducing its neutron capture cross section substantially relative to the graphites used in earlier experimental reactors such as BEPO. The choice of fuel canning materials was limited to those with low capture cross section, such as beryllium, magnesium, aluminum, and zirconium. Beryllium was hard to obtain, difficult to fabricate, and is highly toxic. Zirconium was impossible to obtain in the hafnium-free state essential for reactor applications. Therefore, only aluminum and magnesium were considered viable. Magnesium, at the time of the PIPPA design study, had not been used in reactor applicabons because its low neutron capture cross section only became known in 1948 [26]. One significant advantage that magnesium has over aluminum is its lack of reaction with the uranium fuel. After careful metallurgical investigation of various magnesium alloys, a Mg-Q.S%Al-Q.Ol%Bealloy which exhibited low oxidation was selected [28]. The use of this alloy for the fuel cladding led to the eventual adoption of the reactors familiar Mugaox name ( w n e s i u m non-midizing). The need to keep neutron absorbing metal out of the core led the designers away from the use of liquid metal coolant, or water coolant running through the core in metallic tubes. A gas chemically compatible with graphite, enabling it to flow directly through the moderator, thus appeared to be the only option. A study of potential cooling gases for PIPPA concluded that helium would be the most suitable gas because of its excellent heat transfer properties and chemical inertness. However, helium was unavailable in the U.K. in sufficient quantities, and import from the U.S.A. was restricted by the MacMahon Act. Other potential gases were rejected because of chemical incompatibility with graphite and metals, excessive neutron absorption, poor stability under irradiation, induced radioactivity, or poor heat transfer characteristics. Carbon dioxide emerged as the inevitable compromise. Although CO, is somewhat inferior to helium as a coolant, it had the



440 advantage of being plentiful, inexpensive, commercially pure, and easy to handle. Initial concerns that the reaction of CO, and graphite in the presence of radiation (Radiolytic Oxidation-Section4) would be excessive were proved to be unfounded, and this cleared the way for the detailed design of a CO, cooled, graphitemoderated reactor.



In designing the graphite core several requirements had to be met. Stability and alignment had to be preserved in the core; the shape and linearity of the fuel and control rod channels had to be maintaind, fracture of the graphite at the channel wall had to be avoided; irradiation-induceddimensional changes within each block, and across the core, could not adversely effect the safety or performance of the core; the graphite blocks had to possess sufficient strength to not fail under thermally induced stresses; transient and steady state temperature gradients across the blocks could not cause instability; coolant leakage from the fuel channels had to be minimized; neutron streaming and leakage from the core had to be minimized; and the core had to be economic in its use of graphite. Prior to the PIPPA design study all of the graphite reactors built had the axis of the he1 and core horizontal. This concept was rejected for the PIPPA because support of the heavy graphite core from the surface of the pressure vessel proved to be an intractable problem [26]. While a vertical arrangement complicated the insertion, support, and removal of the uranium fuel elements, it allowed for a fail-safe gravity feed control rodreactor shutdown system. Therefore, a vertical axis graphite pile was adopted, built up from individually machined blocks to produce a 24-sided prism about 36 ft (10.97 m) across, with a height of about 27 ft (8.23 m). The core consisted of some 32,000 graphite blocks each weighing about 100 Ibs (45.4 kg) and measuring 25 in. (63.5 cm) in length and about 8 in. (20.3 cm) square. The core mass of about 1454 tonnes was supported on a steel grid framework about 4 ft (I .22 m) thick. The thermal expansion mismatch between the steel grid and the graphite core was accommodatedby supporting the graphite on small steel rollers. Radial keyways located the stack in the pressure vessel. By the end of 1952 it was certain that a PIPPA design had been produced which could and should be built. A summary report was prepared in January 1953, and soon after approval was granted for construction of the first two Magnox reactors at Calder Hall. Before the first reactor went critical in 1956 work had started on a further two reactors at Calder Hall, and all four were at power in 1959. Construction at Chapelcross, in the southwest of Scotland, began in 1955. The fist



441 reactor was at power in 1959 and all four at Chapelcross were in operation by early 1960. The first eight Mugnox reactors were, therefore, designed, constructed, and commissioned within nine years. The construction of the eight dual-purpose Mugnox reactors was followed by an expanded civil construction program in the U.K. and overseas (Latina, Italy and Tokai, Japan). Moreover, conceptually similar reactors were built in France (G2/G3, Chinon Al, A2 & A3, St. Laurent A1 & A2, and Bugey) and Spain (Vandellos) [29].



A total of nine commercial twin Magnox reactorlpower plants were built in t h e U.K. (Table 5), culminating with the Wylfa reactors which began operation in 1971. The Mugnox reactors at Wylfa each have a graphite core with a diameter of 18.7 m, a height of 10.3 m, amass of 3740 tonnes, and contain 6150 fuel channels. Wylfa's net electrical output is 840 MW from two 1600 MW(t) reactors, substantially larger than the 150 MW(t) reactor with an electrical output of 35MW envisaged in the PIPPA design study! Table 6 shows key reactor parameters for several of the U.K. Magnox reactors, and illustrates the evolution of the Magnox reactor design. Table 5. Commercial Magnox power plants in the U.K. [29]



Location Berkeley Bradwell Hunterston A Hinkley A Trawsfynydd Dungeness A Sizewell A Qldbury Wylfa a



Commissioning Date



Coolant Pressure (MPa)



1962 1962 1964 1965 1965 1965 1966 1968 1971



0.9 0.9 1.o 1.3 1.6 1.8 1.9 2.4 2.7



(c) = cylindrical, (s) = spherical. m two reactors



'Continuous maximum, net h



Reactor Vessela Steel(c) Steel(s) Steel(s) Steel(s) Steel(s) Steel(s) Steel(s) Concrete(c) Concrete(c)



Ratingb Frw(e>I 276 245 300 43 0 390 410 420 416 840



Table 6. Key parameters of several U.K. Magnox reactors [30] Reactors Parameters General Output net output gross No. of reactors Heat outputheactor Inlet gas temp. Outlet gas temp. Net thermal effic.



Units MWe Mwe MWth "C "C



Calder Hall 240 4 272 150 345



Berkeley



276 334.4 2



TEIWSfjmydd



--



390 474.8 2 860



167 350 21.83



360 24.34



180



Wylfa



840 1001.6 2 1600 23 0 360 25.78



(1979/80)



Pressure vessel Material Geometry Steel thickness Internal diameter Internal height Working pressure Graphite moderator Active core diameter Active core hieght Specific power Diameter over flats Overall height Overall weight No. of fuel channels Lattice pitch Max thermal flux Fuel Weight of U/reactor Specific power Mean irradiation Turbo-alternators No. per station Capacity



steel cylindrical



steel cylindrical



mm m m bar



51 11.28 21.24 6.8



76.102 15.2 24.2 9.6



89.0 18.3
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27.0



m m MW/m' m m m



9.45 6.4 0.61 10.97 8.23 1158 1696 203
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14.6 9.1 1938 3265 203 1 . 7 1~013



13.7 7.9 0.76 14.6 8.3 1900 3740 197 2x10'3



17.4 9.1 0.74 18.7 10.3 3740 6150 197 2.0~1013



t kWkg MWD/t



111 2.4 3500



23 1.45 2.4 4300



280 3.1 1 4300



595 3.16 4755



MW



8 30
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steel concrete spherical spherical



__



--



2.1.2 Advanced gas-cooled reactor, AGR (U.K.) The large physical size of the later Mugnox stations, such as Wylfa, led to the development of the more compact advanced gas-cooled reactor (AGR) design [311 that could utilize the standard turbine generator units available in the UK. Stainless-steel clad, enriched uranium oxide fuel can tolerate h g h e r temperatures



443 than Magnox fuel, allowing higher coolant outlet temperatures in the AGRs. Llke the Magnox reactors, the AGR has a graphite core and utilizes carbon dioxide gas coolant. The entire core, the boilers, and the gas circulators are enclosed in a prestressed concrete vessel. A typical AGR station in the U.K. [3 11has twin 660 MW(e) nominal reactors with the major performance parameters listed in Table 7. Initial experience and confirmation of the operating characteristics of the AGR were gained fromthe 30 MW(e) prototype AGR at Windscale, U.K. (WAGR) [32]. Seven AGR stations have been constructed in the U.K.- Dungeness B, Hartlepol, Heysham I&II, Hunterston B, Hinkley Point B, and Torness. Table 7. The major performance parameters of a typical AGR (Heysharn II and Torness design) [33]



Parameter Reactor heat Number of fuel channels



Mean fuel channel power Circulator gas outlet temperature Mean fuel channel outlet temperature Gas circulator total flow Gas circulator pressure rise Gas circulator power consumption per reactor Gas circulator outlet gas pressure Steam generator steam flow Steam pressure at turbine inlet Steam temperature at turbine inlet Steam generator feedwater temperature



Value 1550 MW(t) 332 4.7 MW(t) 229°C 635°C 4271 kg/s 0.2896 MPa 42.6 MW(e) 4.36 MPa abs 500 kg/s 16 MPa abs 538°C 156°C



The AGR reactor core is a six-sided prism of stacked graphite bricks connected at the periphery to a steel restraint tank. Integral graphite and steel shelds are incorporated into the graphite structure above, below, and surrounding the active core, thus reducing radiation levels and making it possible for personnel to enter the pressure vessel. The graphite moderator bricks are penetrated from the bottom to the top of the core by 332 channels containing fuel stringers. Interstitial channels, interspersed amongst the fuel channels, contain the control rods. Figure 4 shows the graphite moderator bricks from a typical AGR core (Hinkley Point B) under construction. The control rods consist of axially-linked, articulating tubular sections that contain boron-doped stainless steel. The graphite fuel bricks are additionally penetrated by axial holes which allow access of methane to the inner portions of the graphite brick. The methane is added to the carbon dioxide coolant as a radiolytic corrosion inhibitor (see Section 4).
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Fig. 4. A typical advanced gas-cooled reactor graphite core (Hinkley Point B under construction) [I 11.



The graphite core is located within a steel envelope called the gas baffle, which provides for reentrant cooling of the graphite structure (Fig. 5). Cooled carbon dioxide is drawn from the bottom of the steam generators by the gas circulators and discharged into the plenum below the core inside the gas baffle. About 30% of the gas flows directly into the fuel channel inlets, while the remainder (reentrant flow) passes up the annulus surrounding the core, returns down through the core in passages between the outer graphite sleeves of the fuel element assemblies and the graphite core bricks to the fuel channel inlets at the bottom of the core, were it combines with the cool gas flowing directly from the circulators (Fig. 5). The purpose of the reentrant flow is to cool the moderator bricks and the core restraint system. The gas baffle serves to contain the reentrant flow and isolate it from the fuel channel hot outlet flow. The hot gas passes up through the plenum above the graphite core in guide tubes which penetrate the thermally insulated top of the gas baffle, and then flows to the top of the steam generators. The entire core structure sits on a support grid (diagrid) which is itself supported by the skirt that forms the lower end of the gas baffle cylinder. The skirt is welded to the pressure vessel liner and includes an anchorage arrangementthat ensures structural loads are transmitted to the concrete foundation of the pressure vessel bottom slab.
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Fig. 5. The gas flow path of an AGR Note the flow is reentrant, i.e., a fraction of the cool gas from the circulator flows up around the outside of the core entering the core from the top, then flows downward through the core, between the moderator and fuel element assembly, to the bottom where it mixes with the cool gas from the circulator and flows up the fuel channel inside the graphite fuel sleeves to the steam generators. Reprinted from [33], 0 1977 Wilmington Business Publishing, Dartford, U.K., with permission.



Four steam generators, each consisting of three separate factory assembled units, are positioned in the annulus between the gas baffle and the inner wall of the pressure vessel. After passing down through a steam generator, the cooled carbon dioxide gas discharges into one of the quadrants of the circulator annulus which forms the entry plenum for eight 5.2 MW gas circulators mounted horizontally through the vessel side wall. This plenum is isolated from the boiler annulus by the main gas seal and is divided into four quadrants by division plates so as to form four reactor cooling circuits, each comprising one steam generator and two gas circulators in parallel. The steam generators supply two 660 MW(e) nominal turbines.



446 The fuel assembly consists of a fuel stringer and a fuel plug unit. The fuel stringer is comprised of eight 36-pin fuel elements stacked one above the other and suspended from the fuel plug unit by a tie bar. The fuel pins consist of enriched uranium oxide pellets clad in stainless steel and supported in steel grids mounted in a graphite sleeve. The fuel plug unit controls the coolant flow through the fuel stringer and also forms the shield and seal for the standpipe through which the fuel stringer is loaded into the reactor. Several grades of graphite are used in the AGRs. The core bricks (Fig. 4) are machined from the isotropic nuclear grade IM1-24 (Section 1.3). Isotropy is achieved in Ih41-24 graphite by utilizing the spherical Gilsonite coke and a molding process to form the graphite. The result is a moderator graphite with more than twice the strength of its predecessor, PGA. Moreover, the isotropic behavior of the graphite has significant advantages with respect to its response to radiation damage. The reflector region of the AGR core contains grade SM2-24, a molded graphite made from a blend of needle coke and Gilsonite coke filler. The AGR fuel sleeves are made from pitch-coke graphite, which is produced from coal-tar pitchderived coke and formed by extrusion. 2.1.3 Dragon Reactor Experiment, DRE (Euratom) The High Temperature Reactor Project, or Dragon Reactor Experiment @RE) as it was more commonly known (located at Winfrith, Dorset, U.K.), went critical on August 23, 1964 [34]. Dragon was an experimental 20 MW(t) reactor with helium coolant at a working pressure of 2 MPa and an outlet temperature of -750"C, significantly hotter than the AGR coolant outlet temperature of 630°C. Although the DRE was not a power producing plant, its status as a first-of-its-kind hightemperature gas-cooled reactor (HTGR) makes it worthy of inclusion here. The DRE's mild steel pressure vessel was 17.8 m high with a maximum diameter of 3.4 m 11291. A reentrant jacketed coolant flow arrangement maintained the walls of the vessel and heat exchangerlcirculator branches at their optimum temperature of -300°C. The helium flowed upwards through the core, entering at 370"C, and emerging at an average temperature of 810-830°C. A fraction of the total primary coolant flow, varying between 15 and 25%, bypassed the core and,therefore, the gas temperature at the primary heat exchangers was somewhat lower, typically 720°C. The DRE core assembly consisted of 37 fuel elements 2.4 m in length, each comprised of a cluster of seven hexagonal section rods with ribs to separate them and provide a space for coolant flow. The central core section of each rod (1.4 m length) consisted of a graphite tube surrounding a stack of annular fuel compacts with a central graphite spine. The rod clusters were eventually replaced with a block type fuel element which was more representative of the core structures proposed for high temperature power reactors [34]. The radial graphite reflector



447 consisted of a fixed outer region of rigidly stacked blocks and two inner rings of vertical pillars which pivoted on a base plate. The thu-ty inner pillars were penetrated by channels, 24 of which served as control rod ducts. These inner columns were replaceable by means of the charge machine. The high neutron flow into the reflector, and the small core volume (1.4 m3), allowed the reactor to be controlled by absorbers outside the core-reflector interface. The DRE was fueled with 93% enriched uranium [34] and a fissile/fertile fuel mix. The latter was employed in only 10 of the 37 elements because of the heavy neutron loss. Initially the fertile component was thorium, but later u8U was utilized [29]. The Dragon reactor represented a departure from previous designs in that it did not have metallic clad fuel. Rather, a coated ceramic fuel bound in a carbon matrix (see Section 5) was clad in an entirely graphite structure. The initial Dragon design called for a fully emitting fuel from which the gaseous fBsion products freely escaped. The fuel design was changed to the fission product retaining coated particle type in May 1963. However, considerable effort had been expended on the development of low-permeabilitynuclear graphites as a consequence of the earlier fuel design. The gaseous fission products were to be purged from the fuel by a helium purge passing over the annular fuel bodies, through a location spike on which the fuel elements rested, to the fission product cleanup system. The purge flow was reduced to an acceptable level by using a low permeability fme-grained graphite. The selected graphite (Morganite Carbon Limited, grade EY-9) had to be subjected to additional processing to reduce its permeability to an acceptable level. This process, developed by the Royal Aircraft Establishment, Farnborough, U.K. [35],involved impregnation of the porous carbon with fbrfuryl alcohol, or a furan derivative to which a suitable polymerization catalyst had been added. The impregnant resin was cured in situ and pyrolyzed to 1QQQ"C to leave a carbon deposit in the pore network. T h s process was carried out repetitively until the permeability was sufficiently reduced. Attaining grade EY-9 at nuclear purity proved to be problematic because the graplvte picked up excessive boron during graphitization at the Morganite plant. Eventually, the material was purchased from Morganite in the baked stage and shipped to Compagnie Pechiney, France, fox combined purification and graphitization at 2700°C. The graphite was then returned to the U.K. for impregnation,regraphitization, and outgassing at Winfrith. The switch to coated particle fuel and the realization that the high temperature (>900°C) irradiation stabihty of EY-9 was unacceptable (EY-9 contained a signifcant portion of small crystallites due to the carbon black filler used), caused a change in the Dragon graphite development program away from fine-grained materials to coarser isotropic and near-isotropic graphites [34].



2.1.4 Peach Bottom (U.S.A.) The HTGR designed by the General Atomic Company and constructed at Peach Bottom, Pennsylvania, U.S.A., was a 40 MW(e) experimental power plant which was similar in many respects to the Dragon reactor. Peach Bottom started commercial operation on June 1,1967, and ceased operation on October 31,1974 [36]. The major performance parameters of the Peach Bottom Reactor are shown in Table 8. Table 8. The major performance parameters of the Peach Bottom Reactor [29]



Parameter



Value



Coolant



Helium



Pressure Core inlet temperature Core outlet temperature Steam temperature Steam pressure Net thermal efficiency Reactor thermal output Net electrical power Pressure vessel Diameter Height Core Effective Diameter Active height Specific power Fuel element diameter Fuel element length Number of fuel elements Reflector thickness Control rods Normal operating-rods Shut-down rods Fuel life at full power



2.4 MPa 344°C



728°C 538°C 10.00 MPa 34.6% 115 MW(t) 40 MW(e) 4.3 m 10.8 m 2.8 m 2.3 m 8.1 MWIm’



8.9 cm 366 cm



804 61 cm 36 19 900 days



The fuel for the Peach Bottom reactor consisted of a uranium-thorium dicarbide kernel, overcoated with pyrolyhc carbon and silicon carbide which were dispersed in carbon compacts (see Section 5), and encased in graphite sleeves [37]. There were 804 fuel elements oriented vertically in the reactor core. Helium coolant flowed upward through the tricusp-shaped coolant channels between the fuel elements. A small helium purge stream was diverted through the top of each element and flowed downward through the element to purge any fission products leaking from the fuel compacts to the helium purification system. The Peach



449 Bottom 1 prototype HTGR operated successfully in all respects under the auspices of the US.Atomic Energy Commission’sPower Reactor Demonstration Program. However, its size (only 40 MW) was insufficient to justify continued commercial operation. 2.1.5 Fort St. Vrain (U.S.A.) The 330 W ( e ) Fort St-Vrain Nuclear Generating Station was the first commercial-size HTGR to employ the multihole fuel block design developed by Gulf General Atomic in the U.S.A. [38]. The construction permit for the plant was received in September 1968 [39] and construction was essentially complete in August 1971 [38], with initial criticality being attained on January 31, 1974. The major performance parameters of Fort St. Vrain are given in Table 9. The fuel was of the Triso particle type (see Section 5 ) with kernels of fissile uranium dicarbide (93% enriched) or fertile thorium dicarbide [40].



TabIe 9. The major performance parameters of the Fort St. Vrain HTGR [29,38-401 Parameter Coolant Pressure Core inlet temperature Core outlet temperature Steam temperature Steam pressure Net thermal efficiency Reactor thermal output Net electrical power Concrete pressure vessel cavity Diameter Height Core Effective Diameter Active height Specific power Fuel element (distance across flats) Fuel element length Number of fuel elements Number of fuel columns Reflector thickness (average) Number of reheling regions Control rods Normal operating-rods B,C Reserve shut-down channels Fuel life at full power



Value Helium 4.83 MPa 4OOOC 77OOC 538°C 16.5 MPa 38.5% 842 MW(t) 330 MW(e) 9.45 m 22.9 m 5.94 m 4.75 m 6.4 MWfm3 36.07 cm 78.74 cm 1482 247 118.9 cm 37 37 (pairs) 37 6 years



450 The reactor core was made up of stacks of hexagonal graphite blocks. Each fuel element block had 210 axial fuel holes and 108 axial coolant holes (Section 5, Fig. 14). The fuel particles were formed into a fuel compact (Section 5.3) and sealed into the fuel channels. The core was divided into 37 regions, each containing 7 columns, except for the 6 regions at the core periphery which each contained 5 columns. The center column fuel elements and top reflector additionally contained three control rod channels, two for the operational rods and one for the B,C reserve shutdown material. Each fuel region was centered beneath a reheling penetration in the prestressed concrete pressure vessel. During operation each of the penetrations contained a control rod drive and a controllable orificing assembly to control coolant flow. The coolant gas exited the bottom of the steam generators at 400°C and flowed around the core in the anndus between the inner surface of the concrete vessel's steel liner and the metallic core barrel. It entered the core from the top and flowed down through the fuel elements, mixing in the plenum beneath the bottom reflector before it entered the top of the steam generators at 770°C. A conventional extruded needle-coke nuclear graphite, grade H-327, was selected for the fuel elements. Later, the fuel element graphite was changed to H-451, a near isotropic grade (Table 4). The radial reflector was composed of two parts. Immediately surrounding the core were replaceable reflector elements which were essentially identical to the fuel elements. The reflector elements were arranged in columns, but did not contain coolant or fuel channels. The reflector elements, along with those on the top and bottom of the core, were replaced when their associated fuel region was replaced. The second part of the r a d d reflector was the large permanent graphite blocks of irregular shape that surrounded the replaceable reflector and transitioned the hexagonal core brick shape to the cylindrical core barrel. The permanent reflectors were machined from grade PGX graphite.



The Fort St. Vrain HTGR was permanently shutdown in August 1988 [41]. The nuclear island performed well during the reactors 15-year life, although significant problems were encountered with some of the reactors non-nuclear support systems [29,38]. 2.1.6 The AVR and THTR-300 (Germany) The Arbeitsgemeinschaft Versuchsreaktor (AVR) and Thorim High-Temperature Reactor (THTR-300) were both helium-cooled reactors of the pebble-bed design [29,42,43]. The major design parameters of the AVR and THTR are shown in Table 10. Construction started on the AVR in 1961 and full power operation at I5MW(e) commenced in May 1967. The core of the AVR consisted of approximately 100,000 spherical pebble type fuel elements (see Section 5). The pebble bed was surrounded by a cylindrical graphite reflector and structural carbon



45 1 jacket [44]. The core bottom was conically shaped so as to funnel the fuel elements to the 0.5-m diameter pipe through which the fuel elements were discharged. The fuel elements were continuously added to the reactor core during reactor operation via five refueling pipes, passed through the core in about six months, and then entered the fuel element discharge pipe. Outside of the reactor the fuel elements were evaluated for their fuel burn-up and were either returned to defined regions of the core, or were removed for storage and reprocessing. Each element passed through the core, on average, ten times. Four graphite columns protruded into the reactor core, each containing a longitudinal bore hole for a shutdown control rod. For normal control the AVR made use of the negative temperature coefficient of reactivity, which allowed power level control exclusively by coolant gas flow rate variations. The helium coolant flowed upwards through the core and was heated from 275°C to 950"C, exiting through slits in the top reflector to the steam generator located above the core. The AVR reflector was constructed from grade AN2-500 graphite. Table 10. The major design parameters of the AVR and THTR-300 [29] Reactors Parameters



units



Net power output W(e) Thermal power MW Mean power density MW/m3 Core height m 3 Core diameter m Number of fuel elements Helium pressure MPa Absorber rods In-core In-reflector No. of steam generators Helium inlet temperature "C Superheated steam temperature "C Pressure vessel Material Outer diameter External height



m m



AVR 15 46 2.6 2.47 5.6 98000 1.09



THTR



300 750 6.0 6.0 675000 3.9



0 4 I 950 505



42 36 6 750 5501535



Steel



Prestressed concrete 24.8 25.5



5.8 24.9



Construction of the THTR-300 began in 1972. Completion of construction was originally expected in 1977, but first criticality was not achieved until September 13, 1983 [29]. Nuclear trials continued until May 31, 1987, and power operation started with handover of the plant on June 1, 1987 [43]. The reactor was shut down



452 in mid 1989, predominantly for political reasons [45]. Unlike the AVR, the THTR had a prestressed concrete pressure vessel. The reactor core consisted of a bed of 675,000 spherical graphite fuel elements each containing almost 1 g of uranium at 93% enrichment, and 10.2 g of thorium-232. The fuel elements were contained in a cylindrical graphite vessel approximately 6 m in height and 5.6 m in diameter. The graphite vessel served as the neutron reflector. The bottom graphite reflector was conically shaped and tapered down to a central fuel element discharge pipe 80 cm in diameter. Reactor operating control and shutdown was achieved with 42 incore rods which were inserted into the pebble bed, and 36 reflector rods which could be freely moved inside reflector control rod channels. Six electrically driven coolant gas blowers forced the helium to flow downward through the reactor core, where it was heated to 750°C by the spherical fuel elements. The coolant gas entered the hot plenum below the reactor core through holes in the bottom reflector and was then directed to the six steam generators via hot gas ducts. The helium exited the steam generators at 250°C and was redirected to the reactor core by the blowers. The fuel element h d l i n g system allowed continuous charging and discharging of the fuel. After discharge the fuel elements were automatically inspected for damage and those with unacceptable shape or dimensions were rejected. The elements were assessed for fuel burn-up and a process computer determined whether they were discharged or returned to the reactor core. The continuous refueling process assured that a uniform high burn-up was attained. The nuclear graphites used in the THTR-300 core [46] were manufactured by CompagniePechiney, France. Grade P W N , a Gilsonite-coke graphite, was used for the core components close to the pebble-bed, including the bottom reflector ( f i t layer), core support blocks, fuel element outlet tubes, layers No. 11 to 36 of the core chamber wall, the lower layer of the core chamber ceiling, and for dowels and thermal insulation cartridges in the core chamber wall. Grade PAN, a peh-oleum-coke containinggraphite, was used for the remainder of the core except for the bottom layer of the lower reflector, which was an ungraphitized version of grade PAN and served as a thermal insulator. 2.1.8 High Temperature Test Reactor, HTTR (Japan) The HTTR is an experimental helium-cooled 30 MW(t) reactor. The HTTR is not designed for electrical power production, but its high temperature process heat capability makes it worthy of inclusion here. Construction started in March 1991 E471 and first criticality is expected in 1998 [48]. The prismatic graphite core of the HTTR is contained in a steel pressure vessel 13.3 m in height and 5.5 m in diameter. The reactor outlet coolant temperature is 850°C under normal rated operation and 950°C under high temperature test operation. The HTTR has a primary helium coolant loop with an intermediatehelium-helium heat exchanger and a pressurized water cooler in parallel. The reactor is thus capable of providing



453 nuclear heat for process applications such as hydrogen production [48]. The principal design parameters of the HTTR are given in Table 1 1. Table 11. The principal design parameters of the HTTR [47,48]



Parameter



Value



Reactor thermal power Coolant Type Outlet temperature Inlet temperature Primary pressure Dir. of coolant flow Core Material Height Diameter Average power density



30 MW



Helium gas 85O0C/950"C 395°C 4 MPa Downward-flow Graphite 2.9 m 2.3 m 2.5 W/cm3



Fuel



Type Element type Enrichment Average enrichment Pressure vessel Material Height Diameter Containment type No. of coolant loops Plant lifetime



Low enriched UO,



Prismatic 3-10% 6Yo



Steel (2 1/4 Cr-1 Mo) 13.2m 5.5 m Steel containment 1



20 years



The prismatic fuel elements are in the form of hexagonal blocks (similar to the Fort St. Vrain HTGR). The active core consists of 30 fuel element columns and 7 control rod guide columns. Each control rod column contains three control rod penetrations, and is surrounded by six fuel elements. The active core is surrounded by a replaceable reflector composed of a layer of hexagonal graphite blocks. The permanent reflector surrounds the replaceable reflector and consists of large irregular shaped blocks that are attached to the cylindrical presswe vessel. The fuel elements and replaceable reflectors are made from grade IG-110 graphite, and the permanent reflector blocks are made from grade PGX graphite. Reactivity control is provided by individually supported control rods which penetrate the hemispherical top head of the reactor pressure vessel and enter into the fueled region and replaceable reflector region. Hot shutdown is acbeved by insertion of the nine pairs of reflector control rods, followed by the seven pairs of control rods



454 in the fueled region when the core temperature is -



2 a



m



m



s!



a.



10-~



1Q -'



5



io 45 20 APPLIED STRESS (MPa)



25



Fig. 22. The variation of probability, P,, with applied stress for H-45 1 graphite.



524 to calculating N. First, we assume that Pa is a true estimate of the mean pore area, which it is not, since we neglect many small pores, particularly in the coarser textured graphites. However, in the case of the AGX (for example), the graphite fracture process involves predominately the larger pores (>2000pm2)and therefore a true estimate of the mean pore size would actually be substantially smaller than those pores that are responsible for the materials fracture behavior. Second, it is assumed that the pore area fraction is the same as the volume fraction of porosity. The final microstructurally related parameter required for the Burchell fracture model is the bulk density. Several additional, non-microstructural,inputs are required for the fracture model: (i) Particle critical stress intensity factor, KIc. Here, the value determined in a previous study (K,, = 0.285MPaG)[3] was adopted for all four graplutes studied. This value is significantly less than the bulk K,, of graphites (typically -0.81.2MPafi). However, as discussed in the previous section, when considering fracture occurring in volumes commensurate in size with the process zone a reduced value of K,, is appropriate; (ii) the specimen volume, taken to be the stressed volume of the ASTM tensile test specimens specimen used to determine the tensile strength distributions; and (iii) the specimen breadth, b, of a square section specimen. For cylindrical specimens, such as those used here, an equivalent breadth is calculated such that the specimen cross sectional area is identical, i. e.,



where d is the diameter of the ASTM C 749 [58] specimen used.



6.7 Burchell fracture model performance The Burchell model's prediction of the tensile failure probability distribution for grade H-451 graphite, from the "SIFTING" code, is shown in Fig. 23. The predicted distribution (closed circles in Fig. 23) is a good representation of the experimental distribution (open circles in Fig. 23)[19], especially at the mean strength (50% failure probability). Moreover, the predicted standard deviation of 1.1 MPa compares favorably with the experimental distribution standard deviation of 1.6 m a , indicating the predicted normal distribution has approximately the correct shape. As described above, the code "SIFTING" requires several microstructural inputs in order to calculate a failure probability distribution. We are thus able to assess the physical soundness of the Burchell model by determining the change in the predicted distribution when microstructural input parameters, such as particle or pore size, are varied in the "SIFTING" code. Each microstructural input parameter



525 Table 1. Microstructural data from various graphites as used in the Burchell fracture model Graphite Input Parameters



AGX



H-45 1



IG-110



AXF-5Q



Mean Part. Size, a, (pm)



6350



500



20



4



Bulk Density, p, (g-cm-')



1.684



1.79



1.75



1.8



Mean Pore Size, So, (pm)



188



42



16



1



St.D. of Pore Size Dist., S,



1.91



1.9



2.16



2.2



Mean Pore Area, Pa, (pm')



9862



700



100



0.44



Number of Pores per m3,N, (m-3)



2.585 x 107



2.97 x 108



2.26 x 109



4.63 x 10"



Specimen Volume, V, (m')



51.48 x 10-6



3.17 x 1o-6



3.17 x 10-6



3.17 x 10-6



Specimen Breadth, b, (mm)



22.5 1



8.44



8.44



8.44



Particle Critical Stress Intensity Factor, K,, (m.m-312)



0.285



0.285



0.285



0.285
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Fig. 23. Predicted and experimental tensile failure probability distributions for grade H-45 1 graphite.



526 was therefore systematicallyvaried, while maintaining the others constant, to assess the individual impact on the predicted failure probability. Figure 24 shows the predicted tensile failure probabilities for H-45 1 graphite with three different mean filler particle sizes. The central distribution (closed circles in Fig. 24) represents the models prediction with the experimentally derived microstructural parameters, i.e.,a = 0.5 mm (Fig. 23). The remaining two curves in Fig. 24 are for mean filler particle sizes of 1 mm (open circles in Fig. 24) and 0.3 mm (open triangles in Fig. 24). Increasing the mean particle size in the Burchell fracture model clearly decreases the predicted strength of the graphite. In the case of H-45 1, a two-fold increase in the mean particle size (from 0.5 mm to 1 mm) decreased the mean tensile strength from 16 MPa to 12.4 MPa, a reduction of -23%. Conversely, a decrease in mean particle size from 0.5 mm to 0.3 mm causes an increase in the predicted mean tensile strength from 16 MPa to 19.7 MPa, a strength gain of -23%. The prehcted trend of decreasing strength with increasing mean filler particle size is qualitatively correct [6,14 ] and is a further indication of the sound physical basis of the Burchell fracture model.
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Fig. 24. The effect of particle size on the predicted tensile failure distribution of grade H-45 1graphite.



The effect of varying the mean pore size and number of pores on the predicted strength distributions of grade H-451 graphite are shown in Fig. 25. In this instance, both the mean size (So) and number (N) of pores per unit volume was varied in the "SIFTING" code. %s was necessary because the density was held constant, i.e., the pore fraction remains unchanged, and therefore a decrease of the mean pore size must be accompaniedby an increase in the number of pores per unit



527 volume of graphite. In Fig. 25 the central distribution (closed circles) is OUT "base case" for H-451, ie., experimentally determined microstructural inputs in the "SIFTING" code. The two additional curves in Fig. 25 are the prelcted distribution for H-451 with a decreased mean pore size (open circles) and an increased mean pore size (open triangles). Clearly, the Burchell model's predictions are sensitive to mean pore size, predicting an increased strength for a graphite with h e r pores. Again, this prediction is qualitatively correct. The trend for fie-textured graphites containing smaller pores and inherent defects to be stronger thara coarser textured graplvtes is well known, and is readily explained in terms ofthe Griffith theory of fracture [50].



STRESS (MPa)



Fig. 25. The effect of mean pore size and number of pores per unit volume on the predicted tensile failure probability distribution for grade H-45 1 graphite.



The influence of the pore size distribution spread (S& on the predicted tensile strength of H-45 1 graplvte is shown in Fig. 26. The central curve in Fig. 24 (solid circles) is our base case for H-45 1. Two additional curves are shown in Fig. 24, which are for S d = 2.2 (open circles) and S , = 1.4 (open triangles). An increased standard deviation results from a wider pore size distribution. Therefore, the probability of a larger, more damaging, flaw existing in the graphite is greater and a weaker graphite would be anticipated. Conversely, a smaller standard deviation would result from a narrower pore size distribution. The probability of the same damaging flaw existing in the graphite is thus less and a stronger graphite would be expected. The model's prediction of the effect of Sd on graphite strength is therefore qualitatively correct and is yet M e r evidence of the physical soundness of the Burchell fracture model.



528 The effect of varying the bulk density, which is used to calculate the pore fraction and hence the number of pores per unit volume, for H-451 graphite, is shown in Fig. 27. Again, the central curve is our base case for H-451, Le., the output from d e "SIFTING" code with the input parameters given in Table 1. The two additional curves in Fig. 27 are for bulk densities of 1.65 g.crnw3(open circles) and 1.90 g ~ m(open - ~ triangles). The Burchell model predicts only a weak dependency of tensile strength on density. While this is qualitatively correct, the actual dependency of strength on density for polygrmdar graphites is much stronger than is suggested by the predictions in Fig. 27. However, in reality, change in the density of a graphite would be accompanied by changes in the pore size distribution (mean and standard deviation), and might be expected to result from changes in the materials formulation, i.e., filler particle size distribution, fillerbinder ratio, and the forming process e.g., extruded, molded or isostatic pressing. The data presented in Figs. 24-26 have clearly demonstrated that changes in microstmctural parameters such as filler particle size, mean pore size, standard deviation of the pore size &stri%ution and number of pores, strongly influence the predicted graphite strength. There is a strong tendency for high density graphites to possess finer texture, as evidenced by the microsmctural data in Table 1. Consequently, the predicted weak dependency of graphite strength on density is not a consequence of a flaw in the Burchell model, but rather, results from the artificial nature of the input data sets used in the "SIFTING"code in this instance. Clearly, a better validation of the hcture model would be a test against strength data from several graphites, representing a wide range of textures.



Fig. 26. The effect of pore size distribution spread (standard deviation) on the predicted tensile failure probability distribution for grade H-451 graphite.
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Fig. 27. The effect of density on the predicted tensile failure probability distribution for grade H-45 1 graphite.



Microstructural input data for the "SIFTING"code are reported in Table 1 for four graphites, AGX, H-451, IG-110 and AXF-5Q. The spread of texture represented by the graphites is clearly demonstrated by the mean filer particle size, which ranges from 6350 pm in the case of AGX, to 4 pm in the case of AXF-5Q. The model's predictions of the tensile failure probabilities for graphites examined here are in Fig. 28 along with the experimentally determined tensile strength data [193. The Burchell model's predicted tensile strength distribution for IG- 110 graphite is a reasonable fit to the experimentally determined distribution. The predicted mean tensile strength (26.3 MPa) compares favorably with the experimental strength (25.7 m a ) . Moreover, the predicted and experimental standard deviations are in reasonably good agreement, i.e., 1.9 and 2.5 MPa, respectively. The models predictions for the tensile strength of grade AXF-5Q graphite is a reasonable representation of the experimental data, the predicted mean and standard deviation (63.1 and6.1 MPa) being comparable with the experimental values (65.1 and 5.5 MPa). The predicted AGX tensile failure probability obtained from the "SIFTIN'G" code, with the inputs reported in Table 1, is in reasonable agreement with the experimental data. However, the predicted mean strength of 5.14 MPa is an over prediction of the experimental mean (4.61 MPa) [19], which is attributed to inaccuracies in the experimentallydeterminedpore size distribution [191. In all four cases the agreement between experimental and predicted strength is good,



530 demonstrating the flexibility of the fracture model, which is attributed to its sound physical basis. The Burchell fracture model has demonstrated considerable versatility, as indicated in Fig. 28, in successfully prehcting the tensile failure probability distributions for graphite grades AXF-SQ, IG- 1 10, H-45 1 and AGX.
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Fig. 28. A comparisonof experimental and predicted tensile failure probabilities for four graphites with widely different textures: AGX, H-451, IG-110 and AXF-SQ.



7 Summary and Conclusions Because of the important role of graphite in high temperature structural applications its h c t u r e behavior has been extensively studied. Graphite behaves in a psuedo-brittle fashion, with a limited degree of plasticity wthin a process “zone”. The extent of the process zone has been studied in numerous qualitative and quantitative studies of graphite fracture. The flaw structure within the graphite plays a prominent role in the fracture process. A failure criteria may be rationalized in terms of a dominant flaw (or ensemble of flaws) and local stress which result in the formation of a macroscopic crack, which subsequently extends to cause failure. The dominant flaw usually develops from the larger of the intrinsic flaws, although it may occur from lesser flaws due to local stress concentrations andlor cyclic loads. Moreover, the dominant flaw may be present



53 1 as an anomaly arising from processing, machining or handling damage. These fiacture processes may be described and understood through the fracture mechanics formulations developed for metals, ceramics and other brittle materials. The principles of linear elastic fracture mechanics and elastic plastic fracture mechanics have been reviewed, and the former applied to describe the fracture behavior of small flaws in two grades of nuclear graphite. For both of the graphites studied a decreasing K,, value was noted for decreasing crack sizes. A physically well based fracture model that combines a microstructural approach to fracture with a fracture mechanics failure criterion has been reported. Input data for the model has been acquired from four grades of graphite with widely varying texture. The model and code were successfullybenchmarked against H-45 1 tensile strength data and validated against tensile strength data for grades AGX, IG- 13 0 and AXF-5Q. Two levels of verification were adopted. htially, the models predictions for the growth of a subcritical defect in H-45 1 as a function of applied stress was evaluated and found to be qualitatively correct. Both the initial and final defect lengths were found to decrease with increasing applied stress. Moreover, the sub-criticalcrack growth required prior to fracture was predicted to be substantially less at higher applied stresses. Both of these observations are qualitatively correct and are readily explained in linear elastic fracture mechanics terms. The probability that a particular defect exists and will propagate through the material to cause failure was also predicted to increase with increasing applied stress. Quantitative validation was achieved by successfully testing the model against an experimentally detennined tensile strength distribution for grade H-45 1 graphite. Moreover, the model appeared to qualitatively predict the effect textural changes on the strength of graphite. This was subsequently investigated and the model fiuther validated by testing against three additional graphites, namely grades AGX, IG-110 and AXF-SQ. The versatility and excellent performance of the Burchell fracture model was attributed to its sound physical basis, which recognizes the dominant role of porosity and flaws in the graphite fracture process.
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