






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































telecommunications networks â€“ current status ... - The Life of Kenneth

has been published by InTech, authors have the right to republish it, in whole or part, ..... Authorization typically follows the authentication and entails the process. 

















 Télécharger le PDF 






 18MB taille
 3 téléchargements
 104 vues






 commentaire





 Report




















TELECOMMUNICATIONS NETWORKS – CURRENT STATUS AND FUTURE TRENDS Edited by Jesús Hamilton Ortiz



Telecommunications Networks – Current Status and Future Trends Edited by Jesús Hamilton Ortiz



Published by InTech Janeza Trdine 9, 51000 Rijeka, Croatia Copyright © 2012 InTech All chapters are Open Access distributed under the Creative Commons Attribution 3.0 license, which allows users to download, copy and build upon published articles even for commercial purposes, as long as the author and publisher are properly credited, which ensures maximum dissemination and a wider impact of our publications. After this work has been published by InTech, authors have the right to republish it, in whole or part, in any publication of which they are the author, and to make other personal use of the work. Any republication, referencing or personal use of the work must explicitly identify the original source. As for readers, this license allows users to download, copy and build upon published chapters even for commercial purposes, as long as the author and publisher are properly credited, which ensures maximum dissemination and a wider impact of our publications. Notice Statements and opinions expressed in the chapters are these of the individual contributors and not necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of information contained in the published chapters. The publisher assumes no responsibility for any damage or injury to persons or property arising out of the use of any materials, instructions, methods or ideas contained in the book. Publishing Process Manager Martina Durovic Technical Editor Teodora Smiljanic Cover Designer InTech Design Team First published March, 2012 Printed in Croatia A free online edition of this book is available at www.intechopen.com Additional hard copies can be obtained from [email protected] Telecommunications Networks – Current Status and Future Trends, Edited by Jesús Hamilton Ortiz p. cm. ISBN 978-953-51-0341-7



Contents Preface IX Part 1



New Generation Networks 1



Chapter 1



Access Control Solutions for Next Generation Networks 3 F. Pereniguez-Garcia, R. Marin-Lopez and A.F. Gomez-Skarmeta



Chapter 2



IP and 3G Bandwidth Management Strategies Applied to Capacity Planning 29 Paulo H. P. de Carvalho, Márcio A. de Deus and Priscila S. Barreto



Chapter 3



eTOM-Conformant IMS Assurance Management M. Bellafkih, B. Raouyane, D. Ranc, M. Errais and M. Ramdani



Part 2



Quality of Services



51



75



Chapter 4



A Testbed About Priority-Based Dynamic Connection Profiles in QoS Wireless Multimedia Networks 77 A. Toppan, P. Toppan, C. De Castro and O. Andrisano



Chapter 5



End to End Quality of Service in UMTS Systems Wei Zhuang



Part 3



99



Sensor Networks 127



Chapter 6



Power Considerations for Sensor Networks 129 Khadija Stewart and James L. Stewart



Chapter 7



Review of Optimization Problems in Wireless Sensor Networks 153 Ada Gogu, Dritan Nace, Arta Dilo and Nirvana Meratnia



VI



Contents



Part 4 Chapter 8



Chapter 9



Telecommunications



181



Telecommunications Service Domain Ontology: Semantic Interoperation Foundation of Intelligent Integrated Services Xiuquan Qiao, Xiaofeng Li and Junliang Chen Quantum Secure Telecommunication Systems 211 Oleksandr Korchenko, Petro Vorobiyenko, Maksym Lutskiy, Yevhen Vasiliu and Sergiy Gnatyuk



Chapter 10



Web-Based Laboratory Using Multitier Architecture 237 C. Guerra Torres and J. de León Morales



Chapter 11



Multicriteria Optimization in Telecommunication Networks Planning, Designing and Controlling 251 Valery Bezruk, Alexander Bukhanko, Dariya Chebotaryova and Vacheslav Varich



Part 5



Traffic Engineering 275



Chapter 12



Optical Burst-Switched Networks Exploiting Traffic Engineering in the Wavelength Domain 277 João Pedro and João Pires



Chapter 13



Modelling a Network Traffic Probe Over a Multiprocessor Architecture 303 Luis Zabala, Armando Ferro, Alberto Pineda and Alejandro Muñoz



Chapter 14



Routing and Traffic Engineering in Dynamic Packet-Oriented Networks Mihael Mohorčič and Aleš Švigelj



Chapter 15



Part 6 Chapter 16



329



Modeling and Simulating the Self-Similar Network Traffic in Simulation Tool 351 Matjaž Fras, Jože Mohorko and Žarko Čučej Routing 377 On the Fluid Queue Driven by an Ergodic Birth and Death Process Fabrice Guillemin and Bruno Sericola



379



183



Contents



Chapter 17



Optimal Control Strategies for Multipath Routing: From Load Balancing to Bottleneck Link Management 405 C. Bruni, F. Delli Priscoli, G. Koch, A. Pietrabissa and L. Pimpinella



Chapter 18



Simulation and Optimal Routing of Data Flows Using a Fluid Dynamic Approach 421 Ciro D’Apice, Rosanna Manzo and Benedetto Piccoli



VII



Preface In general, all-IP network architecture only provides “Best Effort” services for large volume of data flowing through the network. This massive amount of data and applications in different areas increasingly demand better treatment of the information. Many applications such as medicine, education, telecommunications, natural disasters, stock exchange markets or real-time services, require a superior treatment than the one offered by the “Best Effort” IP protocol. The new requirements arising from this type of traffic and certain users' habits have produced the necessity of different levels of services and a more scalable architecture, with better support for mobility and increased data security. Large companies are increasing the use of data content, which requires greater bandwidth. Videoconferencing is a good example. There are also delay-sensitive applications like the stock exchange market. The relentless use of mobile terminals and the growth of traffic over telecommunication networks, whether fixed or mobile, are a true global phenomenon in the field of telecommunications. The increasing use of mobile devices in recent years has been exponential. Nowadays, the number of mobile terminals exceeds that of personal computers. At the same time, we see that mobile networks are a good alternative to complement or replace existing gaps for Internet access in fixed networks, especially in developing countries. The growth in the use of Telecommunications networks has come mainly with the third generation systems and voice traffic. With the current third generation and the arrival of the 4G, the number of mobile users in the world will exceed the number of landlines users. Audio and video streaming have had a significant increase, parallel to the requirements of bandwidth and quality of service demanded by those applications. The increase in data traffic is due to the expansion of the Internet and all kinds of data and information on different types of networks. The success of IP-based applications such as web and broadband multimedia contents are a good example. These factors create new opportunities in the evolution of the Telecommunications Networks. Users demand communications services regardless whether the type of access is fixed or via
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radio, using mobile terminals. The services that users demand are not only traditional data, but interactive multimedia applications and voice (IMS). To do so, a certain quality of service (QoS) must be guaranteed. The success of IP-based applications has produced a remarkable evolution of telecommunications into an all-IP network. In theory, the use of IP communications protocol facilitates the design of applications and services regardless the environment where they are used, either a wired or a wireless network. However, IP protocols were originally designed for fixed networks. Their behaviour and throughput are often affected when they are launched over wireless networks. When it comes to quality of service in communications, IP-based networks alone do not provide adequate guarantees. Therefore, we need mechanisms to ensure the quality of service (QoS) required by applications. These mechanisms were designed for fixed networks and they operate regardless the conditions and status of the network. In wireless networks (Sensor, Manet, etc.), they must be related to the mobility protocols, since the points where a certain quality of service is provided may vary. The challenge is to maintain the requested QoS level while terminals move on and handovers occur. The technology requires that the applications, algorithms, modelling and protocols that have worked successfully in fixed networks can be used with the same level of quality in mobile scenarios. The new-generation networks must support the IP protocol. This book covers topics key to the development of telecommunications networks researches that have been made by experts in different areas of telecommunications, such as 3G/4G, QoS, Sensor Networks, IMS, Routing, Algorithms and Modelling.



Professor Jesús Hamilton Ortiz University of Castilla La Mancha Spain



Part 1 New Generation Networks



1 Access Control Solutions for Next Generation Networks F. Pereniguez-Garcia, R. Marin-Lopez and A.F. Gomez-Skarmeta



Faculty of Computer Science, University of Murcia Spain



1. Introduction In recent years, wireless telecommunications systems have been prevalently motivated by the proliferation of a wide variety of wireless technologies, which use the air as a propagation medium. Additionally, users have been greatly attracted for wireless-based communications since they offer an improved user experience where information can be exchanged while changing the point of connection to the network. This increasing interest has led to the appearance of mobile devices such as smart phones, tablet PCs or netbooks which, equipped with multiple interfaces, allow mobile users to access network services and exchange information anywhere and at any time. To support this always-connected experience, communications networks are moving towards an all-IP scheme where an IP-based network core will act as connection point for a set of accessible networks based on different wireless technologies. This future scenario, referred to as the Next Generation Networks (NGNs), enables the convergence of different heterogeneous wireless access networks that combine all the advantages offered by each wireless access technology per se. In a typical NGN scenario users are expected to be potentially mobile. Equipped with wireless-based multi-interface lightweight devices, users will go about their daily life (which implies to perform movements and changes of location) while demanding access to network services such as VoIP or video streaming. The concept of mobility demands session continuity when the user is moving across different networks. In other words, active communications need to be maintained without disruption (or limited breakdown) when the user changes its connection point to the network during the so-called handoff. This aspect is of vital importance in the context of NGNs to allow the user to roam seamlessly between different networks without experiencing temporal interruption or signiﬁcant delays in active communications. Nevertheless, during the handoff, the connection to the network may for various reasons be interrupted, which causes a packet loss that ﬁnally impacts on the on-going communications. Thus, to achieve mobility without interruptions and improve the quality of the service perceived by the user, it is crucial to reduce the time required to complete the handoff. The handoff process requires the execution of several tasks (N. Nasser et al. (2006)) that negatively affect the handoff latency. In particular, the authentication and key distribution processes have been proven to be one of the most critical components since they require considerable time (A. Dutta et al. (2008); Badra et al. (2007); C. Politis et al. (2004); Marin-Lopez et al. (2010); R. M. Lopez et al. (2007)). The implantation of these processes during the network access control
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demanded by network operators is destined to ensure that only allowed users can access the network resources in a secure manner. Thus, while necessary, these security services must be carefully taken into account, since they may signiﬁcantly affect the achievement of seamless mobility in NGNs. In this chapter we are going to revise the different approaches that have been proposed to address this challenging issue in future NGNs. More precisely, we are going to carry out this analysis in the context of the Extensible Authentication Protocol (EAP), a protocol which is acquiring an important position for implementing the access control solution in future NGNs. This interest is motivated by the important features offered by the protocol such as ﬂexibility and media independence. Nevertheless, the EAP authentication process has shown certain inefﬁciency in mobile scenarios. In particular, a typical EAP authentication involves a considerable signalling to be completed. The research community has addressed this problem by deﬁning the so-called fast re-authentication solutions aimed at reducing the latency introduced by the EAP authentication. Throughout this chapter, we will revise the different groups of fast re-authentication solutions according to the strategy followed to minimize the authentication time. The remaining of the chapter is organized as follows. Section 2 describes the different technologies related to the network access authentication. Next, Section 3 outlines the deﬁciencies of EAP in mobile environments, which have motivated the research community the proposal of fast re-authentication solutions. The different fast re-authentication schemes proposed so far are analyzed in Section 4. Finally, the chapter ﬁnalizes with Section 5 where the most relevant conclusions are extracted.



2. Protocols involved in the network access service 2.1 AAA infrastructures: Authentication, Authorization and Accounting (AAA)



Network operators need to control their subscribers so that only authenticated and authorized ones can access to the network services. Typically, the correct support of a controlled access to the network service has been guaranteed by the deployment of the so-called Authentication, Authorization and Accounting (AAA) infrastructures (C. de Laat et al. (2000)). AAA essentially deﬁnes a framework for coordinating these individual security services across multiple network technologies and platforms. An overview of the different components is the best way to understand the services provided by the AAA framework. • Authentication. This service provides a means of identifying a user that requires access to some service (e.g., network access). During the authentication process, users provide a set of credentials (e.g., password or certiﬁcates) in order to verify they are who they claim to be. Only when the credentials are correctly veriﬁed by the AAA server, the user is granted access to the service. • Authorization. Authorization typically follows the authentication and entails the process of determining whether the client is allowed to perform and request certain tasks or operations. Authorization is the process of enforcing policies, determining what types or qualities of activities, resources or services a user is permitted. • Accounting. The third component in the AAA framework is accounting, which measures the resources a user consumes during network access. This can include the amount of time
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a service is used or the amount of data a user has sent and/or received during a session. Accounting is carried out by gathering session statistics and usage information, and it is used for different purposes like billing. The following sections provide a detailed description for the general AAA architecture and the most relevant AAA protocols. 2.1.1 Generic AAA architecture



The general AAA scheme, as deﬁned in (C. de Laat et al. (2000)), requires the participation of four different entities (see Fig. 1) that take part in the authentication, authorization and accounting processes: • A user desiring to access a speciﬁc service offered by the network operator. • A domain where the user is registered. This domain, typically referred to as home domain, is able to verify the user’s identity based on some credentials. Optionally, the home domain not only authenticates but also provides authorization information to the user • A service provider controlling the access to the offered services. The service provider can be implemented by the domain where the user is subscribed to (home domain) or by a different domain in the roaming cases. In the case the service provider is located outside the home domain, the access to the service is provided on condition that an agreement is established between the service provider and the home domain. These bilateral agreements, which may take the form of formal contracts known as Service Level Agreements (SLAs), suppose the establishment of a trust relationship between the involved domains that will allow the service provider to authenticate and authorize foreign users coming from another administrative domains. • A service provider’s service equipment which will be typically located on a device that belongs to the service provider. For example, in the case of network access service, this role is played by the Network Access Server (NAS) like, for example, an 802.11 access point.



Fig. 1. Generic AAA architecture 2.1.2 Relevant AAA protocols



To allow the communication between AAA servers, it is required the deployment of a AAA protocol. Nowadays, the most relevant AAA protocols are RADIUS (C. Rigney et al. (2000)) and Diameter (P. Calhoun & J. Loughney (2003)). Despite Diameter is the most complete AAA protocol, RADIUS is the most widely deployed one in current AAA infrastructures. In the following, it is provided a brief overview of both.



6



4



Telecommunications Networks – Current Status andWill-be-set-by-IN-TECH Future Trends



2.1.2.1 RADIUS RADIUS is a client-server protocol where a NAS usually acts as RADIUS client. During authentication procedures, the RADIUS client is responsible for passing user information in the form of requests to the RADIUS server and waits for a response from the server. Depending on the policy, the NAS may only need a successful authentication or further authorization directives from the server to enable data trafﬁc to the client. The RADIUS server, on the other hand, is responsible for processing requests, authenticating the users and returning the information necessary for user-speciﬁc conﬁguration to deliver the service. The typical RADIUS conversation consists of the following messages: • Access-Request. This message is sent from the RADIUS client (NAS) to the server to request authentication and authorization for a particular user. • Access-Challenge. This message, sent from the RADIUS server to the client, is used by the server to obtain more information from the NAS about the end user in order to make a decision about the requested service. • Access-Accept. This message is sent from the RADIUS server to the NAS to indicate a successful completion of the request. • Access-Reject. This message is sent by the server to indicate the rejection of a request. Typically, the main part of a RADIUS conversation consists of several Access-Request/Access-Challenge message exchanges where the RADIUS client and server exchange information transported within RADIUS attributes. Depending on whether the client is successfully authenticated or not, the RADIUS server ﬁnalizes the communication with an Access-Accept or Access-Reject, respectively. Apart from these main messages, the RADIUS base speciﬁcation deﬁnes some others to transmit accounting information (Accounting-Request/Accounting-Response) or the status of the RADIUS entities (Status-Client/Status-Server). Regarding the protocol used to transport RADIUS messages, protocol designers considered that the User Datagram Protocol (UDP) was the most appropriate one since the Transmission Control Protocol (TCP) session establishment is a time-consuming process requiring the management of connection state. Nevertheless, the lack of a reliable transport causes serious problems to RADIUS. For example, clients are unable to distinguish when a request is received by the server or a communication problem has occurred and the RADIUS packet has not reached its destination. Similarly, a client cannot distinguish whether a server is down or discarding requests. RADIUS security is another aspect that was not deeply considered. In particular, it is based on the use of shared secrets between the RADIUS client and the server. In real deployments, this basic security mechanism has been known to cause several vulnerabilities: • Shared secrets must be statically conﬁgured. No method for dynamic shared secret establishment is deﬁned in the RADIUS protocol. • Shared secrets are determined according to the source IP address in the RADIUS packet. This introduces management problems when the client’s IP address change. • When using RADIUS proxies, the RADIUS client only shares a secret with the RADIUS server in the ﬁrst hop and not with the ultimate RADIUS server. In other words, the trust
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relationship between the RADIUS client and the ﬁnal RADIUS server is transitive rather than using a direct trust relationship. If a server in the chain is compromised, some security problems arise. • RADIUS does not provide high transport protection. For example, an observer can examine the content of RADIUS messages and trace the content of a speciﬁc attribute. To overcome these security weakness, it has been proposed the use of TLS (T. Dierks & C. Allen (1999)) to provide a means to secure the RADIUS communication between client and server on the transport layer (S. Winter et al. (2010)). Nevertheless, the main research and standardization efforts have focused on the design of a new AAA protocol called Diameter. 2.1.2.2 Diameter Diameter, proposed as an enhancement to RADIUS, is considered the next generation AAA protocol. Diameter is characterized by its extensibility and adaptability since it is designed to perform any kind of operation and supply new needs that may appear in future control access technologies. Another cornerstone of Diameter is the consideration of multi-domain scenarios where AAA infrastructures administered by different domains are interconnected to provide an uniﬁed authentication, authorization and accounting framework. For this reason, Diameter is widely used in 3G networks and its adoption is recommended in future AAA infrastructures supporting access control in NGN. The Diameter protocol deﬁnes an extensible architecture that allows to incorporate new features through the design of the so-called Diameter applications, which rely on the basic functionality provided by the base protocol. The Diameter base protocol (P. Calhoun & J. Loughney (2003)), deﬁnes the Diameter minimum elements such as the basic set of messages, attribute structure and some essential attribute types. Additionally, the basic speciﬁcation deﬁnes the inter-realm operations by deﬁning the role of different types of Diameter entities. Diameter applications are services, protocols and procedures that use the facilities provided by the Diameter base protocol itself. Every Diameter application deﬁnes its own commands and messages which, in turn, can deﬁne new attributes called Attribute Value Pair (AVP) or re-use existing ones already deﬁned by some other applications. The Diameter base protocol does not deﬁne any use of the protocol and expects the deﬁnition of speciﬁc applications using the Diameter functionality. For example, the use of Diameter for providing authentication during network access is deﬁned in the Diameter NAS Application (P. Calhoun et al. (2005)). In turn, this speciﬁcation is used by the Diameter EAP Application (P. Eronen et al. (2005)) to specify the procedure to perform the network access authentication by using the EAP protocol. Similarly, authorization and accounting procedures are expected to be handled by speciﬁc applications. Within a Diameter-based infrastructure, the protocol distinguishes different types of nodes where each one plays a speciﬁc role: 1. Diameter Client: represents an entity implementing network access control like, for example, a NAS. The Diameter client issues messages soliciting authentication, authorization or accounting services for a speciﬁc user. 2. Diameter Server: is the entity that processes authentication, authorization and accounting request for a particular domain. The Diameter server must support the Diameter base protocol and the applications used in the domain.
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3. Diameter Agent: is an entity that processes a request and forwards it to a Diameter server or to another agent. Depending on the service provided, we can distinguish: (a) Relay agents: which forward messages based on routing-related attributes and routing tables. (b) Proxy agents: which act as a relay agent that, additionally, may modify the routed message based on some policy. (c) Redirect agents: instead of routing messages, they inform the sender about the proper way to route the message. (d) Translation agents: which perform protocol translations between Diameter and other AAA protocols such as RADIUS. The different types of nodes exchange Diameter messages that carry information. Instead of deﬁning a message type, Diameter uses the concept of command to specify the type of function a Diameter message intends to perform. Because the message exchange style of Diameter is synchronous, each command consists of a request and its corresponding answer. Table 1 provides a brief summary of the main Diameter commands deﬁned in the base protocol speciﬁcation. Command Capabilities-Exchange- Request /Answer Disconnect-Peer-Request /Answer Re-Auth-Request /Answer Session-Termination-Request /Answer Accounting-Request /Answer



Abbreviation Description CER/CEA Discovery of a peer’s identity and its capabilities. DPR/DPA Used to inform the intention of shutting down the connection. RAR/RAA Sent to an access device (NAS) to solicit user re-authentication. STR/STA To notify that the provision of a service to a user has ﬁnalized. ACR/ACA To exchange accounting information between Diameter client and server.



Table 1. Common Diameter commands 2.2 The Extensible Authentication Protocol (EAP)



The Extensible Authentication Protocol (EAP) (B. Aboba et al. (2004)) is a protocol designed by the Internet Engineering Task Force (IETF) that permits the use of different types of authentication mechanisms through the so-called EAP methods (e.g., based on symmetric keys, digital certiﬁcates, etc.). These are performed between an EAP peer and an EAP server, through an EAP authenticator which merely forwards EAP packets back and forth between the EAP peer and the EAP server. From a security standpoint, the EAP authenticator does not take part in the mutual authentication process but acts as a mere EAP packet forwarder. One of the advantages of the EAP architecture is its ﬂexibility since does not impose a speciﬁc authentication mechanism. Additionally, EAP is independent of the underlying wireless access technology, being able to operate in NGNs. Finally, EAP allows an easy integration with existing Authentication, Authorization and Accounting (AAA) infrastructures (B. Aboba et al. (2008) by deﬁning a conﬁguration mode that permits the use of a backend authentication server, which may implement some authentication methods. These advantages have motivated the success of the EAP authentication protocol for network access control in future NGNs.
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2.2.1 Components



The EAP protocol consists of request and response messages. Request messages are sent from the authenticator to the peer. Conversely, response messages are sent from the peer to the authenticator. The different messages exchanged during an EAP execution are processed by several components that are conceptually organized in four layers: • EAP Lower-Layer. This layer is responsible for transmitting and receiving EAP packets between the peer and authenticator. • EAP Layer. The EAP layer is responsible for receiving and transmitting EAP packets through the transport layer. The EAP layer not only forwards packets between the EAP transport and peer/authenticator layers, but also implements duplicate detection and packet retransmission. • EAP Peer / Authenticator Layer. EAP assumes that an EAP implementation will support both the EAP peer and the authenticator functionalities. For this reason, based on the code of the EAP packet, the EAP layer demultiplexes incoming EAP packets to the EAP peer and authenticator layers. • EAP Method Layer. An EAP method implements a speciﬁc authentication algorithm that requires the transmission of EAP messages between peer and authenticator. 2.2.2 Distribution of the EAP entities



As previously mentioned, an EAP authentication involves three entities: the EAP peer, authenticator and server. Whereas the EAP peer is co-located with the mobile, the EAP authenticator is commonly placed on the Network Access Server (NAS) (e.g., an access point or an access router). Depending on the location of the EAP server, two authenticator models have been deﬁned. Figures 2(a) and 2(b) show the standalone authenticator model and the pass-through authenticator model, respectively. On the one hand, in the standalone authenticator model (Fig. 2(a)), the EAP server is implemented on the EAP authenticator. On the other hand, in the pass-through authenticator model (Fig. 2(b)), the EAP server and the EAP authenticator are implemented in separate nodes. In order to deliver EAP messages, an EAP lower-layer (e.g., IEEE 802.11) is used to transport the EAP packets between the EAP peer and the EAP authenticator. The protocol used to transport messages between the EAP authenticator and the EAP server depends on the authenticator model employed. More precisely, in the standalone authenticator model, the communication between the EAP server and standalone authenticator occurs locally in the same node. In the pass-trough authenticator model, the EAP protocol requires help of an auxiliary AAA protocol such as RADIUS or Diameter. 2.2.3 EAP authentication phases



As depicted in Fig. 3, a typical EAP conversation 1 occurs in three different phases. Initially, in the discovery phase (Phase 0), the peer discovers the EAP authenticator near to the peer’s location with which it desires to start an authentication process. This phase, which is supported by the speciﬁc EAP lower-layer protocol, can be performed either manually or automatically. 1



Without loss of generality, it is assumed an EAP pass-through authenticator model.



10



Telecommunications Networks – Current Status andWill-be-set-by-IN-TECH Future Trends



8



(a) Standalone Authenticator Model



(b) Pass-through Authenticator Model



Fig. 2. EAP authenticator models The authentication phase (phase 1) starts when the peer decides to initiate an authentication process with a speciﬁc authenticator. This phase consists of two steps. Firstly, the phase 1a includes an EAP authentication exchange between the EAP peer, authenticator and server. To start an EAP authentication, the EAP authenticator usually starts the process by requesting the EAP peer’s identity through an EAP Request/Identity message. The trigger that signals the EAP authenticator to start the EAP authentication is outside the scope of EAP. Examples of these triggers are the EAPOL-Start message deﬁned in IEEE 802.1X (IEEE 802.11 (2007)) or simply an 802.11 association process. On the reception of the EAP Request/Identity, the EAP peer answers with an EAP Response/Identity with its identity. With this information, the EAP server will select the EAP method to be performed. The EAP method execution involves several exchanges of EAP Request and EAP Response messages between the EAP server and the EAP peer. A successful EAP authentication ﬁnishes with an EAP Success message. Certain EAP methods (Dantu et al. (2007)) are able to generate key material. In particular, according to the EAP Key Management Framework (EAP KMF) (B. Aboba et al. (2008)) two keys are exported after a successful EAP authentication: the Master Session Key (MSK) and the Extended Master Session Key (EMSK). The former is traditionally sent (using the AAA protocol) to the authenticator (Phase 1b) to establish a security association with the EAP peer (Phase 2). Instead, the latter must not be provided to any other entity outside the EAP server and peer. Thus, both entities may use the EMSK for further key derivation. In particular, as we will analyze in Section 4, some authentication schemes propose to employ the EMSK to derive further key material for enabling a fast re-authentication process.
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Fig. 3. EAP authentication exchange 2.3 Existing technologies for network access control



The EAP lower-layer protocol allows an EAP peer to perform an EAP authentication process with an authenticator. Basically, the EAP lower-layer is responsible for transmitting and receiving EAP packets between peer and authenticator. Currently, a wide variety of lower-layer protocols can be found since each link-layer technology deﬁnes its own transport to carry EAP messages (e.g., IEEE 802.1X, IEEE 802.11, IEEE 802.16e). However, there are also lower-layer protocols operating at network level which are able to transport EAP messages on top of IP (e.g., PANA). Finally, some other lower-layer protocols provide an hybrid solution to transport EAP packets either at link-layer or network layer (e.g., IEEE 802.21 MIH). In the following, the most representative technologies for network access control are analyzed. 2.3.1 IEEE 802.1X



The IEEE 802.1X speciﬁcation (IEEE 802.1X (2004)) is an access control model developed by the Institute of Electrical and Electronics Engineers (IEEE) that allows to employ different authentication mechanisms by means of EAP in IEEE 802 Local Area Networks (LANs). As depicted in Fig. 4, there are three main components in the IEEE 802.1X authentication system: supplicant, authenticator and authentication server. In a Wireless LAN (WLAN), the supplicant is usually a mobile user, the access point usually represents an authenticator and an AAA server is the authentication server. 802.1X deﬁnes a mechanism for port-based network access control. A port is a point through which a supplicant can access to a service offered by a device. The port in 802.1X represents the association between the supplicant and the authenticator. Both the supplicant and the authenticator have a PAE (Port Access Entity) that operates the algorithms and protocols associated with the authentication process.
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Initially, as depicted in Fig. 4, the authenticator’s controlled port is in unauthorized state, that is, the port is open. Only received authentication messages will be directed to the authenticator PAE, which will forward them to the authentication server. This initial conﬁguration allows to unauthenticated supplicants to communicate with the authentication server in order to perform an authentication process based on EAP. Once the user is successfully authenticated, the PAE will close the controlled port, allowing the supplicant to access the network service offered by the authenticator’s system.



Fig. 4. IEEE 802.1X architecture 2.3.2 IEEE 802.11



IEEE 802.11 extends the IEEE 802.1X access control model by deﬁning algorithms and protocols to protect the data trafﬁc between station (STA) and access point (AP). More precisely, once the EAP authentication is successfully completed, both STA and AP will share a Pairwise Master Key (PMK). This key, derived from the MSK exported by the EAP authentication, is used by a security association protocol (called 4-way handshake) intended to negotiate cryptographic keys to protect the wireless link between STA and AP. Once the security association is successfully established, the controlled port is closed and access to the network is granted to the supplicant. The authentication process, described in Fig. 5, involves three entities: an STA acting as supplicant, an AP acting as authenticator and an authentication server (e.g., an AAA server) that assists the authentication process. The process starts with the so-called IEEE 802.11 association phase where the STA ﬁrstly discovers the security capabilities implemented by the AP (1). Next, the IEEE 802.11 authentication exchange (2) is invoked in order to maintain backward compatibility with the IEEE 802.11 state machine. This exchange is followed by an association process (3) where the negotiation of the cryptographic suite used to protect the trafﬁc is performed. In the subsequent IEEE 802.11 authentication phase, an EAP authentication is performed where the STA acts as EAP peer and the AP acts as EAP authenticator (4). Conversely, the EAP
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Fig. 5. IEEE 802.11 message ﬂow server can be co-located with the EAP authenticator (standalone conﬁguration) or within an external authentication server (pass-through conﬁguration), in which case an AAA protocol (e.g., RADIUS or Diameter) is used to transport EAP messages between the authenticator and the server. Once the EAP authentication is successfully completed, the 32 more signiﬁcant bytes (MSB) from the exported MSK is used as PMK. Following the establishment of the PMK, a 4-way handshake protocol is executed during the IEEE 802.11 security association phase (5) to conﬁrm the existence of the PMK and selected cryptographic suites. The protocol generates a Pairwise Transient Key (PTK) for unicast trafﬁc and a Group Transient Key (GTK) for multicast trafﬁc. Thus, as result of a successful 4-way handshake, a secure communication channel between the STA and the AP is established for protecting data trafﬁc in the wireless link. 2.3.3 IEEE 802.16e



The IEEE 802.16e (IEEE 802.16e (2006)) speciﬁcation is an extension for IEEE 802.16 networks that enables the mobility support and enhances the basic access control mechanism deﬁned for ﬁxed scenarios in order to provide authentication and conﬁdentiality in IEEE 802.16-based wireless networks. In particular, the security architecture is further strengthened by introducing the Privacy and Key Management protocol version 2 (PKMv2) which provides mutual authentication and secure distribution of key material between the IEEE 802.16
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subscriber station (SS) and the base station (BS). The authentication can be performed by using an EAP-based authentication scheme.



Fig. 6. IEEE 802.16e message ﬂow Figure 6 shows the authentication process. As observed, while the SS acts as EAP peer, the BS implements the EAP authenticator functionality. Depending on the EAP conﬁguration mode, the EAP server can be placed in the BS (standalone mode) or in a AAA server (pass-through), which is the case assumed in Fig. 6. As observed, while EAP messages exchanged between SS and BS are transported within the PKMv2 EAP-Transfer message, an AAA protocol (e.g., RADIUS or Diameter) is used to convey EAP messages between the BS and the AAA server. Once the EAP authentication is successfully completed, from the exported MSK a Pairwise Master Key (PMK) is derived. In turn, from this PMK, an Authorization Key (AK) is generated for the security association establishment. For this reason, the 802.16e speciﬁcation requires the use of EAP methods exporting key material. Finally, as previously mentioned, the AK shared between SS and BS is employed by a security association protocol called 3-way handshake (5), which veriﬁes the possesion of the AK and generates a Trafﬁc Encryption Key (TEK) used to protect the trafﬁc in the wireless link. 2.3.4 PANA



The Protocol for carrying Authentication for Network Access (PANA) (D. Forsberg et al. (2008)) is a network-layer transport for authentication information designed by the IETF PANA Working Group (PANA WG). PANA is designed to carry EAP over UDP to support a variety of authentication mechanisms for network access (thanks to EAP) as well as a variety of underlying network access technologies (thanks to the use of UDP). As highlighted in Fig. 7, PANA considers a network access control model integrated by the following entities:
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• The PANA Client (PaC) is the client implementation of PANA. This entity resides on the subscriber’s node which is requesting network access. The PaC acts as EAP peer according to the EAP model described earlier. • The PANA Authentication Agent (PAA) is the server implementation of PANA. A PAA is in charge of communicating with the PaCs for authenticating and authorizing them to access the network service. The PAA acts as EAP authenticator. • The Enforcement Point (EP) refers to the entity in the access network in charge of inspecting data trafﬁc of authenticated and authorized subscribers. Basically, the EP represents a point of attachment (e.g., access point) to the network. • The Authentication Server (AS) is in charge of verifying the credentials provided by a PaC through a PAA. The AS functionality is typically implemented by an AAA server, which also integrates the EAP server.



Fig. 7. PANA architecture Additionally, there are two types of security associations related to PaC in the PANA architecture. On the one hand, a PANA security association (PANA SA) is established between the PaC and PAA in order to integrity protect PANA messages. On the other hand, a PaC-EP SA is established by performing a security association protocol between the PaC and an EP to protect data trafﬁc. The PANA operation is developed along four different phases. Initially, during the authentication and authorization phase, the PaC and the PAA negotiate some parameters, such as the integrity algorithms used to protect PANA messages. They also exchange PANA messages transporting EAP to perform the authentication and establish a so-called PANA session. If the PaC is successfully authenticated, the protocol enters in the access phase where the PaC can use the network service by just sending data trafﬁc through the EP. If the PANA session is about to expire, typically a re-authentication phase happens to renew this session lifetime. Finally, the PaC or PAA can terminate the session (e.g., the PaC desires to log out the network access session) during termination phase, where resources allocated by the network for the PaC are also removed. If neither PaC nor PAA can complete the termination phase, both entities can release the resources once the PANA session lifetime expires. During each phase, a different set of messages can be sent. Basically we can ﬁnd four types of PANA messages. • PANA-Client-Initiation (PCI). This message is sent by the PaC requesting the PAA start the authentication process.
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• PANA-Auth-Request/Response (PAR/PAN). These messages are used during the authentication and authorization phase and the re-authentication phase. They allow to negotiate some parameters between the PaC and the PAA and to carry authentication information in the format of EAP packets. • PANA-Notiﬁcation-Request/Response (PNR/PNA). These messages are exchanged once PaC is authenticated. They are used as keep-alive mechanism of the PANA authentication session or to signal the beginning of a re-authentication process. • PANA-Termination-Request/Response (PTR/PTA). These messages are used to end up a PANA session. 2.3.5 IEEE 802.21 MIH



The IEEE 802.21 is a recent effort that aims at enabling seamless service continuity among heterogeneous networks (IEEE 802.21 (2008); Taniuchi et al. (2009)). The standard deﬁnes a logical entity, MIH Function (MIHF), which facilitates the mobility management and handover process. The MIHF is located within the mobility management protocol stack of a mobile node (MN) or network entity. Through the media independent interface, MIHF supports useful services (events, commands or information) that help in determining the need for initiate a handoff or selecting a candidate network



Fig. 8. MIH protocol as EAP lower-layer Different tasks groups (TG) have deﬁned extensions to IEEE 802.21. For example, the standardization task group IEEE 802.21a is deﬁning mechanisms that allow to protect the IEEE 802.21 MIH protocol messages. The solution (EAP over MIH (2010)) designed by the task group proposes that the mobile node (MN) must be authenticated and authorized before granting access to the services offered by the Point of Service (PoS). In particular, EAP has been proposed as one alternative to carry out this authentication process. Figure 8 depicts the general process followed to perform an EAP-based Media-Independent Authentication Process. As observed, the MN and PoS acts as EAP peer and authenticator, respectively. The EAP server functionality is implemented by an entity named Service Authentication Server (Service AS). Initially, an EAP authentication (1) is performed between the MN and the Service AS through the PoS, which acts as authenticator. While the MIH protocol is used as EAP lower-layer to transport EAP messages between MN and PoS, an AAA protocol is employed between PoS and Service AS for the same purpose. Note that, since MIH protocol is independent from the underlying transport, this is an hybrid solution that can operate either at link-layer or network-layer. When the EAP authentication is completed, the Service AS sends the MSK (2) exported by the EAP method to the PoS. From this MSK, a key hierarchy is generated to protect MIH protocol packets (3).
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3. Fast re-authentication to optimize the network access control As we can observe, EAP is a promising authentication protocol to be used in NGNs due to its ﬂexibility, wireless technology independence and integration with AAA infrastructures. Furthermore, it is used by a wide variety of network access technologies as standard solution for authentication. However, EAP has shown some drawbacks when mobility is taken into consideration. The reason why the EAP authentication process is not so optimized for mobile scenarios is due to two main motives. First, a typical EAP authentication requires several message exchanges between EAP peer and server. Depending on the EAP method in use (R. Dantu et al. (2007)), this number can vary. For example, one of the most common methods, EAP-TLS (D. Simon et al. (2008)), involves in the best case up to eight messages between peer and server to complete. Secondly, each round-trip is performed with the EAP server placed on the EAP peer’s home domain, where the peer is subscribed to. Especially in roaming scenarios, the EAP server may be far from the mobile user (EAP peer) and, therefore, the latency introduced per each exchange increases. These issues are raised when an EAP peer moves from one authenticator to another (inter-authenticator handoff). In this case, the peer needs to perform an EAP authentication with the EAP server, through the new EAP authenticator. Therefore, every time the EAP peer moves to a new EAP authenticator, it may suffer from high handoff latency during EAP authentication. This problem can affect the on-going communications since the latency introduced by the EAP authentication during the handoff process may provoke a substantial packet loss, resulting in a degradation in the service quality perceived by the user. In this sense, the performance requirements of a real-time application will vary according to the type of application and its characteristics such as delay and packet-loss tolerance. The ITU-T G.114 recommendation (ITU-T Recommendation G.114 (1998)) indicates, for Voice over IP applications, an end-to-end delay of 150 ms as the upper limit and rates 400 ms as a generally unacceptable delay. Similarly, a streaming application has tolerable packet-error rates ranging from 0.1 to 0.00001 with a transfer delay of less than 300 ms. As has been proved in (R. M. Lopez et al. (2007)), a full EAP authentication2 based on a typical EAP method such as EAP-TLS can provoke an unacceptable handoff interruption of about 600 milliseconds (or even in some cases several seconds) for these kind of applications. To solve this problem, it is necessary to deﬁne a fast re-authentication process (T. Clancy et al. (2008)) to reduce the authentication time required by a user to complete an EAP-based authentication. Researchers have not ignored this challenging aspect and a wide set of fast re-authentication mechanisms can be found in the literature. Before analyzing the different fast re-authentication schemes in next Section 4, we are going to present both the desired design and security goals that a proper fast re-authentication mechanism should accomplish. To be aware of these requirements is useful to determine advantages and disadvantages when analyzing the different fast re-authentication solutions. 3.1 Design goals



A suitable fast re-authentication solution should accomplish the following requirements and aims (T. Clancy et al. (2008)):



2



Note that the term full is used in comparison with reduced to denote that, in the execution of an EAP method, there is no optimization to reduce the number of exchanges during the EAP authentication.
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(D1) Low latency operation. The fast re-authentication mechanism must reduce the authentication time executed during the network access control process compared with a traditional full EAP authentication. Furthermore, the achievement of a reduced handoff latency must not affect the security of the authentication process. (D2) EAP lower-layer independence. Any keying hierarchy and protocol deﬁned must be independent of the lower-layer protocol used to transport EAP packets between the peer and the authenticator. In other words, the fast re-authentication solution must be able to operate over heterogeneous technologies, which is the expected scenario in NGNs. Nevertheless, in certain circumstances, the fast re-authentication mechanism could require some assistance from the lower layer protocol. (D3) Compatibility with existing EAP methods. The adoption of a fast re-authentication solution must not require modiﬁcations to existing EAP methods. In the same manner, additional requirements must not be imposed on future EAP methods. Nevertheless, the fast re-authentication solution can enforce the employment of EAP methods following the EAP Key Management Framework (B. Aboba et al. (2008)). (D4) AAA protocol compatibility and keying. Any modiﬁcation to the EAP protocol itself or the key distribution scheme deﬁned by EAP, must be compatible with currently deployed AAA protocols. Extensions to both RADIUS and Diameter to support these EAP modiﬁcations are acceptable. However, the fast re-authentication solution must satisfy the requirements for the key management in AAA environments (B. Aboba et al. (2008); R. Housley & B. Aboba (2007)). (D5) Compatibility with other optimizations. The fast re-authentication solution must be compatible with other optimizations destined to reduce the handoff latency already deﬁned by other standards. (D6) Backward compatibility. The system should be designed in such a manner that a user not supporting fast re-authentication should still function in a network supporting fast re-authentication. Similarly, a peer supporting fast re-authentication should still operate in a network not supporting the fast re-authentication optimization. (D7) Low deployment impact. In order to support the aforementioned design goals, a fast re-authentication solution may require modiﬁcations in EAP peers, authenticators and servers. Nevertheless, in order to favour the protocol deployment, the required changes must be minimized (ideally, they should be avoided) in current standardized protocols and technologies. (D8) Support of different types of handoffs. The fast re-authentication mechanism must be able to operate in any kind of handoff regardless of whether it implies a change of technology (intra/inter-technology), network (intra/inter-network), administrative domain (intra/inter-domain) or type of security required by the authenticator (intra/inter-security). 3.2 Security goals



In addition to the aforementioned design goals, a secure fast re-authentication mechanism should accomplish the following security goals (R. Housley & B. Aboba (2007)): (S1) Authentication. This requirement mandates that a management and key distribution mechanism must be designed to allow all parties involved in the protocol execution to authenticate every entity with which it is communicating. That is, it must be feasible to
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gain assurance that the identity of the another entity is as declared, thereby preventing impersonation. To carry out the authentication process, it is necessary to deﬁne the so-called security associations between the involved entities. (S2) Authorization. During the network access control process, the user is not only authenticated but also authorized to access the network service. The authorization decision is taken by the AAA server and the result is communicated to the authenticator. The fast re-authentication solution proposed must not hinder the authorization process performed once the user is successfully authenticated. (S3) Key context. This requirement establishes that any key must have a well-deﬁned scope and must be used in a speciﬁc context for an intended use (e.g., cipher data, sign, etc.). During the time a key is valid, all the entities that are authorized to have access to the key must share the same key context. In this sense, keys should be uniquely named so that they can be identiﬁed and managed effectively. Additionally, it must be taken into account that the existence of a hierarchical key structure imposes some additional restrictions. For example, the lifetime of lower-level keys must not exceed the lifetime of higher-level keys. (S4) Key freshness. A key is fresh (from the viewpoint of one party) if it can be guaranteed to be recent and not an old key being reused for malicious actions by either an attacker or unauthorized party (A. Menezes et al. (1996)). Mechanisms for refreshing keys must be provided within the re-authentication solution. (S5) Domino effect. In network security, the compromise of keys in a speciﬁc level must not result in compromise of other keys at the same level or higher levels that were used to derive the lower-level keys. Assuming that each authenticator is distributed a key to carry out the fast re-authentication process, a key management solution respecting this property will be resilient against the domino effect (R. Housley & B. Aboba (2007)) attack, so the compromise of one authenticator must not reveal keys in another authenticators. (S6) Transport aspects. The solution developed must be independent of any underlying transport protocol. Depending on the physical architecture and the functionality of the involved entities, there may be a need for multiple protocols to perform the transport of keying material between entities involved in the fast re-authentication architecture. As far as possible, protocols already designed and used should be used to address the cryptographic material distribution. For example, while AAA protocols can be considered for this purpose between the EAP authenticator and server, the EAP protocol can be used between EAP peer and server.



4. Overview of existing fast re-authentication schemes This section analyzes the different efforts that have attempted to reduce the EAP authentication time during the network access control process. According to the strategy followed to achieve this objective, the different fast re-authentication solutions can be classiﬁed in different groups: context transfer, pre-authentication, key pre-distribution, use of a local server and modiﬁcations to EAP. In the following, we delve into each of them and detail the mechanism proposed to achieve a reduced handoff latency. 4.1 Context transfer



As depicted in Fig. 9, the context transfer mechanism (T. Aura & M. Roe (2005), H. Kim et al. (2005), C. Politis et al. (2004), IEEE 802.11 IAPP (2003), J. Bournelle et al. (2006)) tries
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to reduce the time devoted to network access control by transferring cryptographic material (1) from an EAP authenticator (current) to a new one (target). When the user moves to the new authenticator (2), it can use the transferred context (e.g., cryptographic keys and associated lifetimes) to execute a security association protocol with the new authenticator (3) to protect the wireless link. Thus, the user does not need to be authenticated and can directly start the security association establishment process based on the transferred cryptographic material. In order to perform a secure transference between both authenticators, it is assumed the existence of a pre-established security association between them. Additionally, context transfer solutions do not propagate the same cryptographic material (CM) from one authenticator to another. Instead, the transferred cryptographic material is derived (CM’) from that owned by the current authenticator where the user is connected. The process employed to generate the derived cryptographic material is followed by both the peer and the authenticator. While the authenticator transfers the derived material to the new authenticator, the peer employs it to start the security protocol execution.



Fig. 9. Context transfer mechanism Depending on when the transference is performed, we can distinguish between reactive and proactive schemes. In the proactive mode, the context transfer is performed before the peer performs the handoff. Therefore, when the peer moves to the new authenticator, the cryptographic material has been already transferred to the new authenticator and the peer can immediately establish the security association. Conversely, in the reactive mode, the context transfer is performed once the user performs the handoff and is under the coverage area of the new authenticator. The proactive mode introduces less latency to network access control than the reactive mode since the transference of cryptographic material is performed in advance before the handoff. Nevertheless, reactive solutions are interesting in situations where the handoff happens unexpectedly and there is no anticipation to perform the transference. An important advantage of context transfer mechanisms relies on their ability to re-authenticate the user without the need of contacting an authentication server located in the infrastructure. Nevertheless, they have been widely criticized as a promising technique to achieve a fast network access due to an important security vulnerability known as the domino effect (R. Housley & B. Aboba (2007)). The problem comes from the fact that context transfer re-uses the same cryptographic material (or a derived one following a well-known process) in different authenticators. Therefore, if one authenticator is compromised, the rest of authenticators visited by the same user are also affected.
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4.2 Pre-authentication



Pre-authentication solutions propose a scheme (see Fig. 10) where the mobile user performs a full EAP authentication (1) with a candidate authenticator through the current associated one before it performs the handoff. In this manner, when the handoff happens (2), given that the MSK generated during the pre-authentication process will be already present in the candidate authenticator, the peer only needs to establish a security association (3) with it to protect the wireless link. As we see, pre-authentication decouples the authentication and network access control operations from the handoff.



Fig. 10. Pre-authentication mechanism Depending on the role adopted by the current authenticator during the EAP pre-authentication, we can distinguish two scenarios of EAP pre-authentication signalling (Y. Ohba et al. (2010)): • Direct pre-authentication. In this type of EAP pre-authentication, the current authenticator only forwards the EAP lower-layer messages between mobile node and candidate authenticator as it would be data trafﬁc. • Indirect pre-authentication. Here, the current authenticator plays an active role during pre-authentication process. This type of pre-authentication is useful when the mobile node neither has the candidate authenticator address nor is able to access to the candidate authenticator for security reasons. Therefore, there is a signalling from mobile node to/from current authenticator, and from/to the current authenticator to/from the candidate authenticator. Note that current authenticator does not act as an EAP authenticator; it only translates between different EAP lower-layer protocols. The ﬁrst pre-authentication proposal was initially introduced at link layer by the IEEE 802.11i technology (IEEE 802.11i (2005)) and later improved in IEEE 802.11r (IEEE 802.11r (2005)). Nevertheless, the deﬁnition of pre-authentication mechanisms at link-layer has some serious limitations since they cannot be applied for cases involving inter-domain or inter-technology handoffs. To avoid this problems, some other solutions propose a pre-authentication procedure at network layer. Network layer solutions (Y. Ohba and A. Yegin (2010), R. M. Lopez et al. (2007), A. Dutta et al. (2008)) have the advantage of being capable to work independent of the underlying access technologies and with authenticators located in different networks or domains.
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Despite pre-authentication solutions can potentially achieve an important reduction in the latency introduced by the authentication process during the network access control, this technique presents some drawbacks. First, pre-authentication requires the existence of network connectivity to carry out the pre-authentication process which is a requisite that may not always be satisﬁed. Second, pre-authentication requires a precise selection of the authenticator with which perform a pre-authentication process. If the user performs a pre-authentication with authenticators where the user ﬁnally does not move, the technique may incur in an unnecessary use of network resources. The third disadvantage is related to the previous one. Since pre-authentication implies the pre-reservation of resources in candidate authenticators, in practice, operators are reluctant to pre-reserve resources for users that may or may not roam in the future. Therefore, pre-authentication may have a limited application, specially in inter-domain handoffs. Finally, given that pre-authentication involves a full EAP authentication, special care must be taken to determine the moment to start the pre-authentication process. As a consequence, pre-authentication needs to be performed with a considerable anticipation to the handoff. 4.3 Key pre-distribution



Key pre-distribution solutions (A. Mishra et al. (2004), S. Pack & Y. Choi (2002), Z. Cao et al. (2011), F.Bernal-Hidalgo et al. (2011)) propose the pre-installation of cryptographic material (e.g., keys) in candidate authenticators so that the keys required for secure association are already available when the peer moves to the authenticators. As depicted in Fig. 11, the mobile user initially performs an EAP authentication (1) with the AAA server. Once the EAP authentication is successfully completed, the AAA server pre-distributes keys (2) to authenticators which the user can potentially associate to in a near future. Therefore, when the peer moves to a new authenticator (3 and 5), it is not required to perform a full EAP authentication. Instead, using the key material already present in the authenticator and known by the peer, a security association is established between both entities (4 and 6). Fast re-authentication solutions based on key pre-distribution have two main disadvantages. On the one hand, they require a precise selection of those authenticators to which pre-distribute key material. If the user pre-distributes key material to authenticators where the user ﬁnally does not move, the technique may incur in an unnecessary use of resources. Nevertheless, this is a complex problem given the difﬁculty of predicting future movements of the user. On the other hand, key pre-installation solutions have a signiﬁcant deployment cost since a modiﬁcation in existing lower-layer technologies and AAA protocols is required in order to allow pushing a key provided by an external entity instead of being produced as a consequence of a successful EAP authentication executed through the EAP authenticator. 4.4 Use of a local server



According to the EAP authentication model (B. Aboba et al. (2004)), each time a user needs to be authenticated, a full EAP authentication must be performed with the AAA/EAP server located in the user’s home domain. This is a serious limitation for roaming scenarios, specially in mobility contexts. The reason is that each time the visited network needs to re-authenticate the client, the home domain must be contacted. This introduces a considerable latency during network access process since the home EAP server could be located far from the current user’s location. Furthermore, taking into account that typical EAP methods (e.g., EAP-TLS) require multiple round trips, the home domain needs to be contacted several times in order to complete the EAP conversation, resulting in unacceptable handoff times.



Access Control Solutions for Next Generation Networks Access Control Solutions for Next Generation Networks



23 21



Fig. 11. Key pre-distribution mechanism To solve this issue, some solutions (3GPP TS 33.102 V7.1.0 (2006), R. Marin et al. (2006), F.Bernal-Hidalgo et al. (2011), V. Narayanan & L. Dondeti (2008)) have proposed the use of a local server near the area of movement of the peer to speed up the re-authentication. The basic idea is to allow the visited domain to play a more active role in network access control by allowing the home AAA server to delegate the re-authentication task to the local AAA server placed in the visited domain. As depicted in Fig. 12, the user ﬁrstly performs a full EAP authentication (1) with the home AAA/EAP server using the long-term credentials that the home domain provides to their subscribers. This initial EAP authentication, commonly named bootstrapping phase, is performed the ﬁrst time the user connects to the network. Next, once the EAP authentication is successfully completed, the home AAA/EAP server sends (2) some key material (KM) to the visited AAA/EAP server. This key material, which is used as mid-term credential between the mobile and the visited AAA/EAP server, allows to locally perform re-authentication (3, 4) when the peer moves to other authenticators located in the visited domain, thus avoiding AAA signalling with the home AAA/EAP server. Despite this kind of fast re-authentication solutions do not require to contact the home domain to re-authenticate the user, they do not deﬁne any optimization for the re-authentication process with the local server. For example, authors in (R. Marin et al. (2006)) propose the use of an EAP method based on shared secret key like EAP-GPSK which requires two message exchanges with the local authentication server. Another serious disadvantage is found in the process followed to distribute the key that establishes a trust relationship between the peer and the local server. Solutions like (F.Bernal-Hidalgo et al. (2011); R. Marin et al. (2006)) use a two-party model to carry out a key distribution process which involves three entities: peer, local re-authentication server and home AAA/EAP server. Since the use of a two-party model is known to be inappropriate (D. Harskin et al. (2007)) from a security standpoint, a three-party approach is recommended.
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Fig. 12. Use of a local server mechanism 4.5 Modiﬁcations to EAP



Finally, another group of solutions try to reduce the EAP authentication time by modifying the EAP protocol itself. Between the different solutions following this approach, the most relevant contribution is the EAP Extensions for EAP Re-authentication Protocol (ERP) (V. Narayanan & L. Dondeti (2008)), which has been proposed by the IETF HandOver KEYing Working Group (HOKEY WG). ERP is a method-independent solution that modiﬁes the EAP protocol to achieve a lightweight authentication process. Additionally, ERP relies on the local server optimization (see Section 4.4) and assumes the existence of a local EAP Re-authentication (ER) server to optimize the process, which will be in charge of both fast EAP re-authentication and key distribution tasks. The ERP protocol describes a set of extensions to EAP in order to enable efﬁcient re-authentication for a peer that has already established some EAP key material with the EAP server in a previous bootstrapping phase. These extensions include three new messages: EAP-Initiate/Re-auth-Start, EAP-Initiate/Re-auth and EAP-Finish/Re-auth. As shown in Fig. 13, the ERP negotiation involves the peer, the authenticator and the ER server. Beforehand, it is assumed that the peer performs a full EAP authentication with the ER server and both entities share a EMSK. From the EMSK, the peer and the ER server derives a key named rRK. In turn, from the rRK, a new key named Re-authentication Integrity Key (rIK) is derived to provide proof of possession and authentication during the re-authentication process. The ERP re-authentication process is initiated by the authenticator by sending EAP-Initiate/Re-auth-Start to the peer. On the reception of this message, the peer sends an EAP-Initiate/Re-auth protected with the rIK which is forwarded by the authenticator to the ER server. Once the ER server successfully veriﬁes this messages, it
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Fig. 13. ERP protocol replays with a ﬁnal EAP-Finish/Re-auth and derives a rMSK (from the rRK), which is sent to the authenticator to establish a security association with the peer. On the one hand, in general, the main problem of this kind of proposals relies on their high deployment cost. Since these solutions update the EAP protocol basic operation, they require the modiﬁcation of existing EAP implementations in order to support the new re-authentication functionality. Consequently, user equipments, authenticators and authentication servers need to be updated, thus complicating the adoption of the solution. On the other hand, in particular, an important drawback of ERP is found on the security of the re-authentication process. Similarly to solutions (F.Bernal-Hidalgo et al. (2011); R. Marin et al. (2006)) previously analyzed in Section 4.4, ERP follows an inappropriate two-party key distribution model to distribute the rMSK from the ER to the authenticator.



5. Conclusion The provision of seamless mobility has created an interesting research ﬁeld within NGNs in order to ﬁnd mechanisms which try to provide a continuous access to the network during the handoff. In fact, this is a critical process, where the connection to the network is interrupted, thus causing packet loss that may affect on-going communications. To solve this problem, efforts are directed at reducing the time required to complete the different tasks performed during the handoff. In particular, the network access control process has been demonstrated to be one of the most important factors that negatively affects handoff latency. This process is demanded by network operators in order to control that only legitimate users are able to employ the operator’s resources. This chapter has provided a general overview about the state-of-art of technologies and protocols related to network access control in future NGNs. In particular, we have reviewed the EAP/AAA framework as a promising architecture for network access authentication in future heterogeneous networks. While AAA infrastructures provide an uniﬁed framework to handle the authentication, authorization and accounting processes, the EAP protocol is used to implement the authentication service in AAA scenarios. Apart from being easily
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deployable within existing AAA infrastructures, EAP exhibits important features such as ﬂexibility to select an authentication mechanism and independence from the underlying wireless technology. Nevertheless, EAP presents some deﬁciencies when applied in mobile scenarios. In particular, a typical EAP authentication introduces a prohibitive latency during the handoff which provokes a connection disruption that may affect active communications. This problem has been extensively studied by the research community, which has proposed different fast re-authentication mechanisms. Precisely, the second part of the chapter is devoted to revise and analyze the different schemes that have tried to reduce the latency introduced by network access control during the handoff. According to the strategy followed to reduce the authentication time, we can distinguish ﬁve fast re-authentication schemes: context transfer, pre-authentication, key pre-distribution, use of a local server and modiﬁcations to EAP. Throughout this chapter we have analyzed both advantages and disadvantages of each approximation.
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1. Introduction This chapter discusses the application of methodologies to plan and design IP Backbones and 3G access networks for today's Internet world. The recent trend of the multi-frequency band operations for mobile communication systems requires increasingly bandwidth capacity in terms of core and access. The network planning task needs mathematical models to forecast network capacity that match the service demands. As the nature of network usage changed, to explain and forecast the network growth, new methods are needed. In this chapter, we will discuss some strategies to optimize the bandwidth management of a real service provider IP/MPLS backbone and later we will propose a method for traffic engineering in a national IP backbone. Currently, all telecommunications networks are using IP packets to transport several kind of services. The industry has called this integration as IMS (IP Multimedia Subsystem) in 3G technologies. One important challenge is how to implement this desirable integration with the lack of well known mathematical models to perform capacity planning and forecast the network needs in terms of growth and applications demands. In other way, the main question is how to deliver the required level of service for all kind of applications using the same structure but with different types of traffic and QoS (Quality of Service) requirements. Due to the fact that many different services will use the same transport infrastructure, the Quality of Service can also be described as a result of traffic characterization because the traffic nature per service or at least per application shall be known. As demonstrated in some research papers (Leland et al., 1994; Carvalho et al., 2009), the Erlang model is not able to accurately describe the behavior of Ethernet and Internet traffic. Without the right model, scientific prediction becomes very difficult and therefore, the planning and forecasting tasks become almost impossible. The above research works verified that the Poisson traffic model is not able to explain the IP traffic dynamics and this implies that the capacity planning tasks for integrated services will need new methodologies. Some models have been used with superior performance to achieve these goals, the self-similar or monofractal model show acceptable results in several situations (Carvalho et al., 2007). Several works show that the multifractal models are particularly promising for multimedia networks (Riedi et al., 2000; Abry, 2002; Fonseca, 2005; Deus, 2007). The traffic
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engineering task is valuable to optimize the network resources such as links, routing and processing capacity. One important issue in the traffic engineering task is that the capacity planning forecasting may be for medium long periods (or more than one year), due the fact is not easy to increase long distance link capacities in small periods of time. This problem is much more valuable when the coverage area income is not proportional to the area, as in countries like Brazil, China, Russia in which large areas not necessarily economically attractive.



2. Network planning The planning task is fundamental to optimize resource utilization. The Fig. 1 describes, from an industry point of view, a complete feasible telecommunications planning cycle. The inputs are the service demands, described as all type of products/services needs per region and also per customer. The physical and logical inventory are very important to be accurate in terms of transmission mediums such as fiber or radio, demographic dispersion, network elements complete description, management assets, and other important physical and logical information. In terms of innovation, the approach is to use new technologies to achieve new degrees of service delivery; this function shall be used as a complement for planning and forecasting purposes. Other very important function is the economic variables to calculate the return of the investments (ROI) and all other related costs (fixed and variable). All information about traffic usage will be collected and sampled depending on the nature of the service and will have a fast track for immediate operations and decision-making, normally every 5 minutes. For long-term planning these samples will be aggregate in hours, days and weeks. The functions in Figure 1, in terms of long term capacity will be used to achieve the capacity to deliver new services allowing network expansion related to the inputs, generating new routing and topology and other capacity needs, as described in Figure 1. The traffic engineering function is used in real-time, under human supervision, sometimes even when some modification in terms of routing is proposed by an algorithm. Sometimes, this could not be feasible in practice because network stability is more important in operational environments (Carvalho et al., 2009; Evans & Filsfils, 2007). The peering agreements will be done as a function of the outputs and also observing the commercial issues. In this way, many service providers have a peering committee to approve new peering interconnections, which has not only a technical importance as well as a marketing approach. The capacity outputs will generate purchasing activities; this will be done by an engineering implementation function. The main objective is to have an operational network, providing all kind of facilities and desirable services. Along with the massive growth of the Internet and other applications, an increasing demand for different kinds of services for packet switching networks is important. Nowadays, these networks are expected to deliver audio and video transmissions with quality as good as that of a circuit switching network. In order to make it possible, the network must offer high quality services when it comes to bandwidth provisioning, delay, jitter and packet loss.
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Fig. 1. Telecommunications Industry Planning Process. Adapted from (De Deus, 2007; Evans & Filsfils, 2007). The processes of traffic characterization and modelling are very important points of a good network project. A precise traffic modelling may allow the understanding of a physical network problem as a mathematical problem whose solution may be simpler. For example, the use of traffic theory suggests that mathematical models can explain, at least for some confidence degrees, the relationship between traffic performance and network capacity (De Deus, 2007; Fonseca, 2005). The next sections will provide an example on a 3G network using traffic samples to study the planning and project deployment phases. The network described in our study runs with more than 1 million attached 3G costumers with national coverage. In this network, we collected traffic in July 2009 in three different locations (Leblon, Barra da Tijuca and Centro) in Rio de Janeiro. In this way, the first step was to classify the traffic per application. The second step was to characterize the traffic using a procedure based on selfsimilarity (Clegg, 2005) or multifractal analysis (Carvalho et al., 2009). These results were used as basis for proposing a method to manage the traffic in the network. To manage the traffic demands, we deployed a traffic engineering concept that divides the traffic across the network through tunnels. The bandwidth was monitored and in the observed period, we collected metrics that were used as inputs to decide how to configure new parameters that may fit the incoming needs. An ILEC (incumbent local exchange
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carrier) service provider of IP traffic was used to collect real network traces and we simulated a similar architecture of this network using the OPNET Modeler tool. A 3G with a Metro Ethernet access was also analysed. The analysis considered a per application separation of traffic. The statistical analysis was done using a self-similarity approach, calculating the Hurst parameter using different calculation methodologies (Abry et al., 2002). Some multifractal analysis was also done as a tool to better choose the time scale. The results show that the proposed method is able to generate better results in terms of an on-line traffic engineering control and also to provide key information to long term capacity planning cycles. The Traffic Engineering function is detailed using some network simulations examples. Finally, some long term forecasting and short term traffic engineering proposal was done in a 3G networks. 2.1 Traffic modelling in multimedia networks The traffic modelling and its application to real traffic in operational networks, allows the implementation of research platforms that simulate future or real network critical conditions, which is particularly interesting for huge service providers. Injecting traffic series generated accordingly to mathematical models may help to evaluate several conditions in a network and certainly this may help to develop more accurate capacity planning models regarding specific QoS requirements. Such procedures also facilitate the creation of management strategies. A large number of tools on the Internet provide traffic analysis, like TG (TG), NetSpec (NetSpec), Netperf (Netperf), MGEN (MGEN) and D-ITG (D-ITG) and GTAR, Gerador de Tráfego e Analisador de QoS na Rede (Carvalho et al., 2006), FracLab (FracLab, 2011). To model the traffic in integrated networks is necessary the use of mathematical models that allow, from its base, to infer the impact of traffic on network performance. The efficient characterization of traffic will be given by the degree of accuracy of the model in comparison with the real traffic statistical properties. In our work, the characterization of the traffic is used as a key element in the design of complex telecommunications systems. Once characterized, the traffic on different time scales can be used in network simulations. The simulation process can reproduce the behaviour of traffic by application type, for parts of the network, by customer group or interconnections with other networks, opening the possibility to increase the knowledge of the network and making possible a better control of resources. 2.2 Poisson and erlang model The use of the Internet to transmit real-time audio and video flows increases every day. Some of these applications are transmitted at a constant rate. This kind of traffic results by sending one packet every 1/Tx seconds, where Tx is the rate of transmission in packets per second, defined by the type of the application. In circuit switched networks, a very successfully model is based on the Poisson distribution. The Poisson traffic is characterized by exponentially distributed random variables to
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represent the inter-packet times. The Erlang model, broadly used in telephony systems has been successfully used for capacity planning for many years and is based in the premise that a Poisson distribution describes the traffic in this type of network. The Poisson model was considered accurate in the early years of the packet switched networks and was heavily used for capacity planning. In the early 90’s, the work of Leland(Leland et al., 1994) proved that the behavior of the Ethernet traffic was considerably different than Poisson traffics mainly regarding self-similar aspects with long-range dependence, which is not well described by short memory processes. In practice, the packet switched networks that were planned using the Poisson model, normally had an overprovision in links capacity to comply with the lack of accuracy of the model. Considering the different works about capacity planning following the work of Leland, the heavy-tail models were considered more accurate to describe the traffic in packet switched networks and consequently, they appeared as a better choice. 2.3 Self-similar One kind of traffic that appears often in wideband networks is the burst traffic. It can be generated by many applications such as compressed video services and file transfers. This traffic is characterized by periods with activity (on periods) and periods without activity (off periods). Moreover, as proved in (Perlingeiro & Ling, 2005), (Barreto, 2007), it is possible to generate self-similar traffic by the aggregation of many sources of burst traffics that presents a heavy-tailed distribution for the on period. The self-similar model defines that a trace of traffic collected at a time scale has the same statistical characteristics that an appropriately scaled version of the traffic to a different time scale (Nichols et al., 1998). From the mathematical point of view, the self-similarity of a stochastic process in continuous time is defined as shown in Equation 1, which defines a process in continuous time X (t) as exactly self-similar. d



X(t ) = a−H X( at ), a > 0



(1)



The sample functions of a process X(t) and its scaled version of the a–HX(at) obtained by compressing the time axis by the factor amplitudes “a” , can not be distinguished statistically. Therefore, the moments of order n of X(t) are equal to the moments of order n of X (at), scaled by a-Hn. The Hurst parameter, H is then a key element to be identified in the traffic. For self-similar traffic, the H is greater than 0.5 and less than 1. For a Poisson traffic this value is close to 0.5. Experimental results show that this same parameter in operational networks (Perlingeiro & Ling, 2005; Carvalho et. Al., 2007) has values between 0.5 and 0.95. Then, the parameter H may be a descriptor of the degree of dependence on long traffic (Zhang et al.; 1997). The aforementioned Hurst parameter plays a major role on the measurement of the selfsimilarity degree. The closer it is of the unity, the greatest the self-similarity degree. One of the most popular self-similar processes is the fractional Brownian motion (fBm), which is the only self-similar Gaussian process with stationary increments. The increments process of the fBm is the fractional Gaussian noise (fGn). To generate the traffic, we first create a fGn
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sequence based on the method presented in (Norros, 1995). Each sample of the sequence represents the number of packets to be sent on a time interval of size T. The size of the time interval and the mean of the sequence generated will depend on the traffic rate. 2.4 Multifractal traffic As self-similar models, multifractals are multiscale process with rescaling properties, but with the main difference of being built on multiplicative schemes(Incite, 2011). In this way, they are highly non-Gaussian and are ruled by different limiting laws than the additive CLT (Central Limit Theorem). Therefore, multifractals can provide mathematical models to many world situations such as Internet traffic loads, web file requests, geo-physical data, images and many others. The Hölder function is defined by the h(t) function. In the self similar model, also called as monofractal, the Hurst parameter is a global property that quantifies the process changes according to changes in the scale. For multifractal traffic, however, the Hurst parameter becomes less efficient in this characterization and another metric is needed to perform the scaling analysis of the sample regularity. There are several ways to infer the scaling behavior of traffic, one way is widely used by local singularities of the function. A singular point is defined as a point in an equation, curve, surface, etc., which have transitions or becomes degenerate (Ried et al., 2000). It is quite common that the singular points of the signal containing essential information on network traffic packets. In order to identify the singularities of a signal, it is necessary to measure the regularity of the same point, which will reflect in burst periods occurring at all traffic scales. In (Gilbert & Seuret, 2000) some examples can be found about the point and the exponents of the local Hölder values making possible to check the degree of uniqueness of network traffic. According to Veira, (Veira et al., 2000) the Hölder exponent is capable to describe the degree of a singularity. Considering a function f : R→ R, with x0 as real number, and α a stricted real positive number. It can be assumed that f belongs to Cα(x0) if a polynomial Pm with degree n < α, as shown in (2). (2) As described in (Ludlam, 2004) a multifractal measure P can be characterized by calculating the distribution f ( α ) , known as the multifractal, or singularity, spectrum where α is the local Hölder exponente (Clegg, 2005 ; Castro e Silva, 2004 ; Vieira, 2006 ). This measure can be also shown as a probability density function P ( x ), in this case, the local Hölder exponente (; Gilbert & Seuret, 2000) is defined ad in (7). α ( x ) = lim l → 0 log P ( ℬ ( l , x ) ) log l



(3)



where ℬ ( l , x ) is a box centred at x with radius l , and P ( ℬ ) is the probability density integrated over the box ℬ . It describes the scaling of the probability within a box, centred on a point x , with the linear size of the box.
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Each point x of the support of the measure will produce a different α ( x ) , and the distribution of these exponents is what the singularity spectrum f ( α ) measures. The points for which the Hölder exponents are equal to some value α form a set, which is in turn a fractal object. The fractal dimension of this set can be calculated, and is a function of α , namely f ( α ). As described in (2), a function ƒ(x) satisfies the Hölder condition in a neighborhood of a point, where c and n are constants, as in (4). x0 if |ƒ(x) - ƒ(x0)| ≤c|(x-x0)|n



(4)



And a function ƒ(x) satisfies a Hölder condition in an interval or in a region of the plane, for all x and y in the interval or region, where c and n are constants, as in (5). |ƒ(x) - ƒ(y)| ≤ c|x - y|n



(5)



3. Traffic characterization The process of traffic characterization is a preponderant point of a feasible network project. In this section a traffic characterization framework is described. The characterization intends to describe a step by step procedure, which may be useful to understand the behavior of traffic in large networks using a mathematical model as a tool to achieve good planning. One difficult issue to characterize traffic in IP networks is the changing environment due to new applications and new services that are appearing constantly. This implies that the



Fig. 2. Characterization process.
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characterization used in real environments shall considerer the evolution and the amount of variation in the types of services, including not well known agents as social behavior and emerging applications. The efficiency in traffic characterization is given by the model accuracy when compared with real traffic measures. As said by (Takine et al., 2004) a traffic model can only exist if there is a procedure for efficient and accurate inference for the parameters of the same mathematical structure. The traffic characterization is the main information source for the correct mathematical interpretation of network traffic. Once characterized, the traffic may be reproduced in different scales and periods and inserted into network simulators. Figure 2 shows a complete characterization flow to optimize planning. This procedure was implemented in the GTAR (Barreto, 2007) simulator, developed within our research.



4. Experimental analysis 4.1 Analysis of an IP network The first network to be evaluated is a Brazilian Service Provider in Brazil, with more than ten million PSTN (Public Switched Telephone Network) subscribers and more than one million ADSL as well. The IP network is shown Figure 3 each access layer is a PPPoX router capable called BRAS(Broadband Router Access Server).



Fig. 3. Testbed Network Architecture with 40% of simultaneous attached subscribers at least, all IP/MPLS interface 1 or 10 Gigabit Ethernet, also for long distance. (De Deus, 2007).
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Fig. 4. Downstream traffic “on peak” and “off peak”. The rate is normalized, 31 days sampled (De Deus, 2007). Figure 4 and 5 shows the downstream traffic collection results for a 31 days period. The most important source of traffic is the HTTP(Browsing) following by P2P applications(eDonkey, Bitorrent, Kazaa). In Figure 10, the same analysis is made for a 24 hours period. 300
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Fig. 5. Downstream traffic “on peak” and “off peak”. Traffic rate is normalized, 24 hours sampled (De Deus, 2007). Figure 6 shows the packet size probability distribution. Less than 100 Bytes packets have 50% of probability. These samples are from a real network with Internet traffic of 4 million xDSL subscribers, demonstrating the very large use of voice packets even when using http flows. This happens mainly because of applications such as SKYPE.
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Fig. 6. Packet Size Probability Distribution (De Deus, 2007). Table 1 shows and per application anaylis of traffic in which the Hurst parameter was calculated with two different methods (De Deus, 2007). For real time traffic, the Hurst parameter calculation demands attention because in some cases if statistical process does not have a representative long range dependence characteristic the parameter may be wrongly interpreted. Another issue is the trend present in the periodic traffic. For a more accurate estimation, the cycle regularity is removed to delete all observed trends. Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17



Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17



Hurst (Variance-Time Plot ) 0,843 0,812 0,901 0,9 0,815 0,816 0,865 0,87 0,907 0,867 0,869 0,671 0,878 0,839 0,874 0,753 0,851



Hurst (Variance-Time Plot ) 0,915 0,942 0,937 0,902 0,902 0,901 0,939 0,932 0,937 0,922 0,86 0,904 0,937 0,922 0,935 0,935 0,933



Hurst (Kettani-Gubner) 0,895 0,878 0,926 0,934 0,879 0,904 0,906 0,916 0,935 0,919 0,906 0,861 0,909 0,894 0,907 0,85 0,914



Hurst (Kettani-Gubner) 0,948 0,962 0,963 0,935 0,928 0,942 0,964 0,964 0,968 0,948 0,926 0,942 0,965 0,958 0,963 0,967 0,964



Chi-Square (Gaussian Distribution) 31,042 71,299 38,146 52,569 32,549 62,042 17,91 39,653 28,028 21,785 27,167 35,778 36,208 44,604 30,611 23,292 40,299



Chi-Square (Gaussian Distribution) 63,549 49,771 45,25 28,243 20,708 30,181 43,258 52,354 39,007 38,576 37,5 33,84 55,799 46,972 46,757 49,986 37,285



Table 1. HTTP and P2P Hurst parameter estimation for 5 minutes average.
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In Table 1 is shown the estimation of the H parameter for the HTTP (Hyper Text Transfer Protocol) applications. As can be seen, the H relies value between 0.67 and 0.93, which also shows a higher degree of self-similarity, considering that the lower value appears just in one day. For the P2P applications, the H parameter relies between 0.86 and 0.96. The estimation of the the Hurst parameter in Table 1 uses three different methods: the Variance-Time Plot Method, the Kettani-Gubner Method (Clegg, 2005), (Barreto, 2007). Also a Chi-squared analysis was made as a non-parametric test of significance (Perlingeiro, 2006), (De Deus, 2007), (Clegg, 2005) due to the fact that it is necessary to verify the distribution similarity. The statistical significance test allows, with a certain degree of confidence, the acceptance or rejection of a hypothesis, as shown in Figure 7. The sampled links had a load, in the worst case around 70%. Figure 7 shows the Hölder calculation for the traffic. The conclusion in fact is that the traffic is self-similar and monofractal, when the measurement is done in a 5 minutes per sample.



Fig. 7. P2P and http 5 minutes samples, Hölder exponent using the local Hölder Oscillation Based method [fraclab]. 4.1.1 Bandwidth control strategies for the IP network Figure 8 shows the proposal of a real-time network forecast. First, in the network the samples are collected. Then the traffic is classified per application. The estimation and a characterization of the parameters of collected samples are calculated. These parameters are used as input to a traffic forecast tool based on a mathematical traffic model which intends to find the sub-optimal capacity of the link for that traffic load, considering its self-similarity nature. The objective is to use these parameters as inputs of a simulation tool to forecast the traffic and feedback in real-time the network to provide a new model to capacity plan in the backbone. Following Figure 8, first the network samples are collected. Thenext step is the execution of classification procedure per application using tools based on protocols (Destination, Source, Port, Payload types). Next phase is to estimate the parameter (e.g. Hurst, Hölder) that will
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be used as input to a traffic forecast tool based on valid models (Norros at al., 2000). The next step is to insert the parameter to a tool that will take a decision of how the autoconfiguration will be done and a configuration of the element abstracting the vendor (e.g. Juniper, Cisco, Huawei). In figure 7 the example of application of the feedback process is described using the auto configuration tool to change the tunnel characteristics, that will use the proposed framework in Figure 8, as an example of setting up an outstream traffic marked as Diffserv. If the traffic can be characterized as asymptotical self-similar or monofractal or multifractal some ready prediction models based (e.g. fBm, MWM, MMW) can be used. The core idea is that using only some parameters the mathematical calculus can be feasible at real time, as shown in Figure 14.



Fig. 8. Proposal of a network real-time forecast framework with bandwidth estimation. In this case, the tunnels are configured using the self-similarity bandwidth estimators, as described in (Carvalho, 2007). The traffic needs to be marked as the DiffServ and will be injected per tunnel as the auto configuration tunnel selection. There are several methods used to estimate bandwidth. The method used in our example is the FEP(Fractal Envelope Process). This model has a good performance for long range dependence with a high degree of confidence in the quasi-Real Time estimation (De Deus, 2007).
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Fig. 9. Tunnel selection between two routers using Diffserv and Inteserv to select the specific tunnel. The bandwidth estimation most accepted definition, currently known, use a concept introduced by (Kelly et al.,1996), where there is a direct dependency on buffer size and time scales related to the buffer overflow possibility. The concept is shown in (6) where X[0, t] is the amount of bits that arrive in an interval [0, t], considering that X[0, t] has stationary increments. The letter b is the buffer size and t time or scale, BP is the capacity in bits per second.



,



=



log



[ , ]



(6)



0< , 2) (Bennett, 1992; Bennett et al., 1992; Bourennane et al., 2002; Bruss & Macchiavello, 2002; Cerf et al., 2002; Gnatyuk et al., 2009); protocols using phase coding (Bennett, 1992); protocols using entangled states (Ekert, 1991; Durt et al., 2004); decoy states protocols (Brassard et al., 2000; Liu et al., 2010; Peng et al., 2007; Yin et al., 2008; Zhao et al., 2006a, 2006b); and some
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other protocols (Bradler, 2005; Lütkenhaus & Shields, 2009; Navascués & Acín, 2005; Pirandola et al., 2008). The main task of QKD protocols is encryption key generation and distribution between two users connecting via quantum and classical channels (Gisin et al., 2002). In 1984 Ch. Bennett from IBM and G. Brassard from Montreal University introduced the first QKD protocol (Bennett & Brassard, 1984), which has become an alternative solution for the problem of key distribution. This protocol is called BB84 (Bouwmeester et al., 2000) and it refers to QKD protocols using single qubits. The states of these qubits are the polarisation states of single photons. The BB84 protocol uses four polarisation states of photons (0°, 45°, 90°, 135°). These states refer to two mutually unbiased bases. Error searching and correcting is performed using classical public channel, which need not be confidential but only authenticated. For the detection of intruder actions in the BB84 protocol, an error control procedure is used, and for providing unconditionally security a privacy amplification procedure is used (Bennett et al., 1995). The efficiency of the BB84 protocol equals 50%. Efficiency means the ratio of the photons number which are used for key generation to the general number of transmitted photons. Six-state protocol requires the usage of four states, which are the same as in the BB84 protocol, and two additional directions of polarization: right circular and left circular (Bruss, 1998). Such changes decrease the amount of information, which can be intercepted. But on the other hand, the efficiency of the protocol decreases to 33%. Next, the 4+2 protocol is intermediate between the BB84 and B92 protocol (Huttner et al., 1995). There are four different states used in this protocol for encryption: “0” and “1” in two bases. States in each base are selected non-orthogonal. Moreover, states in different bases must also be pairwise non-orthogonal. This protocol has a higher information security level than the BB84 protocol, when weak coherent pulses, but not a single photon source, are used by sender (Huttner et al., 1995). But the efficiency of the 4+2 protocol is lower than efficiency of BB84 protocol. In the Goldenberg-Vaidman protocol (Goldenberg & Vaidman, 1995), encryption of “0” and “1” is performed using two orthogonal states. Each of these two states is the superposition of two localised normalised wave packets. For protection against intercept-resend attack, packets are sent at random times. A modified type of Goldenberg-Vaidman protocol is called the Koashi-Imoto protocol (Koashi & Imoto, 1997). This protocol does not use a random time for sending packets, but it uses an interferometer’s non-symmetrisation (the light is broken in equal proportions between both long and short interferometer arms). The measure of QKD protocol security is Shannon’s mutual information between legitimate users (Alice and Bob) and an eavesdropper (Eve): I AE ( D ) and I BE ( D ) , where D is error level which is created by eavesdropping. For most attacks on QKD protocols, I AE ( D ) = I BE ( D ) , we will therefore use I AE ( D ) . The lower I AE ( D ) in the extended range of D is, the more secure the protocol is. Six-state protocol and BB84 protocol were generalised in case of using d-level quantum systems — qudits instead qubits (Cerf et al., 2002). This allows increasing the information
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capacity of protocols. We can transfer information using d-level quantum systems (which correspond to the usage of trits, quarts, etc.). It is important to notice that QKD protocols are intended for classical information (key) transfer via quantum channel. The generalisation of BB84 protocol for qudits is called protocol using single qudits and two bases due to use of two mutually unbiased bases for the eavesdropping detection. Similarly, the generalisation of six-state protocol is called protocol using qudits and d+1 bases. These protocols’ security against intercept-resend attack and non-coherent attack was investigated in a number of articles (see e.g. Cerf et al., 2002). Vasiliu & Mamedov have carried out a comparative analysis of the efficiency and security of different protocols using qudits on the basis of known formulas for mutual information (Vasiliu & Mamedov, 2008). In fig. 1 dependences of I AB ( D ) , I (AE ) ( D ) and I (AE) ( D ) are presented, where I AB ( D ) is d+1 2 mutual information between Alice and Bob and I (AE ) ( D ) and I (AE) ( D ) is mutual information between Alice and Eve for protocols using d+1 and two bases accordingly. d+1



a)



2



b)



Fig. 1. Mutual information for non-coherent attack. 1, 2, 3 — I AB ( D ) for d = 2, 4, 8 (а) and d+1 2 d = 16, 32, 64 (b); 4, 5, 6— I (AE ) ( D ) for d = 2, 4, 8 (а) and d = 16, 32, 64 (b); 7, 8, 9— I (AE) ( D ) for d = 2, 4, 8 (а) and d = 16, 32, 64 (b). In fig. 1 we can see that at low qudit dimension (up to d ~ 16) the protocol’s security against non-coherent attack is higher when d+1 bases are used (when d = 2 it corresponds as noted above to greater security of six-state protocol than BB84 protocol). But the protocol’s security is higher when two bases are used in the case of large d, while the difference in Eve’s information (using d+1 or two bases) is not large in the work region of the protocol, i.e. in the region of Alice’s and Bob’s low error level. That’s why that the number of bases used has little influence on the security of the protocol against non-coherent attack (at least for the qudit dimension up to d = 64). The crossing points of curves I AB ( D ) and I AE ( D ) correspond to boundary values D, up to which one’s legitimate users can establish a secret
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key by means of a privacy amplification procedure (even when eavesdropping occurs) (Bennett et al., 1995). It is shown (Vasiliu & Mamedov, 2008) that the security of a protocol with qudits using two bases against intercept-resend attack is practically equal to the security of this protocol against non-coherent attack at any d. At the same time, the security of the protocol using d+1 bases against this attack is much higher. Intercept-resend attack is the weakest of all possible attacks on QKD protocols, but on the other hand, the efficiency of the protocol using d+1 bases rapidly decreases as d increases. A protocol with qudits using two bases therefore has higher security and efficiency than a protocol using d+1 bases. Another type of QKD protocol is a protocol using phase coding: for example, the B92 protocol (Bennett, 1992) using strong reference pulses (Gisin et al., 2002). An eavesdropper can obtain more information about the encryption key in the B92 protocol than in the BB84 protocol for the given error level, however. Thus, the security of the B92 protocol is lower than the security of the BB84 protocol (Fuchs et al., 1997). The efficiency of the B92 protocol is 25%. The Ekert protocol (E91) (Ekert, 1991) refers to QKD protocols using entangled states. Entangled pairs of qubits that are in a singlet state ψ − = 1 2 ( 0 1 − 1 0 ) are used in this protocol. Qubit interception between Alice to Bob does not give Eve any information because no coded information is there. Information appears only after legitimate users make measurements and communicate via classical public authenticated channel (Ekert, 1991). But attacks with additional quantum systems (ancillas) are nevertheless possible on this protocol (Inamori et al., 2001). Kaszlikowski et al. carried out the generalisation of the Ekert scheme for three-level quantum systems (Kaszlikowski et al., 2003) and Durt et al. carried out the generalisation of the Ekert scheme for d-level quantum systems (Durt et al., 2004): this increases the information capacity of the protocol a lot. Also the security of the protocol using entangled qudits is investigated (Durt et al., 2004). In the paper (Vasiliu & Mamedov, 2008), based on the results of (Durt et al., 2004), the security comparison of protocol using entangled qudits and protocols using single qudits (Cerf et al., 2002) against non-coherent attack is made. It was found that the security of these two kinds of protocols is almost identical. But the efficiency of the protocol using entangled qudits increases more slowly with the increasing dimension of qudits than the efficiency of the protocol using single qudits and two bases. Thus, from all contemporary QKD protocols using qudits, the most effective and secure against non-coherent attack is the protocol using single qudits and two bases (BB84 for qubits). The aforementioned protocols with qubits are vulnerable to photon number splitting attack. This attack cannot be applied when the photon source emits exactly one photon. But there are still no such photon sources. Therefore, sources with Poisson distribution of photon number are used in practice. The part of pulses of this source has more than one photon. That is why Eve can intercept one photon from pulse (which contains two or more photons) and store it in quantum memory until Alice transfers Bob the sequence of bases used. Then Eve can measure stored states in correct basis and get the cryptographic key while
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remaining invisible. It should be noted that there are more advanced strategies of photon number splitting attack which allow Bob to get the correct statistics of the photon number in pulses if Bob is controlling these statistics (Lutkenhaus & Jahma, 2002). In practice for realisation of BB84 and six-state protocols weak coherent pulses with average photon number about 0,1 are used. This allows avoiding small probability of two- and multi-photon pulses, but this also considerably reduces the key rate. The SARG04 protocol does not differ much from the original BB84 protocol (Branciard et al., 2005; Scarani et al., 2004; Scarani et al., 2009). The main difference does not refer to the “quantum“ part of the protocol; it refers to the “classical” procedure of key sifting, which goes after quantum transfer. Such improvement allows increasing security against photon number splitting attack. The SARG04 protocol in practice has a higher key rate than the BB84 protocol (Branciard et al., 2005). Another way of protecting against photon number splitting attack is the use of decoy states QKD protocols (Brassard et al., 2000; Peng et al., 2007; Rosenberg et al., 2007; Zhao et al., 2006), which are also advanced types of BB84 protocol. In such protocols, besides information signals Alice’s source also emits additional pulses (decoys) in which the average photon number differs from the average photon number in the information signal. Eve’s attack will modify the statistical characteristics of the decoy states and/or signal state and will be detected. As practical experiments have shown for these protocols (as for the SARG04 protocol), the key rate and practical length of the channel is bigger than for BB84 protocols (Peng et al., 2007; Rosenberg et al., 2007; Zhao et al., 2006). Nevertheless, it is necessary to notice that using these protocols, as well as the others considered above, it is also impossible without users pre-authentication to construct the complete high-grade solution of the problem of key distribution. As a conclusion, after the analysis of the first and scale quantum method, we must sum up and highlight the following advantages of QKD protocols: 1.



2.



These protocols always allow eavesdropping to be detected because Eve’s connection brings much more error level (compared with natural error level) to the quantum channel. The laws of quantum mechanics allow eavesdropping to be detected and the dependence between error level and intercepted information to be set. This allows applying privacy amplification procedure, which decreases the quantity of information about the key, which can be intercepted by Eve. Thus, QKD protocols have unconditional (information-theoretic) security. The information-theoretic security of QKD allows using an absolutely secret key for further encryption using well-known classical symmetrical algorithms. Thus, the entire information security level increases. It is also possible to synthesize QKD protocols with Vernam cipher (one-time pad) which in complex with unconditionally secured authenticated schemes gives a totally secured system for transferring information.



The disadvantages of quantum key distribution protocols are: 1.



A system based only on QKD protocols cannot serve as a complete solution for key distribution in open networks (additional tools for authentication are needed).
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4. 5. 6.
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The limitation of quantum channel length which is caused by the fact that there is no possibility of amplification without quantum properties being lost. However, the technology of quantum repeaters could overcome this limitation in the near future (Sangouard et al., 2011). Need for using weak coherent pulses instead of single photon pulses. This decreases the efficiency of protocol in practice. But this technology limitation might be defeated in the nearest future. The data transfer rate decreases rapidly with the increase in the channel length. Photon registration problem which leads to key rate decreasing in practice. Photon depolarization in the quantum channel. This leads to errors during data transfer. Now the typical error level equals a few percent, which is much greater than the error level in classical telecommunication systems. Difficulty of the practical realisation of QKD protocols for d-level quantum systems. The high price of commercial QKD systems.



2.2 Quantum secure direct communication The next method of information security based on quantum technologies is the usage of quantum secure direct communication (QSDC) protocols (Boström & Felbinger, 2002; Chuan et al., 2005; Cai, 2004; Cai & Li, 2004a; Cai & Li, 2004b; Deng et al., 2003; Vasiliu, 2011; Wang et al., 2005a, 2005b). The main feature of QSDC protocols is that there are no cryptographic transformations; thus, there is no key distribution problem in QSDC. In these protocols, a secret message is coded by qubits’ (qudits’) – quantum states, which are sent via quantum channel. QSDC protocols can be divided into several types:



• • • •



Ping-pong protocol (and its enhanced variants) (Boström & Felbinger, 2002; Cai & Li, 2004b; Chamoli & Bhandari, 2009; Gao et al., 2008; Ostermeyer & Walenta, 2008;Vasiliu & Nikolaenko, 2009; Vasiliu, 2011). Protocols using block transfer of entangled qubits (Deng et al., 2003; Chuan et al., 2005; Gao et al., 2005; Li et al., 2006; Lin et al., 2008; Xiu et al., 2009; Wang et al., 2005a, 2005b). Protocols using single qubits (Cai, 2004; Cai & Li, 2004a). Protocols using entangled qudits (Wang et al., 2005b; Vasiliu, 2011).



There are QSDC protocols for two parties and for multi-parties, e.g. broadcasting or when one user sends message to another under the control of a trusted third party. Most contemporary protocols require a transfer of qubits by blocks (Chuan et al., 2005; Wang et al., 2005). This allows eavesdropping to be detected in the quantum channel before transfer of information. Thus, transfer will be terminated and Eve will not obtain any secret information. But for storing such blocks of qubits there is a need for a large amount of quantum memory. The technology of quantum memory is actively being developed, but it is still far from usage in common standard telecommunication equipment. So from the viewpoint of technical realisation, protocols using single qubits or their non-large groups (for one cycle of protocol) have an advantage. There are few such protocols and they have only asymptotic security, i.e. the attack will be detected with high probability, but Eve can obtain some part of information before detection. Thus, the problem of privacy amplification appears. In other words, new pre-processing methods of
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transferring information are needed. Such methods should make intercepted information negligible. One of the quantum secure direct communication protocols is the ping-pong protocol (Boström & Felbinger, 2002; Cai & Li, 2004b; Vasiliu, 2011), which does not require qubit transfer by blocks. In the first variant of this protocol, entangled pairs of qubits and two coding operations that allow the transmission of one bit of classical information for one cycle of the protocol are used (Boström & Felbinger, 2002). The usage of quantum superdense coding allows transmitting two bits for a cycle (Cai & Li, 2004b). The subsequent increase in the informational capacity of the protocol is possible by the usage instead of entangled pairs of qubits their triplets, quadruplets etc. in Greenberger-Horne-Zeilinger (GHZ) states (Vasiliu & Nikolaenko, 2009). The informational capacity of the ping-pong protocol with GHZ-states is equal to n bits on a cycle where n is the number of entangled qubits. Another way of increasing the informational capacity of ping-pong protocol is using entangled states of qudits. Thus, the corresponding protocol based on Bell’s states of threelevel quantum system (qutrit) pairs and superdense coding for qutrits is introduced (Wang et al., 2005; Vasiliu, 2011). The advantages of QSDC protocols are a lack of secret key distribution, the possibility of data transfer between more than two parties, and the possibility of attack detection providing a high level of information security (up to information-theoretic security) for the protocols using block transfer. The main disadvantages are difficulty in practical realisation of protocols using entangled states (and especially protocols using entangled states for dlevel quantum systems), slow transfer rate, the need for large capacity quantum memory for all parties (for protocols using block transfer of qubits), and the asymptotic security of the ping-pong protocol. Besides, QSDC protocols similarly to QKD protocols is vulnerable to man-in-the-middle attack, although such attack can be neutralized by using authentication of all messages, which are sent via the classical channel. Asymptotic security of the ping-pong protocol (which is one of the simplest QSDC protocols from the technical viewpoint) can be amplified by using methods of classical cryptography. Security of several types of ping-pong protocols using qubits and qutrits against different attacks was investigated in series of papers (Boström & Felbinger, 2002; Cai, 2004; Vasiliu, 2011; Vasiliu & Nikolaenko, 2009; Zhang et al., 2005a). The security of the ping-pong protocol using qubits against eavesdropping attack using ancilla states is investigated in (Boström & Felbinger, 2002; Chuan et al., 2005; Vasiliu & Nikolaenko, 2009). Eve's information at attack with usage of auxiliary quantum systems (probes) on the pingpong protocol with entangled n-qubit GHZ-states is defined by von Neumann entropy (Boström & Felbinger, 2002):



I 0 = S ( ρ ) ≡ −Tr { ρ log 2 ρ } = − λi log 2 λi



(1)



i



where λi are the density matrix eigenvalues for the composite quantum system “transmitted qubits - Eve's probe”.
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For the protocol with Bell pairs and quantum superdence coding the density matrix ρ have size 4х4 and four nonzero eigenvalues: 1 1 ( p1 + p 2 ) ± 2 2 1 1 = ( p3 + p 4 ) ± 2 2



λ1,2 =



( p1 + p2 )2 − 16 p1 p2 d ( 1 − d ) ,



λ3,4



( p3 + p4 )2 − 16 p3 p4 d ( 1 − d ) .



(2)



For the protocol with GHZ-triplets a density matrix size is 16х16, and а number of nonzero eigenvalues is equal to eight. At symmetrical attack their kind is (Vasiliu & Nikolaenko, 2009):



λ1,2 = λ7 ,8



1 1 ( p1 + p2 ) ± 2 2



1 1 = ( p7 + p8 ) ± 2 2



( p1 + p2 )2 − 16 p1 p2 ⋅ ( p7 + p8 )



2



2  2  d1 − d, 3  3 



(3)



2  2  − 16 p7 p8 ⋅ d  1 − d  . 3  3 



For the protocol with n-qubit GHZ-states, the number of nonzero eigenvalues of density matrix is equal to 2 n , and their kind at symmetrical attack is (Vasiliu & Nikolaenko, 2009):



λ1,2 =



λ2n − 1, 2n



1 1 ( p1 + p2 ) ± 2 2



1 1 = p2 n − 1 + p2 n ± 2 2



(



)



( p1 + p2 )2 − 16 p1 p2 ⋅



( p2 − 1 + p2 ) n



n



2



  2n−2 2n−2 − 1 d d  ,  n−1 n−1  −1  −1  2 2



(4)



  2n− 2 2n−2 d  1 − n − 1 d, − 16 p2n − 1 p2n ⋅ n − 1 2 2 −1  − 1 



where d is probability of attack detection by legitimate users at one-time switching to control mode; pi are frequencies of n-grams in the transmitted message. The probability of that Eve will not be detected after m successful attacks and will gain information I = m I 0 is defined by the equation (Boström & Felbinger, 2002):   1−q s( I ,q, d) =   1 − q ( 1 − d )   



I I0



,



(5)



where q is a probability of switching to control mode. In fig. 2 dependences of s ( I , q , d ) for several n, identical frequencies pi = 2 − n , q = 0.5 and d = dmax are shown (Vasiliu & Nikolaenko, 2009). dmax is maximum probability of attack detection at one-time run of control mode, defined as



dmax = 1 −



1 . 2n−1



(6)
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At d = dmax Eve gains the complete information about transmitted bits of the message. It is obvious from fig. 2 that the ping-pong protocol with many-qubit GHZ-states is asymptotically secure at any number n of qubits that are in entangled GHZ-states. A similar result for the ping-pong protocol using qutrit pairs is presented (Vasiliu, 2011). A non-quantum method of security amplification for the ping-pong protocol is suggested in (Vasiliu & Nikolaenko, 2009; Korchenko et al., 2010c). Such method has been developed on the basis of a method of privacy amplification which is utilized in quantum key distribution protocols. In case of the ping-pong protocol this method can be some kind of analogy of the Hill cipher (Overbey et al., 2005). Before the transmission Alice divides the binary message on l blocks of some fixed length r, we will designate these blocks as ai (i=1,…l). Then Alice generates for each block separately random invertible binary matrix K i of size r × r and multiplies these matrices by appropriate blocks of the message (multiplication is performed by modulo 2): bi = K i ai .



(7)



Fig. 2. Composite probability of attack non-detection s for the ping-pong protocol with many-qubit GHZ-states: n=2, original protocol (1); n=2, with superdense coding (2); n=3 (3); n=5 (4); n=10 (5); n=16 (6). I is Eve’s information. Blocks bi are transmitted on the quantum channel with the use of the ping-pong protocol. Even if Eve, remained undetected, manages to intercept one (or more) from these blocks and without knowledge of used matrices K i Eve won’t be able to reconstruct source blocks ai . To reach a sufficient security level the block length r and accordingly the size of matrices K i should be selected so that Eve’s undetection probability s after transmission of one block would be insignificant small. Matrices K i are transmitted to Bob via usual (non-quantum) open authentic channel after the end of quantum transmission but only in the event when Alice and Bob were convinced lack of eavesdropping. Then Bob inverses the received matrices and having multiplied them on appropriate blocks bi he gains an original message.
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Let's mark that described procedure is not message enciphering, and can be named inverse hashing or hashing using two-way hash function, which role random invertible binary matrix acts. It is necessary for each block to use individual matrix K i which will allow to prevent cryptoanalytic attacks, similar to attacks to the Hill cipher, which are possible there at a multiple usage of one matrix for enciphering of several blocks (Eve could perform similar attack if she was able before a detection of her operations in the quantum channel to intercept several blocks, that are hashing with the same matrix). As matrices in this case are not a key and they can be transmitted on the open classical channel, the transmission of the necessary number of matrices is not a problem. Necessary length r of blocks for hashing and accordingly necessary size r × r of hashing matrices should correspond to a requirement r > I, where І is the information which is gained by Eve. Thus, it is necessary for determination of r to calculate І at the given values of n, s, q and d = dmax . Let's accept s ( I , q , d ) = 10 − k , then: I=



− kI 0 .   1−q lg    1 − q(1 − d ) 



(8)



The calculated values of І are shown in tab. 1: n 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20



q = 0,5; d = dmax 69 74 88 105 123 142 161 180 200 220 240 260 279 299 319 339 359 379 399



q = 0,5; d = dmax 2 113 122 145 173 204 236 268 302 335 369 403 437 471 505 539 573 607 641 675



q = 0,25; d = dmax 180 186 216 254 297 341 387 434 481 529 577 625 673 721 769 817 865 913 961



q = 0,25; d = dmax 2 313 330 387 458 537 620 706 793 881 970 1059 1149 1238 1328 1417 1507 1597 1686 1776



Table 1. Eve’s information I at attack on the ping - pong protocol with n-qubit GHZ-states at s = 10 −6 (bit).
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Thus, after transfer of hashed block, the lengths of which are presented in tab. 1, the probability of attack non-detection will be equal to 10-6; there is thus a very high probability that this attack will be detected. The main disadvantage of the ping-pong protocol, namely its asymptotic security against eavesdropping attack using ancilla states, is therefore removed. There are some others attacks on the ping-pong protocol, e.g. attack which can be performed when the protocol is executed in quantum channel with noise (Zhang, 2005a) or Trojan horse attack (Gisin et al., 2002). But there are some counteraction methods to these attacks (Boström & Felbinger, 2008). Thus, we can say that the ping-pong protocol (the security of which is amplified using method described above) is the most prospective QSDC protocol from the viewpoint of the existing development level of the quantum technology of information processing. 2.3 Quantum steganography



Quantum steganography aims to hide the fact of information transferral similar to classical steganography. Most current models of quantum steganography systems use entangled states. For example, modified methods of entangled photon pair detection are used to hide the fact of information transfer in patent (Conti et al., 2004). A simple quantum steganographic protocol (stegoprotocol) with using four qubit entangled Bell states: 1 0 2 1 0 = 2
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was proposed (Terhal et al., 2005). In this protocol n Bell states, including all four states (9) with equal probability is divided between two legitimate users (Alice and Bob) by third part (Trent). For all states the first qubit is sent to Alice and second to Bob. The secret bit is coded in the number of m singlet states ψ − in the sequence of n states: even m represents “0” and odd represents “1”. Alice and Bob perform local measurements each on own qubits and calculate the number of singlet states ψ − . That’s why in this protocol Trent can secretly transmit information to Alice and Bob simultaneously. Shaw & Brun proposed another one quantum stegoprotocol (Shaw & Brun, 2010). In this protocol the information qubit is hidden inside the error-correcting code. Thus, for intruder the qubits transmission via quantum channel looks like a normal quantum information transmission in the noise channel. For information qubit detection the receiver (Bob) must have a shared secret key with sender (Alice), which must be distributed before stegoprotocol starting. In the fig.3 the scheme of protocol proposed by Shaw & Brun is shown. Alice hides information qubit changing its places with qubit in her quantum codeword. She uses her secret key to determine which qubit in codeword must be replaced. Next, Alice uses key again to twirl (rotate) information qubit. This means that Alice uses one of the four single
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qubit operators (Pauli operators) І, σ x , σ y or σ z for this qubit by determining a concrete operation using two current key bits. For the intruder who hasn’t a key, this qubit likes qubit in maximal mixed state (the rotation can be interpreted as quantum Vernam cipher). In the next stage Alice uses random depolarization mistakes (using the same Pauli operators σ x , σ y or σ z ) to some part of others qubits of codeword for simulating some level of noise in quantum channel. Next, she sent a codeword to Bob. For correct untwirl operation Bob use the shared secret key and then he uses a key again to find information qubit. The security of this protocol depends on the security of previous key distribution procedure. When key distribution has information-theoretic security, and using information qubit twirl (equivalent to quantum Vernam cipher) all scheme can have information-theoretic security. It is known the information-theoretic security is provided by QKD protocols. But if an intruder continuously monitors the channel for a long time and he has a precise channel characteristics, in the final he discovers that Alice transmits information to Bob on quantum stegoprotocol. In addition, using quantum measurements of transmitted qubit states, an intruder can cancel information transmitting (Denial of Service attack). Thus, in the present three basis methods of quantum steganography are proposed: 1. 2. 3.



Hiding in the quantum noise; Hiding using quantum error-correcting codes; Hiding in the data formats, protocols etc.



Fig. 3. The scheme of quantum stegoprotocol: С – qubit of codeword, I – information qubit, T – twirled information qubit, σ – qubit, to which Alice applies Pauli operator (qubit that simulate a noise). The last method is the most promising direction of quantum steganography and also hiding using quantum error-correcting codes has some prospect in the future practice implementation.
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It should be noted that theoretical research in quantum steganography has not reached the level of practical application yet, and it is very difficult to talk about the advantages and disadvantages of quantum steganography systems. Whether quantum steganography is superior to the classical one or not in practical use is still an open question (Imai & Hayashi, 2006). 2.4 Others technologies for quantum secure telecommunication systems construction



Quantum secret sharing (QSS). Most QSS protocols use properties of entangled states. The first QSS protocol was proposed by Hillery, Buzek and Berthiaume in 1998 (Hillery et al., 1998; Qin et al., 2007). This protocol uses GHZ-triplets (quadruplets) similar to some QSDC protocols. The sender shares his message between two (three) parties and only cooperation allows them to read this message. Semi-quantum secret sharing protocol using GHZ-triplets (quadruplets) was proposed by Li et al. (Li et al., 2009). In this protocol, users that receive a shared message have access to the quantum channel. But they are limited by some set of operation and are called “classical”, meaning they are not able to prepare entangled states and perform any quantum operations or measurements. These users can measure qubits on a “classical” { 0 , 1 } basis, reordering the qubits (via proper delay measurements), preparing (fresh) qubits in the classical basis, and sending or returning the qubits without disturbance. The sending party can perform any quantum operations. This protocol prevails over others QSS protocols in economic terms. Its equipment is cheaper because expensive devices for preparing and measuring (in GHZ-basis) many-qubit entangled states are not required. Semi-quantum secret sharing protocol exists in two variants: randomisation-based and measurement-resend protocols. Zhang et al. has been presented QSS using single qubits that are prepared in two mutually unbiased bases and transferred by blocks (Zhang et al., 2005b). Similar to the HilleryBuzek-Berthiaume protocol, this allows sharing a message between two (or more) parties. The security improvement of this protocol against malicious acts of legitimate users is proposed (Deng et al., 2005). A similar protocol for multiparty secret sharing also is presented (Yan et al., 2008). QSS protocols are protected against external attackers and unfair actions of the protocol’s parties. Both quantum and semi-quantum schemes allow detecting eavesdropping and do not require encryption unlike the classical secret-sharing schemes. The most significant imperfection of QSS protocols is the necessity for large quantum memory that is outside the capabilities of modern technologies today. Quantum stream cipher (QSC) provides data encryption similar to classical stream cipher, but it uses quantum noise effect (Hirota et al., 2005) and can be used in optical telecommunication networks. QSC is based on the Yuen-2000 protocol (Y-00, αη - scheme). Information-theoretic security of the Y-00 protocol is ensured by randomisation (based on quantum noise) and additional computational schemes (Nair & Yuen, 2007; Yuen, 2001). In a number of papers (Corndorf et al., 2005; Hirota & Kurosawa, 2006; Nair & Yuen, 2007) the high encryption rate of the Y-00 protocol is demonstrated experimentally, and a security analysis on the Yuen-2000 protocol against the fast correlation attack, the typical attack on stream ciphers, is presented (Hirota & Kurosawa, 2006). The next advantage is better security compared with usual (classical) stream cipher. This is achieved by quantum noise
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effect and by the impossibility of cloning quantum states (Wooters & Zurek, 1982). The complexity of practical implementation is the most important imperfection of QSC (Hirota & Kurosawa, 2006). Quantum digital signature (QDS) can be implemented on the basis of protocols such as QDS protocols using single qubits (Wang et al., 2006) and QDS protocols using entangled states (authentic QDS based on quantum GHZ-correlations) (Wen & Liu, 2005). QDS is based on use of the quantum one-way function (Gottesman & Chuang, 2001). This function has better security than the classical one-way function, and it has information-theoretic security (its security does not depend on the power of the attacker’s equipment). Quantum one-way function is defined by the following properties of quantum systems (Gottesman & Chuang, 2001):



1. 2.



Qubits can exist in superposition “0” and “1” unlike classical bits. We can get only a limited quantity of classical information from quantum states according to the Holevo theorem (Holevo, 1977). Calculation and validation are not difficult but inverse calculation is impossible.



In the systems that use QDS, user identification and integrity of information is provided similar to classical digital signature (Gottesman & Chuang, 2001). The main advantages of QDS protocols are information-theoretic security and simplified key distribution system. The main disadvantage is the possibility to generate a limited number of public key copies and the leak of some quantities of information about incoming data of quantum one-way function (unlike the ideal classical one-way function) (Gottesman & Chuang, 2001). Fig. 4 represents a general scheme of the methods of quantum secure telecommunication systems construction for their purposes and for using some quantum technologies. 2.5 Review of commercial quantum secure telecommunication systems



The world’s first commercial quantum cryptography solution was QPN Security Gateway (QPN-8505) (QPN Security Gateway, 2011) proposed by MagiQ Technologies (USA). This system (fig. 5 a) is a cost-effective information security solution for governmental and financial organisations. It proposes VPN protection using QKD (up to 100 256-bit keys per second, up to 140 km) and integrated encryption. The QPN-8505 system uses BB84, 3DES (NIST, 1999) and AES (NIST, 2001) protocols. The Swiss company Id Quantique (Cerberis, 2011) offers a systems called Clavis2 (fig. 5 b) and Cerberis. Clavis2 uses a proprietary auto-compensating optical platform, which features outstanding stability and interference contrast, guaranteeing low quantum bit error rate. Secure key exchange becomes possible up to 100 km. This optical platform is well documented in scientific publications and has been extensively tested and characterized. Cerberis is a server with automatic creation and secret key exchange over a fibre channel (FC-1G, FC-2G and FC-4G). This system can transmit cryptographic keys up to 50 km and carries out 12 parallel cryptographic calculations. The latter substantially improves the system’s performance. The Cerberis system uses AES (256-bits) for encryption and BB84 and SARG04 protocols for quantum key distribution. Main features: •



Future-proof security.
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Scalability: encryptors can be added when network grows. Versatility: encryptors for different protocols can be mixed. Cost-effectiveness: one quantum key server can distribute keys to several encryptors.



METHODS OF QUANTUM SECURE TELECOMMUNICATION SYSTEMS CONSTRUCTION



D-LEVEL QUANTUM SYSTEMS TRANSFER



QSDC with block transfer



QSDC using single qubits



Ping-pong protocols with d-level quantum systems



Ping-pong protocol with qubits



Ping-pong protocol



QUANTUM SECURE DIRECT COMMUNICATION



QSS using entangled states



Entangled states protocols for d-level quantum systems



Yuen 2000 protocol (Y-00, αη-scheme )



Ekert protocol (Е91)



QKD using entangled states



QKD using single qubits and qudits



SINGLE QUBITS TRANSFER (NON-CLONING THEOREM)



QUANTUM SECRET SHARING



QSS using single qubits



QUANTUM STREAM CIPHER



QUANTUM KEY DISTRIBUTION



ВВ84 protocol and Six-states protocol for d-level quantum systems



QDS using entangled states



ВВ84, В92, Decoy states protocols, Six-states protocol , 4+2 protocol, Goldenberg-Vaidman protocol, Koashi-Imoto protocol



QDS using single qubits and qudits



QUANTUM DIGITAL SIGNATURE



PROPERTIES OF QUANTUM ENTANGLED STATES (QUANTUM CORRELATION)



QUANTUM TECHNOLOGIES



Fig. 4. Methods of quantum secure telecommunication systems construction. Toshiba Research Europe Ltd (Great Britain) recently presented another QKD system named Quantum Key Server (QKS, 2011). This system (fig. 5 c) delivers digital keys for cryptographic applications on fibre optic based computer networks. Based on quantum cryptography it provides a failsafe method of distributing verifiably secret digital keys, with significant cost and key management advantages. The system provides world-leading performance. In particular, it allows key distribution over standard telecom fibre links exceeding 100 km in length and bit rates sufficient to generate 1 Megabit per second of key material over a distance of 50 km — sufficiently long for metropolitan coverage. Toshiba's system uses a
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simple “one-way” architecture, in which the photons travel from sender to receiver. This design has been rigorously proven as secure from most types of eavesdropping attack. Toshiba has pioneered active stabilisation technology that allows the system to distribute key material continuously, even in the most challenging operating conditions, without any user intervention. This avoids the need for recalibration of the system due to temperatureinduced changes in the fibre lengths. Initiation of the system is also managed automatically, allowing simple turn-key operation. It has been shown to work successfully in several network field trials. The system can be used for a wide range of cryptographic applications, e.g., encryption or authentication of sensitive documents, messages or transactions. A programming interface gives the user access to the key material.



a)



b)



c)



Fig. 5. Some commercial quantum secure telecommunication systems. Another British company, QinetiQ, realised the world’s first network using quantum cryptography—Quantum Net (Qnet) (Elliot et al., 2003; Hughes et al., 2002). The maximum length of telecommunication lines in this network is 120 km. Moreover, it is a very important fact that Qnet is the first QKD system using more than two servers. This system has six servers integrated to the Internet. In addition the world’s leading scientists are actively taking part in the implementation of projects such as SECOQC (Secure Communication based on Quantum Cryptography) (SECOQC White Paper on Quantum Key Distribution and Cryptography, 2007), EQCSPOT (European Quantum Cryptography and Single Photon Technologies) (Alekseev & Korneyko, 2007) and SwissQuantum (Swissquantum, 2011). SECOQC is a project that aims to develop quantum cryptography network. The European Union decided in 2004 to invest € 11 million in the project as a way of circumventing espionage attempts by ECHELON (global intelligence gathering system, USA). This project combines people and organizations in Austria, Belgium, the United Kingdom, Canada, the Czech Republic, Denmark, France, Germany, Italy, Russia, Sweden and Switzerland. On October 8, 2008 SECOQC was launched in Vienna. Following no-cloning theorem, QKD only can provide point-to-point (sometimes called “1:1”) connection. So the number of links will increase N ( N − 1) / 2 as N represents the number of nodes. If a node wants to participate into the QKD network, it will cause some issues like constructing quantum communication line. To overcome these issues, SECOQC was started. SECOQC network architecture (fig. 6) can by divided by two parts. Trusted private network and quantum network consisted with QBBs (Quantum Back Bone). Private network is conventional network with end-nodes and a QBB. QBB provides quantum
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channel communication between QBBs. QBB is consisted with a number of QKD devices that are connected with other QKD devices in 1:1 connection. From this, SECOQC can provide easier registration of new end-node in QKD network, and quick recovery from threatening on quantum channel links.



Fig. 6. Brief network architecture of SECOQC. We also note that during the project SECOQC the seven most important QKD systems have been developed or refined (Kollmitzer & Pivk, 2010). Among these QKD systems are Clavis2 and Quantum Key Server described above and also: 1.



2.



3.



4.



The coherent one-way system (time-coding) designed by GAP-Universite de Geneve and idQuantique realizes the novel distributed-phase-reference coherent one-way protocol. The entanglement-based QKD system developed by an Austrian–Swedish consortium. The system uses the unique quantum mechanical property of entanglement for transferring the correlated measurements into a secret key. The free-space QKD system developed by the group of H. Weinfurter from the University of Munich. It employs the BB84 protocol using polarization encoded attenuated laser pulses with photons of 850 nm wavelength. Decoy states are used to ensure key security even with faint pulses. The system is applicable to day and night operation using excessive filtering in order to suppress background light. The low-cost QKD system was developed by John Rarity’s team of the University of Bristol. The system can be applied for secure banking including consumer protection. The design philosophy is based on a future hand-held electronic credit card using free-space optics. A method is proposed to protect these transactions using the shared secret stored in a personal hand-held transmitter. Thereby Alice’s module is integrated within a small device such as a mobile telephone, or personal digital
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assistant, and Bob’s module consists of a fixed device such as a bank asynchrone transfer mode. The primary objective of EQCSPOT project is bringing quantum cryptography to the point of industrial application. Two secondary objectives exist to improve single photon technologies for wider applications in metrology, semiconductor characterisation, biosensing etc and to assess the practical use of future technologies for general quantum processors. The primary results will be in the tangible improvements in key distribution. The overall programme will be co-ordinated by British Defence Evaluation and Research Agency and the work will be divided into eight workparts with each workpart co-ordinated by one organisation. Three major workparts are dedicated to the development of the three main systems: NIR fibre, 1.3-1.55 µm fibre and free space key exchange. The other five are dedicated to networks, components and subsystems, software development, spin-off technologies and dissemination of results. One of the key specificities of the SwissQuantum project is to aim at long-term demonstration of QKD and its applications. Although this is not the first quantum network to be deployed, it wills the first one to operate for months with real traffic. In this sense, the SwissQuantum network presents a major impetus for the QKD technology. The SwissQuantum network consists of three layers: • • •



Quantum Layer. This layer performs Quantum Key Exchange. Key Management Layer. This layer manages the quantum keys in key servers and provides secure key storage, as well as advanced functions (key transfer and routing). Application Layer. In this layer, various cryptographic services use the keys distributed to provide secure communications.



There are many practical and theoretical research projects concerning the development of quantum technology in research institutes, laboratories and centres such as Institute for Quantum Optics and Quantum Information, Northwestern University, SmartQuantum, BBN Technologies of Cambridge, TREL, NEC, Mitsubishi Electric, ARS Seibersdorf Research and Los Alamos National Laboratory.



3. Conclusion This chapter presents a classification and systematisation of modern quantum technology of information security. The characteristic of the basic directions of quantum cryptography from the point of view of the quantum technologies used is given. A qualitative analysis of the advantages and imperfections of concrete quantum protocols is made. Today the most developed direction of quantum secure telecommunication systems is QKD protocols. In research institutes, laboratories and centres, quantum cryptographic systems for secret key distribution for distant legitimate users are being developed. Most of the technologies used in these systems are patented in different countries (mainly in the U.S.A.). Such QKD systems can be combined with any classical cryptographic scheme, which provides information-theoretic security, and the entire cryptographic scheme will have informationtheoretic security also. QKD protocols can generally provide higher information security level than appropriate classical schemes.
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Other secure quantum technologies in practice have not been extended beyond laboratory experiments yet. But there are many theoretical cryptographic schemes that provide high information security level up to the information-theoretic security. QSDC protocols remove the secret key distribution problem because they do not use encryption. One of these is the ping-pong protocol and its improved versions. These protocols can provide high information security level of confidential data transmission using the existing level of technology with security amplification methods. Another category of QSDC is protocols with transfer qubits by blocks that have unconditional security, but these need a large quantum memory which is out of the capabilities of modern technologies today. It must be noticed that QSDC protocols are not suitable for the transfer of a high-speed flow of confidential data because there is low data transfer rate in the quantum channel. But when a high information security level is more important than transfer rate, QSDC protocols should find its application. Quantum secret sharing protocols allow detecting eavesdropping and do not require data encryption. This is their main advantage over classical secret sharing schemes. Similarly, quantum stream cipher and quantum digital signature provide higher security level than classical schemes. Quantum digital signature has information-theoretic security because it uses quantum one-way function. However, practical implementation of these quantum technologies is also faced to some technological difficulties. Thus, in recent years quantum technologies are rapidly developing and gradually taking their place among other means of information security. Their advantage is a high level of security and some properties, which classical means of information security do not have. One of these properties is the ability always to detect eavesdropping. Quantum technologies therefore represent an important step towards improving the security of telecommunication systems against cyber-terrorist attacks. But many theoretical and practical problems must be solved for wide practical use of quantum secure telecommunication systems.
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10 Web-Based Laboratory Using Multitier Architecture C. Guerra Torres and J. de León Morales Facultad de Ingenieria Mecánica y Eléctrica Universidad Autónoma de Nuevo León México 1. Introduction Actuality, Internet provides a convenient way to develop a new communication technology for several applications, for example remote laboratories. The remote access to complex and expensive laboratories offers a cost-effective and flexible means for distance learning, research and remote experimentation. In the literature, some works propose platforms based on the Internet in order to access experimental laboratories; nevertheless it is necessary that the platform provides a good architecture, clear methodology of operation, and it must facilitate the integration between hardware (HW) and software (SW) elements. In this work, we present a platform based on "multitier programming architecture" which allows the easy integration of HW and SW elements and offers several schemes of telepresence: teleoperation, telecontrol and teleprogramming. The remote access to complex and expensive laboratory equipment represents an appealing issue and great interest for research, learning education and industrial applications. The range potentially involved is very large, including among others, applications in all fields of engineering (Restivo et al., 2009; Wu et al., 2008). It is well known that several experimental platforms are distributed in different laboratories in the world, and all of them are on-line accessible through the Internet. Since those laboratories require specific resources to enable a remote access, several solutions for harmonizing the necessary software and hardware have been proposed and described. Furthermore, due to their versatility, these platforms provide user services which allow the transmission of information in a simply way, besides being available to many people, having many multimedia resources. The potentiality of remote laboratories (Gomez & Garcia, 2007) and the use of the Internet, as a channel of communication to reach the students at their homes, were soon recognized (Basigalup et al., 2006; Davoli et al., 2006; Callangan et al., 2005; Imbre & Spong, 2006; Rapuano & Soino, 2005). Several works based on remote experimentation, which are used as excellent alternatives to access remote equipment, have been published (Costas et al., 2008).
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Then, to solve the problem of testing engineering algorithms in real-time, we apply the advantages of the computer Network, computer communication and teleoperation. Furthermore, developing these new tools give the possibility to use these equipments for remote education. In remote experimentation there exists several schemes based on the communication channel called telepresence schemes, some of them are: i) teleoperation, ii) teleprogramming and iii) telecontrol. In (Wang & James, 2005) some concepts are related with teleoperation. In other works, (Huijun et al., 2008) analyze the time-delay in the telecontrol systems, and (Cloosterman et al., 2009) studies the stability of the feedback systems with With Uncertain Time-Varying Delays. Others authors propose platforms only to move remote equipment, for example robots, (Wang & James, 2005). Finally, few works talking about the remote programming are published; see for instance (Costas et al., 2008). However, for a remote laboratory to be functional, it must be capable of offering different schemes of telepresence. This can be easily understood from figure 1 which is an extension of the figure given in (Baccigalup et al., 2006). A comparison between different teaching methods, taking into account the teaching effectiveness, time and cost per students, is schematized in figure 1.



Fig. 1. Comparison between local and remote laboratories. Contribution Considering figure 1, the goal of this work is to introduce a platform called Teleoptions, which offers an alternative for remote laboratories, using three of the telepresence schemes: teleoperation, telecontrol and teleprogramming. The main feature of this framework is its multitier architecture, which allows a good integration of both hardware (HW) and software (SW) elements.
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Structure of the work This work is organized as follows: In Section 2, definitions and concepts used in this work about tele-control, tele-operation and tele-programming are introduced. In Section 3, the proposed scheme based on multitier architecture is presented. The laboratory server description is given in Section 4. In Section 5, two applications of the platform are presented. The first application concerns the remote experimentation of an induction motor located in the IRCCyN laboratories in Nantes; France. The second application consists of the remote experimentation of the manipulator robot located in the CIIDIT-Mechatronic laboratories in Monterrey; Mexico. Finally, in Section 6, conclusions and recommendations are given.



2. Some concepts Now, we introduce the concepts of teleoperation, telecontrol and teleprogramming, which will be used in the sequel. Teleoperation is defined as the continuous, remote and direct operation of equipment (see figure 2). From the introduction of teleoperation technology, it made possible the development of interfaces capable of providing a satisfactory interaction between man and experimental equipment. On the order hand, the main aim of telecontrol is to extend the distance between controller devices and the equipment to the controller. Thanks to the development of the Internet, the distance between controller devices and the equipment has been increased (see figure 2).



Fig. 2. Telecontrol, teleoperation and teleprogramming schema.
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Figure 2.B shows a teleoperation scheme through the Internet working with a single channel of communication. This channel is used to change the parameters of the controller devices and/or plant. However, the effects of these changes will depend on the server layer. Figure 2.A shows a telecontrol scheme through the Internet, in which the two channels of communications are required (closed-loop system), i.e. forward path Ch1 and feedback path Ch2. In this case, it is necessary to maintain the stability of the closed-loop system. A solution to stability problem is that the time dalay must be less than the sampling period (Hyrun & Jong, 2005). Furthermore, there exists a different interpretation about the teleprogramming. One of them is extending the distance between software programmer and the microcontroller or control board. On the other hand, it is possible to programming a remote system using two systems, called the master system and slave system, separated by the communication channel. In (Jiang et al., 2006) the teleprogramming method is based on teleoperation.



3. Framework proposed based on multitier programming Now, we will introduce the software descriptions that are used in the proposed platform. Figure 3 shows the tiers of the proposed framework called Teleoption, which has more performance than a classical telepresence framework application. Teleoption allows the interaction between different elements in hardware and software. Furthermore, it is possible to work under the three schemes of telepresence, i.e. teleoperation + telecontrol + teleprogramming. The top level of the framework is the HTTP server, winsock services, webcam server and RS232 server. The second level of the framework implements the PHP script modules, DLL library and database services. All services can be shared by the VNC Server. This distribution of software presents great advantages: i) Security in the platform, ii) several ways to transmit information from the hardware.



Fig. 3. Multitier architecture proposed.
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Presentation tier. The HTTP Server is the presentation tier. This tier contains several Web pages with information of the platform services. Furthermore it includes the instructions and regulation of the platform Logic tier. In this tier, we have the programming layer. Three programming languages are used in the platform: PHP, Visual Basic and SQL. In the logic tier interacts the blocks: i) "PHP scripts" (which contain several programs in PHP) , ii) the block of the data base MySql and, iii) the block of the DLL libraries (designed in VBasic). Database tier. The database tier contains information about of the platform, i.e. the users list, logbook. In fact, logic tier and database tier provide security to platform, since it is possible to use restrictions proportioned by a PHP script. This script allows the use of the platform only if the user has the permission. Communication tier. The platform allow establish several ways of communication with the hardware: i) using Serial Server Component (RS232 Server), ii) using Windows sockets (Winsock) or DLL’s library, and iii) using the PHP script services (see figure 4). Serial Server Component is a software based RS232 to TCP/IP converter. RS232 Server allows any of the RS232 serial ports on the PC laboratory to interface directly to a TCP/IP network. On the order hand, also is possible the remote access using the sockets of Windows or DLL’s library. The remote user uses its own programs to send instructions to program modules of the platform. Finally, the platform has modules designed in PHP, here, the remote user can to access to hardware using a Web page of the platform.



Fig. 4. Communication tier.
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3.1 Operational method of the platform When the services of remote programming are used, then the framework opens a communication's channel in order to share the serial services (RS232), and allows the remote programming. If the services of remote control are used, then the framework opens more communication options. The first option is similar to the remote programming method, but in this case the control board and the equipment are separated, a remote communication is established by means of Internet using the services of the RS232 Server/Client. The second alternative of remote control is the winsock option, which is similar to the last method, but the interchange of information is given by the winsock module. In this case, it is necessary to know the operation commands of the controller in order to send the information through that Internet to Winsock module, and then Winsock module will send the information to hardware. The third option of remote control, the framework allows the access to control of the hardware using a Webpage, where the user does the work of controller. Here, the framework receives the commands of the user and sends this information to some PHP script, which sends the information to the operational layer of the multitier programming. Finally, in the remote operation, all framework are shared using the services of some VNC (Virtual Network Computer) which is a communication protocol based on RFB protocol which allows the remote access of the desktop of other computers located on the web. VNC protocol transmits the keyboard and mouse events from one computer to another, relaying the graphical screen updates back in the other direction, over a network.



4. Laboratory Server (LS) implementation Besides the proposed framework, an architecture based on Computers of Distributive Tasks (CDT) is proposed. This architecture is shown in figure 5.



Fig. 5. Computers of Distributive Task.
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Computer A allows establishing a communication both textual and oral between the local and remote user, in such way, this computer provides help on line and uses the following freeware software: • •



Messenger: Textual communication and webcam. Skype: Oral communication, IP Telephony and videoconference.



Computer B has the task of sharing several resources through the Internet. The architecture proposed is installed in this computer. This computer uses the following software: • • • • • •



Matlab/Simulink. This Software is used typically in control systems. ControlDesk. It is a graphical tool for controlling in real-time the equipment. UltraVNC server. It is software belonging to the VNC family LogmeIN. It is ESS software. TCPComm server. It is a RS232 server, which allows sharing the serial ports (COMM) of the computer. Serial port is used commonly as communication channel between PC and equipments. WebcamXP. Allow sharing the images from the webcams, these webcams can show the equipment details.



Computer C has an interface with the data acquisition board (DAQ), and does not share any resources on the Web. This computer is only used to share information with Computer B throughout the remote control. Furthermore, this computer protects the access to the plant (experimental equipment) in order to avoid damages caused by unauthorized users.



5. Experimental setup: Study cases 5.1 Remote experimentation of an electrical machine The methodology described in the above section is applied to show remote access to the setup of electrical motor located in the IRCCyN laboratory in Nantes France (figure 6), from the CIIDIT-Mechatronic laboratory in Monterrey, Mexico. The set-up located at IRCCyN is composed of an induction motor, a synchronous motor, inverters, a real time controller board of dSPACE DS1103 and interfaces which allow to measure the position, the angular speed, the currents, the voltages and the torque between the tested machine and the synchronous motor. The motor used in the experiments has the following values: 1.5 kW normal rate power; 1430 rpm nominal angular speed; 220V nominal voltage; 7.5A nominal current; np = 2 number of pole pairs, with the motor nominal parameters: Rs = 1.633 Ohms stator resistance; Rr = 0.93 Ohms rotor resistance; Ls = 0.142H stator self-inductance; Lr = 0.076H rotor self-inductance; Msr = 0.099H mutual inductance; J = 0.0111/rad/s2 inertia (motor and load); fv = 0.0018Nm/rad/s viscous damping coefficient. The experimental sampling time T is equal to 200 s. Furthermore, this laboratory is equipped with the remote technology described above, and can present several time delays that can appear during any real time experiments and are necessary to analyze: • • •



Transmission delay thought Internet (TI). Control algorithm computation (TC). Sampled time of the Data Acquisition (TS).
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Fig. 6. IRCCyN laboratory schema. These time delays depend on the tele-presence scheme selected. In a telecontrol scheme, the total time T = TI + TC + TS could be high and could affect the stability of the system. Nevertheless, if T = TC + TS is small, then a teleoperation scheme offers an excellent solution in remote experimentation, due to the time delay TI is not considered by the aforementioned reasons (see section 2). Therefore, the scheme used for remote experimentation is based on teleoperation where the effects of the time delay and uncertain property is not considered in the stability of the system, because the controller and the plant are in the same layer, as shown in figure 2. In this experiment, the time delays registered are: TI (ping) = 400 mseg. avg., TI (camera) = 3 seg. avg., TI (screen feedback, VNC) = 2 seg. avg., TC < 70 mseg.; TS = 120 seg. (DS1104). Figure 7 shows a Mexican user, which applies a control algorithm, in order to access the remote laboratory, located in Nantes; France. From the figure 7, we can see the computer A showing the images sent by the webcam and the response obtained when the control algorithm is applied to the induction motor, which is transmitted by computer B using Controldesk and Matlab. Figure 8 and 9 shows the screenshots obtained from this experiment. The first image shows the images given by webcam of the machine (with the sound), the second figure shows the Remote software ControlDesk throughout LogmeIn services.
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Fig. 8. Remote experimentation using LogmeIn services.



Fig. 9. Remote images of the induction motor.
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5.2 Platform-setup in robotic education It is undisputed that remote laboratories are not able to replace traditional face-to-face laboratory lessons, but they present some benefits of remote accessible experimentation: • • • • • •



Flexible schedule vs. restricted schedule. Individual experimentation vs. group experimentation. Access from any computer vs. access only in the laboratory. Student self-learning is promoted. Student can use other educative means as Internet documentation, simulations, software, etc. The student is motivated when he is seeing his experiments and results.



This section presents another application of the architecture proposed. We emphasize that this architecture allows a remote user to access the services of control, programming and operation of robots located in the CIIDIT-Mechatronic laboratories in Monterrey; Mexico. Teleprogramming. The objective of the teleprogramming is that the students use the BASIC microcontroller language in order to program the PICAXE microcontroller. In this platform, the student can use the basic instructions in order to program the robot: servo, goto, serin, serout, pause, if, for. The student can program the PICAXE microcontroller using the flowchart method programming. Flowchart is an excellent means of pedagogy; the software shows a panoramic and graphical view of the programming sequence. Telecontrol. The platform allows sharing the DLL resources so that the student can design programs in Visual basic, C, Matlab, or other languages. In the telecontrol option, the student can design and prove algorithms, using simulation software in local mode, subsequently if the capacity of the network is not large and it does not affect the stability of the systems, then it can be proven on-line on the robot. Teleoperation. This platform offers the teleoperation services, so that the student can use all the services of the platform in remote mode. In this case, the platform shared the services of teleoperation using the Skype and logmeIn services. Figure 10 showing the laboratory scheme located in CIIDIT laboratory in Mexico. The hexapod robot is acceded from the PC Controller Computer using two communication channels, RS232 and video. In the PC Controller Computer one is located the Controller Module Server (CMS). The end user uses the services of the CMS in remote mode in order to control the hexapod robot. Figure 11 showing the screenshot of a computed located in the IRCCyN Laboratory accessing to CIDDIT laboratory using the LogmeIn services. • • • •



Figure 11.A shows the surroundings of the hexapod robot from a internal camera (eye hexapod). Figure 11.B presents the hexapod robot from a external camera (auxiliary camera). Figure 11 C shows the computers of the remote laboratory. Figure 11 D. showing Controller Module Client (CMC).



Web-Based Laboratory Using Multitier Architecture



247



In the experiment, such a move-and-wait strategy is implemented of initiating control move then waiting to see the response of distant robot: then initiating a corrective move and waiting again to realize the delayed response of the distant system and the cycle repeats until the task is accomplished. Let us define N(I) to be the number of individual moves initiated by the operator according to the move-and-wait strategy. The number N(I) depends only on the task difficulty and is independent of the delay value according to experiments (Hocayen & Spong, 2006). Consequently, the completion time, t(I), of the certain task can be calculated based on the value N(I) as follows: t( I ) = tr +



N(I )



 (tmi + twi ) + (tr + td )N ( I ) + t g + td



(1)



i =1



Where tr , tmi , twi , t g , td are human`s reaction time, movement times, waiting times after each move, grasping time and delay time introduced into communication channel, respectively.



Fig. 10. CIIDIT Laboratory schema.
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Fig. 11. Experimentation from IRCCyN, Nantes France.



6. Conclusions In this work the capability of interfacing a large set of options with remote experimentation through the Internet has been demonstrated by the architecture based on multitier architecture. This architecture allows the easy integration of both hardware and software, offering an excellent tool for remote experimentation, which allows the experimentation using the teleoperation, the telecontrol and teleprogramming schemes.
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The main characteristic of the proposed platform has been outlined in this paper by means of a description of experiments.
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1. Introduction Modern telecommunication networks, irrespectively of their organization and type of the transmitted information, become more complex and possess many specific characteristics. The new generation of telecommunication networks and systems support a wide range of various communication-intensive real-time and non real-time various applications. All these net applications have their own different quality-of-service requirements in terms of throughput, reliability, and bounds on end-to-end delay, jitter, and packet-loss ratio etc. Thus, telecommunication network is a type of the information system considered as an ordered set of elements, relations and their properties. Their unique setting defines the goal searching system. For such a type of information system as a telecommunication network it is necessary to perform a preliminary long-term planning (with structure designing and system relation defining) and a short-term operating control within networks functioning. The problem of the optimal planning, designing and controlling in the telecommunication networks involves: definition of an initial set of decisions, formation of a subset of system permissible variants, definition of an optimal criteria, and also a choice of the structure variants and network parameters, optimal by such a criteria. It is the task of a general decision making theory reduced to the implementation of some choice function of the best (optimal) system based on the set of valid variants. For the decision making tasks the following optimizing methods can be used: scalar and vector optimization, linear and nonlinear optimization, parametric and structure optimization, etc (Figueira, 2005; Taha, 1997; Saaty, 2005). We propose a method of the multicriteria optimization for optimum variants choice taking into account the set of quality indicators both in long-term and short-term planning and controlling. The initial set of permissible variants of a telecommunication network is being formed through the definition of the different network topologies, transmission capacities of communication channels, various disciplines of service requests applied to different routing ways, etc. Obtained variants of the telecommunication network construction are estimated
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on a totality of given metrics describing the messages transmission quality. Thus, the formed set of the permissible design decisions is represented in the space of criteria ratings of quality indicators where, used of unconditional criteria of a preference, the subset of effective (Pareto-optimal) variants of the telecommunication network is selected. On a final stage of optimization any obtained effective variants of the network can be selected for usage. The unique variant choice of a telecommunication network with introducing some conventional criteria of preference as some scalar goal function is also possible. In the present work some generalizations are made and all stages of solving multicriteria problems are analyzed with reference to telecommunication networks including the statement of a problem, finding the Pareto-optimal systems and selecting the only system variant. This chapter also considers the application particularities of multicriteria optimization methods at the operating control within telecommunication systems. The investigation results are provided on the example of solving of a particular management problem considering planning of cellular networks, optimal routing and choice of the speech codec, controlling network resources, etc.



2. Theoretical investigation in Pareto optimization As far as the most general case is concerned, the system can be thought of as an ordered set of elements, relationships and their properties. The uniqueness of their assignment serves to define the system fully, notably, its structure and efficiency. The major objective of designing is to specify and define all the above-listed categories. The solution of this problem involves determining an initial set of solutions, generating a subset of pemissible solutions, assigning the criteria of the system optimality and selecting the system, which is optimal in terms of a criteria. 2.1 The problem statement in optimization system  It is assumed that the system φ = (s,β)∈ Φ D is defined  by the structure s (a set of elements and connections) and by the vector of parameters β. A set of input actions X аnd output results Y should be assigned for an information system. This procedure defines the system as the mapping ϕ : X → Y . The abstract determination of the system in the process of designing is considered to be exact. In particular, when formalizing the problem statement, a mathematical descripton of the working conditions (of signals, interferences) and of the functional purpose of a system (solutions obtained at the system output) are to be given, which, in fact, determine the variant of the system ϕ∈ Φ.



In particular, the limitations given on conditions of work, on the structure s ∈ S D and parameters β ∈ ΒD , as well as on values of the system quality indicators define the subset of permissible project solutions Φ a = S a × Βa . Diverse ways of assigning a set of allowable are possible, in particular:



-



implicit assignment using the limitations upon the operating conditions formulated in a rigorous mathematical form; enumeration of permissible variants of the system; determination of the formal mechanism for generating the system variants.
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The choice of the optimal criteria is related to the formalization of the knowledge about an optimality. There exist two ways of describing the customer's preference of one variant to the other, i.e. ordinal and cardinal . An ordinal approach is order-oriented (better-worse) and is based on introducing certain binary relations on a set of permissible alternatives. In this case the customer's preference is the binary relation R on the set Φ D which reflects the customer's knowledge that the alternative ϕ′ is better than the alternative: ϕ′′ : ϕ′Rϕ′′. Assume that a customer sticks to a certain rigorous preference  , which is asymmetric and transitive, as he decides on a set of permissible alternative Φ D . The solution ϕ0 ∈ Φ D is called optimal with respect to  , unless there are other solution ϕ ∈ Φ D for which ϕ  ϕ(0) holds true. A set of all optimal solutions in relation to  is denoted by opt  Φ D . A set of optimal solutions can comprise the only element, a finite or infinite number of elements as a function of the structure of a permissible set or properties of the relation  . If the discernibility relation coincides with that of equality =, then the set opt  Φ D (provided it is not empty) contains the only element. A cardinal approach to describe the customer's preference assigns to each alternative ϕ ∈ Φ D , a certain number U being interpreted as the utility of the alternative ϕ. Each utility function determines a corresponding order (or a preference) R on die set Φ D ( ϕ′Rϕ′) if and only if U(ϕ′) ≥ U(ϕ′′). In this case they say that the utility function U(⋅) is a preference indicator R. In point of fact this approach is related to assigning a certain scalar-objective function (a conventional preference criteria) whose optimization in a general case may result in the selection of the only optimal variant of the system. The choice of the optimal criteria is based on formalizing the knowledge of a die system customer (i.e. a person who makes a decision) about its optimality. However, one often fails to formalize the knowledge of a decision-making person about the system optimality rigorously. Therefore, it appears impossible to assign the implicitly of the scalar optimal (0) criteria resulting in the choice of the only decision variant ϕ = extr [ U(ϕ)] , where U(ϕ) is ϕ∈Φ D



a certain objective function of the system utility (or usefulness). Therefore, at the initial design stages the system is characterized by a set of objective functions:



 k(ϕ) = (k 1 (ϕ),...,k i (ϕ),...,k m ( ϕ)),



(1)



 which determinesthe influence of the structure s and the parameters β of the variant of the system ϕ = (s, β) upon the system quality indicators. In this connection one has to deal with the newly emerged issues of optimizing approaches in terms of a collection of quality indicators, which likewise are called the problems of multicriteria or vector optimization. Basically, the statement and the solution of a multicriteria problems is related to replacing (approximation) customer's knowledge about the system optimality with a different optimality conception which can be formalized as a certain vector optimal criteria (1) and, consequently, the problem will be solved through the effective optimization procedure.
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2.2 Forming a set of permissible variants of a system



When optimizing the information systems, as their decomposition into subsystems can be assigned, it would be judicious to proceed from the morphological approach which is widely applied in designing complicated systems. In this context it is assumed that any variant of a system has a definite structure, i.e. it consists of the finite number of elements (subsystems), and the distribution of system functions amongst them can be performed by the finite number of methods. Now consider the peculiar features of generating the structural set of permissible variants of a system. Let us assume that the functional decomposition of the system into a set of elements is L



{ϕ j , j = 1,L,  ϕ j = ϕ}. j=1



What is considered to be assigned is as follows: a finite set of elements of the system E as well as the splitting of the set E into L morphological classes σ(l), l = 1,L such as σ(l) ∩ σ(l′) = ∅ at l ≠ l′. A concept of the morphological space Λ ⊆ 2 ε is introduced, its elements being the morphological variant of the system ϕ = (ϕ1 , ϕ2 , , ϕL ). Each morphological variant ϕ is a certain set of representatives of the classes ϕ(l) ∈ σ(l). Here for all ϕ ∈ Λ and for any l = 1,L the set ϕ ∈ Λ contains a single element. Under the assumption that there exist a multitude of alternative model of implementing each subsystem ϕl k , k = 1,L, l = 1,L , the following morphological table can be specified: Morphological classes σ(1)



Possible models of implementing the system elements ϕ11[ϕ12 ]ϕ13  ϕ1K 1



Number of modes of implementing the system K1



σ(2)



ϕ21ϕ22 ϕ13 [ϕ2K 2 ]



K2



………



…………………………



………



σ(l)



ϕl1ϕl2 [ ϕl3 ] ϕlK l



Kl



……… σ(L)



………………………… [ϕL1 ]ϕL2 ϕL3  ϕLK L



……… KL



Table 1. Morphological table. As



an



example



q



(see



table



φ = φ12 ,φ2K 2 ,…,φl3 ,…,φL1



1),



a



q -th



morphological



variant



of



the



system



that determines the system structure is distinguished. The



total number of all possible morphological variants of the system is generally determined as L



Q = ∏ Kl . l =1
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When generating a set of permissible variants Φ D one has to allow for the constraints upon the structure, parameters and technical realization of elements and the system as a whole as well as for the permissible combination of elements connections and constraints up on the value of the quality indicators of the system as a whole. Here, there exist conflicting requirements. On the one hand, it is desirable to present all conceivable variants of the system in their entirety so as not to leave out the potentially best variants. On the other hand, there are limitations specified by the permissible expenditures (of time and funds) on the designing of a system. After a set of permissible variant of a system has been determined in terms of a particular structure, the value of the quality indicators is estimated, a set of Pareto-optimal variants is distinguished and gets narrowed down to the most preferable one. 2.3 Finding the system Pareto-optimal variants



As a collection of objective functions is being introduced, each variant of the system ϕ is mapped from a set of permissible variants Φ D into the criteria space of estimates V ∈ R m :     V = K(Φ D ) = {v ∈ R m |v = k( ϕ), ϕ ∈ Φ D }.



(2)



In this case to each approach ϕ corresponds its particular estimate of the selected quality   indicators ν = k(ϕ) (2) and, vice versa, to each estimate corresponds an approach (in a general way, a single approach is not obligatory). To the relation of the rigorous preference  on the set Φ D corresponds the relation  in the criteria space of estimates V. According to the Pareto axiom, for any two estimates       ν , ν′′ ∈ V satisfying the vector inequality ν′ ≥ ν′′ , the relation ν′  ν′′ is always obeyed. Besides, according to the second Pareto action for any two approaches ϕ′, ϕ′′ ∈ Φ D , for  which k(ϕ′) ≥ k( ϕ′′) is true, the relation ϕ′  ϕ′′ always occurs. The Pareto axiom imposes definite limitations upon the character of the preference in multicriteria problem. It is desirable for a customer to obtain the best possible value for each criteria. Yet in practice this case can be rarely found. Here, it should be emphasized that the quality indicators (objective function) of the system (1) may be of 3 types: neutral, consistent with one another and competing between one other. In the first two instances the system optimization can be performed separately in terms of each of indicators. In the third instance it appears impossible to arrive at a potential value of each of the individual indicators. In this case one can only attain the consistent optimum of introduced objective functions – the optimum according to the Pareto criteria which implies that each of the indicators can be further improved solly by lowering the remaining quality indicators of the system. To the Pareto optimum in the criteria space corresponds a set of Pareto-optimal estimates that satisfy the following expression:     P(V) = opt ≥ V = {k(ϕ0 ) ∈ R m |∀k(ϕ) ∈ V : k(ϕ) ≥ k( ϕ0 )}.



(3)



An optimum based on the Pareto criteria can be found either directly according to (3) by the exhaustive search of all permissible variants of the system Φ D or with the use of special procedures such as the weighting method, methods of operating characteristics.
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With the Pareto weighting method being employed. The optimal decisions are found by optimizing the weighted sum of objective functions extr[k p (ϕ) = λ 1k 1 (ϕ) + λ 2 k 2 (ϕ) + ... + λ m k m (ϕ)],



ϕ∈Φ D



in which the weighting coefficients λ 1 , λ 2 , , λ m



(4)



are selected from the condition



m



λ i > 0,  λ i = 1 . The Pareto-optimal decisions are the system variants that satisfy eq. (4) i =1



with different permissible combination of the weighting coefficients λ 1 , λ 2 , , λ m . When  solving this problem one can observe the variation in the alternative systems ϕ = (s, β) ∈ Φ D within the limits of specified. The method of operating characteristics consists all the objective functions, except for a single one, say, the first one, are transferred into a category of limitations of an inequality type, and its optimum is sought on a set of permissible alternatives



extr[k 1 ( ϕ)], k 2 (ϕ) = K 2 ϕ ; k 3 (ϕ) = K 3 ϕ ,..., k m (ϕ) = K mϕ .



ϕ∈Φ D



(5)



Here K 2 ϕ ,K 3 ϕ ,...,K mϕ are the certain fixed, but arbitrary quality indicators values. The optimization problem (5) is solved sequentially for all permissible combinations of the values K 2 ϕ ≤ K 2D , K 3 ϕ ≤ K 3D ,..., K mϕ ≤ K mD . In each instance an optimal value of the indicator k 1opt is sought by variations ϕ ∈ Φ D . As a result a certain multidimensional working space in the criteria space is sought k 1opt = fp (K 2 ϕ ,K 3 ϕ ,...,K mϕ ).



(6)



If the found relation (6) is monotonously decreasing in nature for each of the arguments, the working surface coincides with a Pareto-optimal surface. This surface can be connected, nonconnected and just a set of isolated points. It should be pointed out that each point of the pareto-optimal surface offers the property of a m -fold optimum, i.e. this point checks with a potentially attainable (with variation ϕ ∈ Φ D ) value of one of the indicators k 1opt at the fixed (corresponding to this point) value of other ( m − 1 ) quality indicators. The Pareto-optimal surface can be described by any of the following relationships 1 m k 1opt = fno (k 2 ,k 3 ,...,k m ),...,k mopt = fno (k 1 ,k 2 ,...,k m − 1 ),



(7)



which represent the multidimensional diagram of the exchange between the quality indicators showing the way in which the potentially attainable value of the corresponding indicator depends upon the values of other indicators. Thus, the Pareto-optimal surface connects the potentially attainable values of index is Paretooptimum consistent, generally dependent and competing quality indicators Therefore, with
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the Pareto-optimal surface in the criteria space being obtained, the multidimensional potential characteristics of the system and related multidimensional exchange diagram are found. It should be noted that they are different types of optimization problems depending upon the problem statement. Discrete selection. The initial set Φ D is specified by a finite number of variants of constructing the system {ϕl , l = 1,L D , ϕ ∈ Φ D }. It is required that set of Pareto-optimal variants of the system opt  Φ D . should be selected. Parametric optimization. The  structure of the system S D is specified. It is necessary to find the magnitude of the vectors β0 ∈ BD at which ϕ = (s, β) ∈ opt  Φ D . Structural-parametric optimization. It is necessary to synthesize the structure  s ∈ S D and to find the magnitude of the vector of the parameters β ∈ BD at which ϕ = (s, β) ∈ opt  Φ D .



The first two types of problems have been adequately developed in the theoiy of multicriteria optimization. The solution of the third-type problems is most complicated. To synthesize the Pareto-optimal structure and find the optimal parameters a set of functionals   k 1 (s, β), k 2 (s, β),..., k m (s, β) is to be optimized. Yet optimizing functionals even in a scalar case appears to be a rather challenging task from both the mathematical and some no less importants standpoints. In the case of a vector the solution to these types of problems becomes still more complicated. Therefore, in designing the systems with regard to a set of the quality indicators one has to simplify the optimization problem by decomposing the system into simpler subsystems, to reduce the number of quality indicators as the system structure is being synthesized. If the set of Pareto-optimal systems variants, which has been found following the optimization procedure, turned out to be a narrow one, then any of them can be made use of as an optimal one. In this case the rigorous preference relation  may be thought of as coinciding with the relation ≥ and, therefore, opt  V = P(V). However, in practice the set P(V) proves to be sufficiently wide. This implies that the relations  and ≥ (although they are connected through the Pareto axiom) do not show a close agreement. Here, the inclusions opt  V ⊂ P(V) and opt  Φ D ⊂ Pk (Φ D ) are valid. Therefore, we will have to deal with an emerging problem of narrowing the found Pareto-optimal solutions involving additional information about the relation of the customer's rigorous preference. Yet the ultimate selection of optimal approaches should only be made within the limits of the found set of Pareto-optimal solution. 2.4 Narrowing of the set of Pareto-optimal solutions down to the only variant of a system



The formal model of the Pareto optimization problem does not contain any information to select the only alternative. In this particular instance a set of permissible variants gets narrowed only to a set of Pareto-optimal solution by eliminating the worse variants with respect to a precise variant.
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However, the only variant of a system is normally to be chosen to ensure the subsequent designing stages. It is just for this reason why one feels it necessary to narrow the set of Pareto-optimal solutions down to the only variant of a system and to make use of some additional information about a customer's preference. This type of information is produced following the comprehensive analysis of Pareto-optimal variants of a system, particularly, of a structure, parameters, operating characteristics of the obtained variants of a system, a relative importance of input quality indicators, etc. Some additional information thus obtained concerning the customer's preferences is employed to construct choice function (an objective scalar function) whose optimization tends to select the sole variants of a system. In order to solve the problem of narrowing a set of Pareto-optimal solution a diversity of approaches, especially those based on the theory of utility, the theory of fuzzy sets, etc. Now let us take a brief look at some of them. The selection of optimal approaches using the scalar value function. One of the commonly used methods of narrowing a set of Pareto-optimal solution is constructing the scalar value function, which, if applied, gives rise to selecting one of the optimal variants of a system.



The numerical function F(v1 , v 2 ,..., vm ) of m variables is referred to as the value (utility)   function for the relation  if for the arbitrary estimates v' , v'' ∈ V the inequality '  ''  '  ''  F(v ) > F(v ) occurs if and only if v  v . If there exists the function of utility F(v) for the relation  , then it is obvious that    opt  V = {v 0 ∈ V : F(v 0 ) = max F(v)}  v∈V



and finding an optimal estimate boils down to solving the single-criteria problem of  optimizing the function F(v) on the set V. The value function of the type m



F(v1 , v 2 ,..., vm ) =  c j fj (v j ), j=1



(8)



where c j is the scaling factor, fj (ν j ) are the certain unidimensional value function which are the estimates of usefulnen of the system variant ϕ in terms of the index k j (ϕ) . The construction of the value function (8) consists in estimating the scale factors, forming unidimensional utility function fj (ν j ) as well as in validating their independence and consistency. Here, use is made of the data obtained from interrogating a customer. Special interrogation procedures and program packages intended to acquire some additional information about the customer's preferences have been worked out. The selection of optimal approaches based upon the theory of fuzzy sets. This procedure is based on the fact that due to the apriori uncertainty with regard to the customer's preference, the concept such as "the best variant of a system" cannot be accurately defined. This concept may be thought of as constituting a fuzzy set and in order to make an estimate of the system, the basic postulates of the fuzzy- set theory can be employed.
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Let X be a certain set of possible magnitudes of a particular quality indicator of a system. The fuzzy set G on the set X is assigned by the membership function ξG : X → [0,1] which brings the real number ξG over the interval [0,1] in line with each element of the set X . The value ξG defined the degree of membership of the set X elements to the fuzzy set G . The nearer is the value ξG (x) to unity, the higher is the membership degree. The membership function ξG (x) is the generalization of the characteristic function of sets, which takes two values only : 1 – at x ∈ G ; 0 – at x ∉ G . For discrete sets X the fuzzy set G is written as the set of pairs G = {x, ξ G (x)} . Thus, according to the theory of fuzzy sets each of the quality indicators can be assigned in the form of a fuzzy set k j = {k j , ξk j (k j )},



where ξk j () is the membership function of the specific value of the j -th index to the optimal magnitude. This type of writing is highly informative, since it gives an insight into its physical meaning and "worth" in relation to the optimal (extreme) value which is characterized by the membership function ξk j () . The main difficulty over the practical implementation of the considered approach consists in choosing the type of a membership function. In some sense the universal form of the membership function being interpreted in terms of the theory of fuzzy sets with regard to the collection of indicators is written as: 1



ξk (k 1 ,k 2 ,...,k m )



 β 1  m =  [ξk j (k j )]β  . m  l = 1 



(9)



The advantage of this form is that depending upon the parameter β a wide class of functions is implemented. These functions range from the linear additive form at β = 1 to the particularly nonlinear relationships at β → ∞ . It should be pointed out that with this particular approach it is essential that the information obtained from a customer by an expert estimates method be used to pick out a membership function and a variety of coefficients. Selecting optimal approaches at quality indicators strictly ordered in terms of the level of their importance. Occasionally it appears desirable for a customer to obtain die maximum magnitude of one of the indicators, say, k 1 even at the expense of the "lasses" for the remaining indicators. This means that the indicator k 1 is found to be more important than other indicators.



In addition, there may be the case where the whole set of indicators k 1 ,k 2 , ,k m is strictly ordered in terms of their importance such k 1 is more important that other indicators k 1 ,k 2 , ,k m ; k 2 is more essential than all the indicators k 1 ,k 2 , ,k m , etc. This corresponds the instance where the lexico-graphical relation lex is employed when a comparison is made between the estimates of approaches. Now we give the definition of the above relation.
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  Let there be two vectors of estimates ν , ν′ ∈ V ⊂ R m . The lexico-graphical relation lex is  determined in the following way: the relation lex occurs if and only if one the following  conditions is satisfied.



1) v'1 > v''1 ; 2) v'1 = v''1 ; v'2 > v''2 ............................................................. m) v'j = v''j , j = 1, 2,...,m − 1, v'm > v''m , n v' = (v'1 , v'2 ,..., v'm ); v n = (v1n , v n2 ,..., vm ).



In this case the components v 1 , v 2 , , v m , i.e. the estimates of the system quality indicators k 1 ( ϕ),k 2 (ϕ),...,k m ( ϕ) are said to be strictly order in terms of their importance. As the    relation v'lexv'' is satisfied they say that from the lexico-graphical stand point the vector ν′  is greater than the vector ν′. At m − 1 the lexico-graphical relation coincides with the relation  on the subset of real numbers. In determining the lexico-graphical relation a major role is played by the order of enumerating quality indicators. The change in the numeration of quality indicators give rise to a different lexico-graphical relation.



3. Practical usage Let us consider some practical peculiarities of an application of multicriteria optimization methods within a long-term and short-term planning, designing and controlling. In the examined examples of telecommunication networks operation and estimation of the quality indicators values is probed on mathematical models implemented on a computer using the packets of specific simulation modeling. 3.1 Telecommunication network variant choice



In particular, we considered features of an application of multicriteria optimization methods on the example of the packet switching network. For such a task the mathematical model of full-connected topology of a network was implemented. There was performed the simulation modeling of different variants of data transmission in the indicated network and the quality indicators estimates for each variant were obtained (Bezruk et al., 2008). Pareto-optimal variants of the network were obtained with the methods of vector optimization and, among them, there was selected the single optimal variant of the network (fig. 1). The results of the optimization were used for the task of the network control when framing optimal control actions. Thus, the control device collects the information on the current condition of the network and develops Pareto-optimal control actions which are directed to a variation of mechanisms of the arrival requests service and paths of packet transmission through the network. The structure of the model, realized with a computer, includes simulators of the messages with a Poisson distribution and given intensities, procedures of the messages packing, their
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transmission through the communication channels. The procedures of the messages packing have simulated a batch data transmission with a mode of the window load control.



Fig. 1. Choice of Pareto-optimal variants of the telecommunication network. The procedures of a packet transmission were simulated by the processes of transfer using duplex communication channels with errors. The simulation analysis of the transfer delays was stipulated at a packet transmission in the communication lines connected with final velocity of signals propagation in communication channels, fixed transmission channel capacity and packets arrival time in the queue for their transfer trough the communication channel. Different variants of the telecommunication network functioning were realized at the simulation analysis, they differed in disciplines of service in the queues, ways of routing in a packet transmission and size of the window of the transport junction. In the considered example thirty six variants of the network functioning were obtained. Network functioning variants were estimated by the following quality indicators: average time of deliveries k 1 = T and average probability of message loss k 2 = P . These quality indicators had contradictory character of interconnection. The obtained permissible set of network variants is presented in a criteria space (fig. 1). The subset of the Pareto-optimal network operation is selected by the exclusion of the inferior variants. The left low bound set of the valid variants corresponds to Pareto-optimal variants. Among Pareto-optimal variants of the network Ф 0 was selected a single variant from the condition of a minimum of the introduced resulting quality indicator k pn = C 1k 1 + C 2 k 2 . For the case C 1 = 0, 4 , C 2 = 0,6 the single variant 11 was selected; the discipline service of the requests (in the random order) was established for it as well as the way of routing (weight method) and size of the “transmission window” (equal 8). The given task is urgent for practical applications being critical to the delivery time (in telecommunication systems of video and voice intelligences, systems of the banking terminals, alarm installations, etc).
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3.2 Multicriteria optimization in radio communication networks designing



Let us consider some practical aspects of multicriteria optimization methods when planning radio communication networks, on an example of cellular communication network (CCN). The process of finding CCN optimal variants includes such stages: -



-



setting the initial set of the system variants differed in the following terms: radio standards, the engaged frequency band, the number and activity of subscribers, covered territory, sectoring and the height of antennas, the power of base station transmitters, the parameter of radio wave attenuation, etc; separation of the permissible set of variants with regard of limitations on the network structure and parameters, limitation on the value of the quality indicators; choice of the subset of Pareto-optimal CCN variants; analysis of obtained Pareto-optimal CCN variants; choice of a single CCN variant.



In the considered example there was formed a set of permissible variants of CCN (GSM standard), which were defined by different initial data including the following ones: the planned number of subscribers in the network; dimensions of the covered territory (an area); the activity of subscribers at HML (hour of maximum load); the frequency bandwidth authorized for the network organization; sizes of clusters; the permissible probability of call blocking and percentage of the time of the communication quality deterioration. The following technical parameters of CCN were calculated by a special technique. 1.



The general number of frequency channels authorized for deployment of CCN in the given town, is defined as N k = int(F / Fk ),



where Fk is the frequency band. 2.



The number of radio frequencies needed for service of subscribers in one sector of each cell, is defined as n s = int(N k / C ⋅ M).



3.



A value of the permissible telephone load in one sector of one cell or in a cell (for base stations incorporating antennas with the circular pattern) is defined by the following relationships  A = n O 1 − 1 − Psl πn О / 2 



(



A = nO +



)



1



n0



  at Psl ≤ 



2 ; πn o



π π + 2п О ln Psl πn О / 2 − at Psl > 2 2



(



)



2 , πn o



where n 0 = n s ⋅ n a ; n a is the number of subscribers which can use one frequency channel simultaneously. The value is defined by standard.
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The number of subscribers under service of the base station, depending on the number of sectors, permissible telephone load and activity of subscribers N aBTS = M int(A / β).



5.



The necessary number of the base stations at the given territory of covering, is defined as N BTS = int(N a / N aBTS ).



where N a is the given number of subscribers to be under service of the cellular communication network. 6.



The cell radius, under condition that the load is uniformly distributed over the entire zone, is defined by the formula R=



7.



1, 21 ⋅ S 0 . πN BTS



The value of the protective distance between BTS with equal frequency channels, is defined as D = R 3C , and other parameters such as the necessary power at the receiver input, the probability of error in the process of communication session, the efficiency of radio spectrum use, etc.



Finding the subset of Pareto-optimal network variants is performed in criteria space of the quality indicators estimates. A single variant of CCN was chosen with the use of the conditional criteria of preference by finding the extreme of the scalar criteria function as 1 сi = , i = 1,7 . 7 For a choice of optimal design solutions on the basis of multicriteria optimization methods, there was developed the program complex. It includes two parts solving the following issues. 1. 2.



Setting initial data and calculation of technical parameters for some permissible set of variants of CCN. A choice of Pareto-optimal network variants and narrowing them to a single one.



Fig. 2 shows, as an example, the program complex interface. Here is shown part of table with values of 14 indicators for 19 CCN variants. There is the possibility to choose («tick off») concrete quality indicators to be taken into account at the multicriteria optimization. Besides, here are given values of coefficients of relative importance of chosen quality indicators. There was selected a subset of Pareto-optimal variants including 71 network variants. Therewith 29 certainly worst variants are rejected. From the condition of minimum conditional criteria of preference as of the Pareto subset, a single variant is chosen (№72). It
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is characterized by the following initial and calculated parameters: the number of subscribers is 30000; the area under service is 320 km2; activity of subscribers is 0.025 Erl; the frequency bandwidth is 4 MHz; the permissible probability of call blocking is 0.01; percentage of the connection quality deterioration time is 0.07; the density of service is 94 active subscribers per km2; the cluster size is 7; the number of base stations in the network is 133; the number of subscribers serviced by one BS is 226; the efficiency of radio frequency spectrum is 1.614·10-4 active subscribers per Hz; the telephone load is 3.326 Erl; the probability of error is 5.277·10-7; the angle of antenna radiation pattern is 120 degrees.



Fig. 2. Interface of program complex. As results of Pareto-optimization, there were obtained multivariate patterns of exchange (MPE) of the quality indicators, being of antagonistic character. For illustration, some MPE are presented at fig. 3. Each MPE point defines the potentially best values of each indicator which can be attained at fixed but arbitrary values of other quality indicators. MPE also show how the improvement of some quality indicators is achieved at the expense of other.
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Fig. 3. MPE of the quality indicators (the number of subscribers serviced by one base station (a), the load, the activity of subscribers (b)) for CCN of GSM standard. 3.3 Features of a choice of Pareto-optimal routes



We have a set of permissible solutions (routes) on the finite network graph G = (V, X), where V = {v} – set of nodes, E = {e} – set of network lines. Each route X is defined by a subset of the nodes and links. The goal task is presented by the model {X,F} → x * , where X = {x} – set of permissible solutions (routes) on the network graph G = (V,E); F(x) – objective function of choice of the routes; x * – optimal solution of the routing problem. The multicriteria approach of a choice of the best routes relies to perform decomposition of the function F(x) to set (vector) partial choice functions. In this case on the set X it is given the vector of the objective function (Bezruk & Varich, 2011):



(



)



F(x) = (W1 x),...,Wj (x),...,Wm (x) , where components determine the values of quality routes indicators. The route variant x * ∈ X is Pareto-optimal route if another route x ∈ X doesn’t exist, order  j = 1,...,m, where at least one of the inequalities is strict. to perform inequality Fj (x * ) ≤ Fj (x), We propose to solve the problem of finding Pareto-optimal routes by using weight method. It is used for finding extreme values of the objective route function as a weighted sum of the partial choice functions for all possible values of the weighting coefficients λ j : m



extr = ( F(x)) =  λ j Wj (x).



var x∈X



j=1



Pareto-optimal routes have some characteristic features. Particularly, Pareto-optimal alternative routes corresponds to the Pareto coordinated optimum partial objective functions W1 ( x ) ,…, Wj ( x ) ,…, Wm ( x ) . When selecting a subset of the Pareto-optimal routes there was dropped a certainly worst variant in terms of the absolute criteria of preference.
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Pareto-optimal alternatives of the routes are equivalent to the Pareto criteria and could be used for organizing multipath routing in the multi-service telecommunication networks. Network model consists of twelve nodes; they are linked by communication lines with losses (fig. 4).



Fig. 4. The structure of the investigated network. The quality indicators normalized to maximum values are presented in table 2.



The link



The delay time of packets transmission k 1



The level of packet loss k 2



The cost of using the line k 3



0-1 0-2 0-3 0-4 0-5 0-6 0-7 7-6 7-8 8-6 8-5 8-9 9-5 9-11 11-10 5-4 2-10 3-10 4-3 1-2



0.676 1 0.362 0.381 0.2 0.19 0.571 0.4 0.362 0.314 0.438 0.248 0.257 0.571 0.762 0.381 0.457 0.79 0.286 0.448



1 0.25 1 0.25 1 1 0.25 0.25 0.25 0.5 0.25 0.5 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25



0.333 1 0.333 1 0.333 0.333 1 0.333 0.667 0.5 0.333 0.333 1 0.667 0.333 0.667 0.333 0.333 0.333 0.333



Table 2. Network quality indicators.
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Network analysis shows that for each destination node there are many options to choose the route directly. For example, between node 0 and node 8 there are 22 routes.



k2



Fig. 5 shows the set of the alternative routes between nodes 0 and 8 in the space of the quality indicators k 1 and k 2 . Subset of the Pareto-optimal alternatives routes corresponds to the left lower border which includes three variants, they are marked (▲). This subset corresponds to be coordinated in Pareto optimum of the quality indicators.



4 3,5 3 2,5 2 1,5 1 0,5 0 0



1



2



3



4



k1 Fig. 5. Set of the routes between nodes 0 and 8. The resulting subset of the Pareto-optimal alternative routes can be used for organizing multipath routing when using MPLS technology. It will allow to provide a load balancing and a traffic management and to provide given quality-of-service taking into account the set of the quality indicators. 3.4 Pareto-optimal choice of the speech codec



Proposed theoretical investigations can be used for Pareto-optimal choice of the speech codec used in IP-telephony systems (Bezruk & Skorik, 2010). For carrying out the comparative analysis of basic speech codec and the optimal codec variant choice there have been used the data about 23 speech codecs described by the set of the technical and economic indicators: coding rate, quality of the speech coding, complexity of the realization, frame size, total time delay, etc. The initial values of the quality indicators are presented in table 3. It is easy to see that presented quality indicators are connected between each other with competing interconnections. The time delay is increasing with frame size increasing as well as with complexity of the coding algorithm realization. Then, when transferring speech the permissible delay can not be bigger than 250 ms in one direction. A frame size influences on the quality of a reproduced speech: the bigger is the frame, the more effective is the speech modeled. On other hand, the big frames increase an influence of the time delay on processing the information transferring. A frame size is defined by the compromise amongst these requirements.
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№



Codec



Speech coding, kbps



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23



G 711 G 721 G 722 G 722(a) G 722(b) G 723.1(a) G 723.1 G 726 G 726(a) G 726(b) G 727 G 727(a) G 727(b) G 728 G 729 G 729a G 729b G 729ab G 729e G 729e(a) G 727(с) G 728(a) G 729d



64 32 48 56 64 5,3 6,4 24 32 40 24 32 40 16 8 8 8 8 8 11,8 16 12,8 6,4



Coding quality, MOS (1-5) 3,83 4,1 3,83 4,5 4,13 3,6 3,9 3,7 4,05 3,9 3,7 4,05 3,9 4 4,05 3,95 4,05 3,95 4,1 4,12 4 4,1 4



Complexity of the realization, MIPS 11,95 7,2 11,95 11,95 11,95 16,5 16,9 9,6 9,6 9,6 9,9 9,9 9,9 25,5 22,5 10,7 23,2 11,5 30 30 9,9 16 20



Frame size, ms



Total delay, ms



0,125 0,125 0,125 0,125 0,125 30 30 0,125 0,125 0,125 0,125 0,125 0,125 0,625 10 10 10 10 10 10 0,125 0,625 10



60 30 31,5 31,5 31,5 37,5 37,5 30 30 30 30 30 30 30 35 35 35 35 35 35 30 30 35



Table 3. Codecs characteristics. Complexity of the realization is connected with providing necessary calculations in real time. The coding algorithm complexity influences on the physical size of coding, decoding or combined devices, and also on its cost and power consumption. In table 4 are presented some transformations results of the initial values of the quality indicators. In particular, there were performed the rationing operations of the indicators to ki . These indicators were transformed to a comparable their maximum values k iн = k i max kind where all indicators had the same character depending on the technical codecs 1 , characteristics. In particular, for indicators k 3n and k 5n the transformations k′3н = k 3н k′5н =



1 were done. k 5н
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№



Codec



K 1n



K 2n



K′3n



K 4n



K′5n



Paretooptimal choice



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23



G 711 G 721 G 722 G 722(a) G 722(b) G 723.1(a) G 723.1 G 726 G 726(a) G 726(b) G 727 G 727(a) G 727(b) G 728 G 729 G 729a G 729b G 729ab G 729e G 729e(a) G 727(с) G 728(a) G 729d



1 0,5 0,75 0,875 1 0,083 0,1 0,375 0,5 0,625 0,375 0,5 0,625 0,25 0,125 0,125 0,125 0,125 0,125 0,184 0,25 0,2 0,1



0,851 0,911 0,851 1 0,918 0,8 0,867 0,822 0,9 0,866 0,822 0,9 0,866 0,889 0,9 0,878 0,9 0,878 0,911 0,915 0,889 0,911 0,889



0,604 1 0,604 0,604 0,604 0,439 0,424 0,748 0,748 0,748 0,727 0,727 0,727 0,281 0,317 0,669 0,309 0,626 0,237 0,237 0,727 0,453 0,359



0,004 0,004 0,004 0,004 0,004 1 1 0,004 0,004 0,004 0,004 0,004 0,004 0,021 0,333 0,333 0,333 0,333 0,333 0,333 0,004 0,021 0,333



0,515 1 0,969 0,969 0,969 0,818 0,818 1 1 1 1 1 1 1 0,879 0,879 0,879 0,879 0,879 0,879 1 1 0,879



+ + + + + + + + + + + +



Table 4. Transformed quality indicators. On the base of received results there were considered the practical application features examined methods of the allocation of the Pareto-optimal speech codec variant set taking into account a set of the quality indicators as well as the unique design decision choice. From the initial set of the 23 speech codecs variants there was allocated the Pareto subset included 12 codecs variants (marked + in table 4). The only one project decision was chosen from the condition of the scalar goal function extreme (9) with two different values of β defined characters of this function changing. In table 5 are presented the values of the given function for Pareto-optimal speech codecs variants at β = 2 and β = 3. It was obtained that an extreme goal function value, depending on β , is reached for the same speech codec G 722 (b). Within statement of a problem we have chosen the codec of series G.722b which has following values of the quality indicators: speech coding – 64 kbps, coding quality – 4,13 MOS, complexity of the realization – 11,95 MIPS, the frame size – 0,125 ms, total delay – 31,5 ms.
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№ 2 4 5 6 7 10 14 15 16 20 22 23



Values ξk for diffrent β



Codec G 721 G 722(a) G 722(b) G 723.1(a) G 723.1 G 726(b) G 728 G 729 G 729a G 729e(a) G 728(a) G 729d



β=2



β=3



0,35099 0,35039 0,35476 0,31677 0,32312 0,32863 0,27801 0,26904 0,29103 0,26912 0,28812 0,26927



0,24688 0,28188 0,28532 0,25791 0,26308 0,26445 0,24056 0,22785 0,23837 0,22898 0,24582 0,22716



Table 5. Results of multicriteria optimization. 3.5 Network resources controlling



Let us consider some features of the short-term planning issues in the telecommunication system. There was shown the important place of multi-service network occupied with models, methods and facilities of network resources controlling in modern and perspective technologies. To the basic network resources facilities belong: channel resources control facilities (channels throughput, buffers size, etc), information resources control (user traffic). Considered system was presented as the model of a distributed telecommunication system, consisting from a set of operating agents, for each autonomous system (fig 6). In this model the process of network resources control was carried out by finding the distribution streams vector of the following type (Bezruk & Bukhanko, 2010):  K = (k 1 ,k 2 ,...,k l ),



l



 k i = 1, i



with next limitation



0 ≤ k i ≤ 1, i = 1...l; λout i k i ≤ ci , i = 1...l . Each element of this vector characterizes a part of outgoing user traffic from autonomous system operating agent transferred by using a corresponding channel. Within a given model, the task of network resources controlling comes to solving the optimization problem connected to function minimization.
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Fig. 6. Considered telecommunication system.    ε(K) = min(q 1Φ + q 2 σ1 (K) + q 3σ2 (K)),



(10)



 where σ1 (K) – standard deviation of channels loading xi , i = 1...l ;  σ1 (K) =



2 1 l  xi − x ; l − 1 i =1



(



)



σ2 (K) – standard deviation of agents loading Z i , i = 1...l ;



 σ2 (K) =



2



1 l  Zi − Z ; l-1 i = 1



(



)



Φ – used routing protocol metric; l



Φ =  ϕi xi ; i =1



ϕi – cost of full used channel (  λ i = ci ); q 1 , q 2 , q 3 – weight coefficients characterized the traffic balancing cost using standard metric, agents and channels loading.
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The considered mathematical model of the distributed network resources controlling uses specific criteria of optimality included standard routing protocol metrics, a measure of channels and agents loading in given telecommunication network.  Obviously, under condition of σ1 (K) and σ2 (K) absence, function (10) becomes the model of the load balancing under the routes with equal or non-equal metric. However, absence of the decentralized control behind the autonomous system of telecommunication network can finally result in an uncontrollable overload. That fact is defined by the presence of additional minimized indicators leading to the practical value of the proposed model. Thus a choice of the relation of weight coefficients q 1 , q 2 and q 3 is an independent problem demanding some future investigations and formalizations. In this model this task was dared with expert’s estimations. The proposed imitation model included up to 18 agents (fig. 7). Researches for different variants of connectivity between agents have been carried out.



Fig. 7. Used imitation model. During practical investigation there were analyzed several models of multipath routing and load balancing. These models are listed below: М1 – model of routing by RIP; М2 – model of multipath routing by an equal metric; М3 – model of multipath routing by an non-equal metric (IGRP); М4 – Gallagher stream model; М5 – considered model with multicriteria account of two indicators (10); М6 – considered model with multicriteria account of three indicators (10).
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Below are presented some results of the analytic and imitation modeling within comparative analysis of considered existing and proposed models. These results are shown as dependences of the blocking probability and average delay time from the network loading (fig. 8).



Fig. 8. Received dependences of average delay time (a) and blocking probability (b). The use of the proposed models allows to: -



lower the average delay time (a) in comparison with the best known model (M4), for 3 – 12% (M5) and for 6 – 25% (M6); lower the general blocking probability (b) for 6 – 11% (M5) and 6 – 20% (M6).



4. Conclusion The present work deals with the methodology of generating and selecting the variants of information systems when they are optimized in terms of the set of quality indicators. The multicriteria system-optimization problems are solved in three stages. By using the morphological approach a structural set of permissible variants of a system is initially generated. This set is mapped into the space of vector estimates. In this space a subset of Pareto-optimal estimates is selected, defining the potential characteristics of the system on the basis of the set of quality indicators. At the conclusive stage the only variant is selected amongst the Pareto-optimal variants of the system provided there exists an extreme of a certain scalar functional whose form is determined with the use of some additional information obtained from a customer.
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Multicriteria optimization issues and methods based on Pareto conclusions are introduced for the long-term and short-term practical planning, designing and controlling within different types of telecommunication networks. In the process of solving the optimization problems we consider the set of network quality indicators as the different network topologies, transmission capacities of communication channels, various disciplines of service requests applied to different routing ways, etc. Peculiarities of the long-term multicriteria optimization methods used for solving problems of the cellular networks planning are considered. As an example, the Pareto-optimization solution within planning of the cellular communication networks is also presented. Practical features of the multicriteria approach in solving the optimal routing problem in the multi-service networks are considered within organizing multipath routing as well as speech codec choice based on a set of the quality indicators. The model of the information resources balancing on a basis of the decentralized operating agents system with a multicriteria account of chosen quality indicators is also offered. Considered adaptive balancing traffic algorithm improves the basic characteristics of the telecommunication network in a process of the short-term controlling for chosen cases of topologies.
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1. Introduction In order to simplify the design and operation of telecommunications networks, it is common to describe them in a layered structure constituted by a service network layer on top of a transport network layer. The service network layer provides services to its users, whereas the transport network layer comprises the infrastructure required to support the service networks. Hence, transport networks should be designed to be as independent as possible from the services supported, while providing functions such as transmission, multiplexing, routing, capacity provisioning, protection, and management. Typically, a transport network includes multiple network domains, such as access, aggregation, metropolitan and core, ordered by decreasing proximity to the end-users, increasing geographical coverage, and growing level of traffic aggregation. Metropolitan and, particularly, core transport networks have to transfer large amounts of information over long distances, consequently demanding high capacity and reliable transport technologies. Multiplexing of lower data rate signals into higher data rate signals appropriate for transmission is one of the important tasks of transport networks. Time Division Multiplexing (TDM) is widely utilized in these networks and is the fundamental building block of the Synchronous Digital Hierarchy (SDH) / Synchronous Optical Network (SONET) technologies. The success of SDH/SONET is mostly due to the utilization of a common time reference, improving the cost-effectiveness of adding/extracting lower order signals from the multiplexed signal, the augmented reliability and interoperability, and the standardization of optical interfaces. SDH/SONET networks also generalized the use of optical fibre as the transmission medium of metropolitan and core networks. Essentially, when compared to twisted copper pair and coaxial cable, optical fibre benefits from a much larger bandwidth and lower attenuation, as well as being almost immune to electromagnetic interferences. These features are key to transmit information at larger bit rates over longer distances without signal regeneration. Despite the proved merits of SDH/SONET systems, augmenting the capacity of transport networks via increasing their data rates is only cost-effective up to a certain extent, whereas
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adding parallel systems by deploying additional fibres is very expensive. The prevailing solution to expand network capacity was to rely on Wavelength Division Multiplexing (WDM) to transmit parallel SDH/SONET signals in different wavelength channels of the same fibre. Nevertheless, since WDM was only used in point-to-point links, switching was performed in the electrical domain, demanding Optical-Electrical (OE) conversions at the input and Electrical-Optical (EO) conversions at the output of each intermediate node, as well as electrical switches. Both the OE and EO converters and the electrical switches are expensive and they represent a large share of the network cost. Nowadays, transport networks already benefit from optical switching, thereby alleviating the use of expensive and power consuming OE and EO converters and electrical switching equipment operating at increasingly higher bit rates (Korotky, 2004). The main ingredients to support optical switching are the utilization of reconfigurable nodes, like Reconfigurable Optical Add/Drop Multiplexers (ROADMs) and Optical Cross-Connects (OXCs), along with a control plane, such as the Generalized Multi-Protocol Label Switching (GMPLS), (IETF, 2002), and the Automatically Switched Optical Network (ASON), (ITU-T, 2006). The control plane has the task of establishing/terminating optical paths (lightpaths) in response to connection requests from the service network. As a result, the current type of dynamic optical networks is designated as Optical Circuit Switching (OCS). In an OCS network, bandwidth is allocated between two nodes by setting up one or more lightpaths (Zang et al., 2001). Consequently, the capacity made available for transmitting data from one node to the other can only be incremented or decremented in multiples of the wavelength capacity, which is typically large (e.g., 10 or 40 Gb/s). Moreover, the process of establishing a lightpath can be relatively slow, since it usually relies on twoway resource reservation mechanisms. Therefore, although the deployment of OCS networks only makes use of already mature optical technologies, these networks are inefficient in supporting bursty data traffic due to their coarse wavelength granularity and limited ability to adapt the allocated wavelength resources to the traffic demands in short time-scales, which can also increase the bandwidth waste due to capacity overprovisioning. Diverse solutions have been proposed to overcome the limitations of OCS networks and improve the bandwidth utilization efficiency of future optical transport networks. The less disruptive approach consists of an optimized combination of optical and electrical switching at the network nodes. In this case, entire wavelength channels are switched optically at a node if the carried traffic flows, originated at upstream nodes, approximately occupy the entire wavelength capacity. Alternatively, traffic flows with small bandwidth requirements can be groomed (electrically) into one wavelength channel with enough spare capacity (Zhu et al., 2005). This hybrid switching solution demands costly OE/EO converters and electrical switches, albeit in/of smaller numbers/sizes than those needed in opaque implementations relying only on electrical switching. However, OCS networks with electrical grooming only become attractive when it is possible to estimate in advance the fractions of traffic to be groomed and switched transparently at each node, enabling to accurately dimension both the optical and electrical switches needed to accomplish an optimized trade-off between maximizing the bandwidth utilization and minimizing the electrical switching and OE/EO
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conversion equipment. Otherwise, when the traffic pattern cannot be accurately predicted, this trade-off can become difficult to attain and both optical and electrical switches may have to be overdimensioned, hampering the cost-effectiveness of this hybrid approach. The most advanced all-optical switching paradigm for supporting data traffic over optical transport networks is Optical Packet Switching (OPS). Ideally, OPS would replicate current store-and-forward packet-switched networks in the optical domain, thereby providing statistical multiplexing with packet granularity, rendering the highest bandwidth utilization when supporting bursty data traffic. In the full implementation of OPS, both data payload and their headers are processed and routed in the optical domain. However, the logical operations needed to perform address lookup are difficult to realize in the optical domain with state-of-the-art optics. Similarly to MPLS, Optical Label Switching (OLS) simplifies these logical operations through using label switching as the packet forwarding technique (Chang et al., 2006). In their simplest form, OPS networks can even rely on processing the header/label of each packet in the electrical domain, while the payload is kept in the optical domain. Nevertheless, despite the complexity differences of the implementations proposed in the literature, the deployment of any variant of OPS networks is always hampered by current limitations in optical processing technology, namely the absence of an optical equivalent of electronic Random-Access Memory (RAM), which is vital both for buffering packets while their header/label is being processed and for contention resolution (Tucker, 2006; Zhou & Yang, 2003), and the difficulty to fabricate large-sized fast optical switches, essential for per packet switching at high bit rates (Papadimitriou et al., 2003). The above discussion highlighted that OCS networks are relatively simple to implement but inefficient for transporting bursty data traffic, whereas OPS networks are efficient for transporting this type of traffic but very difficult to implement with state-of-the-art optical technology. Next-generation optical networks would benefit from an optical switching approach whose bandwidth utilization and optical technology requirements lie between those of OCS and OPS. In order to address this challenge, an intermediate optical switching paradigm has been proposed and studied in the literature – Optical Burst Switching (OBS). The basic premise of OBS is the development of a novel architecture for next-generation optical WDM networks characterized by enhanced flexibility to accommodate rapidly fluctuating traffic patterns without requiring major technological breakthroughs. A number of features have been identified as key to attain this objective (Chen et al., 2004). In order to overview some of them, consider an optical network comprising edge nodes, interfacing with the service network, and core nodes, as illustrated in Fig. 1. OBS networks grant intermediate switching granularity (between that of circuits and packets) via: assembling multiple packets into larger data containers, designated as data bursts, at the ingress edge nodes, enforcing per burst switching at the core nodes, and disassembling the packets at the egress edge nodes. Noteworthy, data bursts are only assembled and transmitted into the OBS network when data from the service network arrives at an edge node. This circumvents the stranded capacity problem of OCS networks, where the bandwidth requirements from the service network evolve throughout the lifetime of a lightpath and during periods of time can be considerably smaller than the provisioned capacity. Furthermore, the granularity at which the OBS network operates can be controlled through varying the number of packets contained in the data bursts, enabling to regulate the control and switching overhead.
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Fig. 1. Generic OBS network architecture. In OBS networks, similarly to OCS networks, control information is transmitted in a separate wavelength channel and processed in the electronic domain at each node, avoiding complex optical processing functions inherent to OPS networks. More precisely, a data burst and its header packet are decoupled in both the wavelength and time domains, since they are transmitted in different wavelengths and the header precedes the data burst by an offset time. Channel separation of headers and data bursts, a distinctive feature of out-of-band signalling schemes, is suitable to efficiently support electronic processing of headers while preserving data in the optical domain, because OE/EO converters at the core nodes are only needed for the control channel. The offset time has a central role in OBS networks, since it is dimensioned to guarantee the burst header is processed and resources are reserved for the upcoming data burst before the latter arrives to the node. Accordingly, a data burst can cut through the core nodes all-optically, avoiding being buffered at their input during the time needed for header processing. Moreover, since the transmission of data bursts can be asynchronous, complex synchronization schemes are not mandatory. Combined, these features ensure OBS networks can be implemented without making use of optical buffering. The prospects of deploying OBS in future transport networks can be improved provided that the bandwidth utilization achievable with OBS networks can be enhanced without significantly increasing their complexity or, alternatively, by easing their implementation without penalizing network performance. Noteworthy, OBS networks are technologically more demanding than OCS networks in several aspects. Firstly, although OBS protocols avoid optical buffering, OBS networks still demand some technology undergoing research, namely all-optical wavelength converters (Poustie, 2005) and fast optical switches scalable to large port counts (Papadimitriou et al., 2003). Secondly, the finer granularity of OBS is accomplished at the expense of a control plane more complex than the one needed for OCS networks (Barakat & Darcie, 2007). Nevertheless, the expected benefits of adopting a more bandwidth efficient optical switching paradigm fuelled significant research efforts in OBS, which even resulted in small network demonstrators (Sahara et al., 2003; Sun et al., 2005). The performance of OBS networks is mainly limited by data loss due to contention for the same transmission resources between multiple data bursts (Chen et al., 2004). The lack of optical RAM limits the effectiveness of contention resolution in OBS networks. Wavelength conversion is usually assumed to be available to resolve contention for the same wavelength channel. In view of the complexity and immaturity of all-optical wavelength converters,
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decreasing the number of converters utilized or using simpler ones without degrading performance would enhance the cost-effectiveness of OBS networks. Nevertheless, even if wavelength conversion is available, contention occurs when the number of bursts directed to the same link exceeds the number of wavelength channels. Moreover, the asynchronous transmission of data bursts creates voids between consecutive data bursts scheduled in the same wavelength channel, further contributing to contention. Consequently, minimizing these voids and smoothing burst traffic without resorting to complex contention resolution strategies would also improve the cost-effectiveness of OBS networks. In alternative or as a complement to contention resolution strategies, such as wavelength conversion, the probability of resource contention in an OBS network can be proactively reduced using contention minimization strategies. Essentially, these strategies optimize the resources allocated for transmitting data bursts in such way that the probability of multiple data bursts contending for the same network resources is reduced. Contention minimization strategies for OBS networks mainly consist of optimizing the wavelength assignment at the ingress edge nodes to decrease contention for the same wavelength channel (Wang et al., 2003), mitigating the performance degradation from unused voids between consecutive data bursts scheduled in the same wavelength channel (Xiong et al., 2000), and selectively smoothing the burst traffic entering the network (Li & Qiao, 2004). Albeit the utilization of these strategies can entail additional network requirements, namely augmenting the (electronic) processing capacity in order to support more advanced algorithms, it is expected that the benefits in terms of performance or complexity reduction will justify their support. This chapter details two contention minimization strategies, which when combined provide traffic engineering in the wavelength domain for OBS networks. The utilization of this approach is shown to significantly improve network performance and reduce the number of wavelength converters deployed at the network nodes, enhancing their cost-effectiveness. The remaining of the chapter is organized as follows. The second section introduces the problem of wavelength assignment in OBS networks whose nodes have no wavelength converters or have a limited number of wavelength converters. A heuristic algorithm for optimizing the wavelength assignment in these networks is described and exemplified. The third section addresses the utilization of electronic buffering at the ingress edge nodes of OBS networks, highlighting its potential for smoothing the input burst traffic and describing how it can be combined with the heuristic algorithm detailed in the previous section to attain traffic engineering in the wavelength domain. The performance improvements and node complexity reduction made possible by employing these strategies in an OBS network are evaluated via network simulation in the fourth section. Finally, the fifth and last section presents the final remarks of the work presented in this chapter.



2. Priority-based wavelength assignment OBS networks utilize one-way resource reservation, such as the Just Enough Time (JET) protocol (Qiao & Yoo, 1999). The principles of burst transmission are as follows. Upon assembling a data burst from multiple packets, the ingress node generates a Burst Header Packet (BHP) containing the offset time between itself and the data burst, as well as the length of the data burst. This node also sets a local timer to the value of the offset time.
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The BHP is transmitted via a control wavelength channel and processed at the control unit of each node along the routing path of the burst. The control unit uses the information in the BHP to determine the resources (e.g., wavelength channel in the designated output fibre link) to be allocated to the data burst during the time interval it is expected to be traversing the core node. This corresponds to a delayed resource reservation, since the resources are not immediately set up, but instead are only set up just before the arrival time of the data burst. Furthermore, the resources are allocated to the burst during the time strictly necessary for it to successfully pass through the node. This minimizes the bandwidth waste because these resources can be allocated to other bursts in nonoverlapping time intervals. Before forwarding the BHP to the next node, the control unit updates the offset time, reducing it by the amount of time spent by the BHP at the node. Meanwhile, the data burst buffered at the ingress node is transmitted after the timer set to the offset time expires. In case of successful resource reservation by its BHP at all the nodes of the routing path, the burst cuts through the core nodes in the optical domain until it arrives to the egress node. Otherwise, when resource reservation is unsuccessful at a node, both BHP and data burst are dropped at that node and the failed burst transmission is signalled to the ingress node. As a result of using one-way resource reservation, there is a large probability that data bursts arrive at a core node on the same wavelength channel from different input fibre links and being directed to the same output fibre link of that node. This leads to contention for the same wavelength channel at the output fibre link. These contention events can be efficiently resolved using wavelength converters and/or minimized in advance through an optimized assignment of wavelengths at the ingress nodes. In view of the immaturity of all-optical wavelength converters, strategies for minimizing the probability of wavelength contention become of paramount importance in order to design cost-effective OBS core nodes. 2.1 Problem statement Consider an OBS network modelled as a directed graph G = (V, E), where V = {v1, v2, ..., vN} is the set of nodes, E = {e1, e2, ..., eL} is the set of unidirectional fibre links and the network has a total of N nodes and L fibre links. Each fibre link supports a set of W data wavelength channels, {λ1, λ2, …, λW–1, λW}. Let Π = {π1, π2, …, π|Π|–1, π|Π|} denote the set of routing paths used to transmit data bursts in the network, Ei denote the set of fibre links traversed by path πi ∈ Π, and γi denote the average traffic load offered to path πi. It is assumed that the average offered traffic load values are obtained empirically or based on long-term predictions of the network load. Ideally, this input information would be used to formulate a combinatorial optimization problem for determining a wavelength search ordering, that is, an ordered list of all W wavelength channels, for each routing path such that a relevant performance metric, like the average burst blocking probability, is minimized. However, blocking probability performance metrics can only be computed via network simulation or, in particular cases, estimated by solving a set of non-linear equations (Pedro et al., 2006a). As a result, the objective function cannot be expressed in terms of the problem variables in an analytical closed-form manner (Teng & Rouskas, 2005). Moreover, even if this was possible, the size of the solutions search space would grow steeply with the number of wavelength channels W and the number of routing paths
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|Π|, since there are (W!)|Π| combinations of wavelength channel orderings. Consequently, for OBS networks of realistic size, this would prevent computing the optimum wavelength search orderings in a reasonable amount of time. In view of the aforementioned limitations in both problem formulation and resolution, the wavelength search orderings must be computed without knowing the resulting average burst blocking probability and by relying on heuristic algorithms. Notably, when the core nodes have limited or no wavelength conversion capabilities, burst blocking probability is closely related with the expected amount of unresolved wavelength contention. Consider two routing paths, π1 and π2, that traverse a common fibre link. Clearly, the chances of data bursts going through these paths and contending for the same wavelength channel at the common fibre link are minimized if their ingress nodes search for an available wavelength using opposite orderings of the wavelengths, that is, the ingress node of π1 uses, for instance, λ1, λ2, …, λW–1, λW, whereas the ingress node of π2 uses λW, λW–1, …, λ2, λ1. This simple scenario is illustrated is Fig. 2 for W = 4, where most of the burst traffic on π1 (π2) will go through λ1, λ2 (λ4, λ3). However, in realistic network scenarios, each routing path shares fibre links with several other paths and, consequently, it is not feasible to have opposite wavelength search orderings for each pair of overlapping paths. Still, as long as it is possible for two overlapping paths to have two different wavelength channels ranked as the highest priority wavelengths, the probability of wavelength contention among data bursts going through these paths is expected to be reduced. This observation constitutes the foundation of the heuristic traffic engineering approaches described in the following.



Fig. 2. Example OBS network with opposite wavelength search orderings. 2.2 Heuristic minimum priority interference Intuitively, the chances of wavelength contention between data bursts going through different routing paths are expected to increase with both the average traffic load offered to the paths and with the number of common fibre links. Bearing this in mind, it is useful to define the concept of interference level of routing path πi on routing path πj with i ≠ j as, I(πi, πj) = γi|Ei ∩ Ej|,



(1)
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where |Ei ∩ Ej| denotes the number of fibre links shared by both paths, and to define the combined interference level between routing paths πi and πj with i ≠ j as, Ic(πi, πj)= I(πi, πj) + I(πj, πi) = (γi + γj)|Ei ∩ Ej|.



(2)



The higher the combined interference level between two routing paths, the higher the likelihood that data bursts going through those paths will contend for the same fibre link resources. Consequently, routing paths with higher combined interference level should use wavelength search orderings as opposed as possible. This constitutes the basic principle exploited by First Fit-Traffic Engineering (FF-TE) (Teng & Rouskas, 2005), which was the first offline algorithm proposed to determine wavelength search orderings that are expected to reduce the probability of wavelength contention. However, this algorithm oversimplifies the problem resolution by computing a single wavelength search ordering for all the routing paths with the same ingress node. A detailed discussion of the limitations of the FF-TE algorithm is presented in (Pedro et al., 2006b). To overcome these shortcomings, the more advanced Heuristic Minimum Priority Interference (HMPI) algorithm, which computes an individual wavelength search ordering per routing path, is described below. 2.2.1 Algorithm description The algorithm proposed in (Pedro et al., 2006b) for minimizing wavelength contention aims to determine an individual wavelength search ordering for each routing path with a reduced computational effort. The HMPI algorithm uses as input information the network topology, the routing paths and the average traffic load offered to the routing paths. In order to determine the wavelength search ordering of a routing path, a unique priority must be assigned to each of the wavelengths. The wavelength ranked with the highest priority, called the primary wavelength, is expected to carry the largest amount of burst traffic going through the routing path. The other wavelengths, ordered by decreasing priority, expectedly carry diminishing amounts of burst traffic. In view of the importance of the primary wavelengths, the HMPI algorithm comprises a first stage dedicated to optimize them, consisting of the following three steps. (S1) Reorder the routing paths of Π such that if i < j one of the following conditions holds,







π k ∈Π , k≠i







π k ∈Π , k ≠i



I (π i , π k ) =







π k ∈Π , k≠ j







I (π j , π k ) ;



(3)



I (π j , π k ) and|Ei |>|E j |.
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I (π i , π k ) >



π k ∈Π , k≠ j



(S2) Consider W sub-sets of the routing paths, one per wavelength, initially empty, that is, |Πj| = 0 for j = 1, …, W. Following the routing path ordering defined for Π, include path πi in the sub-set Πj such that for any k ≠ j one of the subsequent conditions holds,







π l ∈Π j , l≠i



I c (π i , π l ) 
|Π k |.
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(6)



(S3) Select wavelength channel λj as the primary wavelength of all the paths in sub-set Πj, that is,



W , if π i ∈ Π j P(λ j , π i ) =  .  0, otherwise



(7)



The first step of this stage of the HMPI algorithm is used to order the routing paths by decreasing interference level on the remaining paths. Ties are broken by giving preference to the longer routing paths. Considering W sub-sets of routing paths, the second step sequentially includes each routing path on the sub-set with minimum combined interference level between the routing path and the paths already included in the sub-set. Ties are broken by preferring the sub-set with larger number of paths. Finally, the third step assigns to all routing paths of a sub-set the primary wavelength associated with that sub-set. As a result of this stage, the routing paths with minimum combined interference level, carrying data bursts that are less prone to contend with each other for the same wavelength channel, will share the same primary wavelength. In the second stage of the algorithm, the non-primary wavelengths for all routing paths are determined sequentially, starting with the second preferred wavelength channel and ending with the least preferred wavelength. When determining for each routing path the wavelength with priority p < W, it is intuitive to select one to which has been assigned, so far in the algorithm execution, the lowest priorities on routing paths that share fibre links with the routing path being considered. This constitutes the basic rule used in the second stage of the HMPI algorithm. The following steps are executed for priorities 1 ≤ p ≤ W – 1 in decreasing order and considering, for each priority p, all the routing paths according to the path ordering defined in the first stage of the algorithm. (S1) Let Λ = {λ j : P(λ j , π i ) = 0, 1 ≤ j ≤ W } denote the initial set of candidate wavelengths, containing all wavelengths that have been assigned a priority of zero on routing path πi. If |Λ| = 1, go to (S7). (S2) Let Ρ = { k : ∃π l , l ≠ i , P(λ j , π l ) = k ,|El ∩ Ei |> 0, λ j ∈ Λ} be the set of priorities that have already been assigned to candidate wavelengths on paths that overlap with πi. (S3) Let ψ = min λ j ∈Λ max π l ∈Π { P(λ j , π l ) : l ≠ i ,|El ∩ Ei |> 0, P(λ j , π l ) ∈ Ρ} be the lowest priority among the set containing the highest priority assigned to each candidate wavelength on paths that share links with πi. Update the set of candidate wavelengths as follows, Λ ← Λ \{λ j : ∃π l , l ≠ i , P(λ j , π l ) > ψ,|El ∩ Ei |> 0} ; If |Λ| = 1, go to (S7).



(8)
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(S4) Define C (λ j , em ) =  {γ l : El ⊃ em ,|El ∩ Ei |> 0, P(λ j , π l ) = ψ} as the cost associated with wavelength channel λj ∈ Λ on link em ∈ Ei and α e = min λ j ∈Λ max em ∈Ei C (λ j , em ) as the minimum cost among the set containing the highest cost associated with each candidate wavelength on the fibre links of πi. Update the set of candidate wavelengths as follows, Λ ← Λ \{λ j : ∃em , C (λ j , em ) > α e , em ∈ Ei } ;



(9)



If |Λ| = 1, go to (S7). (S5) Define C (λ j , π i ) =  e



m ∈Ei



C (λ j , em ) as the cost associated with wavelength λj on path πi



and α π = min λ j ∈Λ C (λ j , π i ) as the minimum cost among the costs associated with the candidate wavelengths on πi. Update the set of candidate wavelengths as follows, Λ ← Λ \{λ j : C (λ j , π i ) > α π } ;



(10)



If |Λ| = 1, go to (S7). (S6) Update the set of priorities assigned to the candidate wavelengths as follows, Ρ ← Ρ \{ k : k ≥ ψ} ;



(11)



If |Ρ| > 0, go to (S3). Else, randomly select a candidate wavelength λ ∈ Λ. (S7) Assign priority p to the candidate wavelength λ ∈ Λ on path πi, that is, P(λ, πi) = p. The first step of the second stage of the HMPI algorithm is used to define the candidate wavelength channels by excluding the ones that have already been assigned a priority larger than zero on the routing path, whereas the second step determines the priorities assigned to these wavelengths on paths that overlap with the routing path under consideration. The third, fourth and fifth step are used to reduce the number of candidate wavelengths. As soon as there is only one candidate wavelength, it is assigned to it the priority p on path πi, concluding the iteration. In the third step, the highest priority already assigned to each of the candidate wavelength channels on paths that overlap with πi is determined. Only the wavelengths with the lowest of these priorities are kept in the set of candidates. If needed, the fourth step tries to break ties by associating a cost with each candidate wavelength on each fibre link of πi. This cost is given by the sum of the average traffic load offered to paths that traverse the fibre link and use the wavelength with priority ψ. The wavelengths whose largest link cost, among all links of πi, is the smallest one (αe) are kept as candidates. When there are still multiple candidate wavelengths, the fifth step associates a cost with each wavelength on path πi, which is simply given by the sum of the cost associated to the wavelength on all links of the routing path. The candidate wavelengths with smallest path cost (απ) are kept. If necessary, the sixth step removes the priorities equal or larger than ψ from the set of priorities assigned to candidate wavelengths on paths that overlap with the path being considered and repeats the iteration. Finally, if all priorities have been removed and there are still multiple candidate wavelengths, one of them is randomly selected.



Optical Burst-Switched Networks Exploiting Traffic Engineering in the Wavelength Domain



287



As the outcome of executing the HMPI algorithm, each wavelength channel λj is assigned a unique priority on routing path πi, 1 ≤ P(λj, πi) ≤ W. Equivalently, this solution for the priority assignment problem can be represented as an ordering of the W wavelengths, {λ1(πi), λ2(πi), …, λj(πi), …, λW(πi)}, where λj(πi) denotes the jth wavelength channel to be searched when assigning a wavelength to data bursts directed to routing path πi. In order to enforce these search orderings, each of these lists must be uploaded from the point where they are computed to the ingress nodes of the routing paths. Hence, assuming single-path routing, each ingress node will have to maintain at most N – 1 lists of ordered wavelengths. The computational complexity of the HMPI algorithm, as derived in (Pedro et al., 2009c), is given by O(W 2·|Π|2), that is, in the worst case it scales with the square of the number of wavelength channels times the square of the number of routing paths. 2.2.2 Illustrative example



In order to give a better insight into the HMPI algorithm, consider the example OBS network of Fig. 3, which has 6 nodes and 8 fibre links (Pedro et al., 2009c). The number of routing paths used to transmit bursts in the network is |Π| = 6 and each fibre link supports a number of wavelength channels W = 4. Moreover, the average traffic load offered to each routing path is 1, except for routing path π4, which has an average offered traffic load of 1.2, that is, γi = 1 for i = 1, 2, 3, 5, 6 and γ4 = 1.2.



Fig. 3. OBS network used to exemplify the HMPI algorithm (Pedro et al., 2009c). The HMPI algorithm starts by computing the interference level of all pairs of routing paths, as shown in Table 1. Step (S1) of the first stage of the algorithm orders the routing paths by decreasing order of their interference level over other paths, which results in the path order {π5, π4, π3, π1, π6, π2}. The path with the highest interference level over other paths is π5, which overlaps with three paths, and the path with the second highest interference level over other paths is π4, which overlaps with two paths. Although π3, π1 and π6 also overlap with two paths, π4 is offered more traffic load and consequently can cause more contention. In addition, π3 precedes π1 and π6 because it is longer than the later paths. Since paths π1 and
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π6 are tied, the path with the smallest index was given preference. Finally, the path with the lowest interference level over other paths is π2. I(πi, πj)
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Table 1. Interference level of the routing paths. Step (S2) starts by creating one sub-set of routing paths per wavelength, that is, Π1, Π2, Π3, Π4. Following the determined path order, π5 is included in the first empty sub-set, Π1. Path π4 is also included in Π1, because IC(π4, π5) = 0 and Π1 has more paths than the remaining sub-sets. Since path π3 overlaps with π4, IC(π3, π4) = 2.2, and π4 is already included in Π1, π3 is included in the empty sub-set Π2. Moreover, path π1 overlaps with both π5 and π3 and thus it is included in empty sub-set Π3. Path π6 can be included in sub-sets Π2 and Π3 because it only overlaps with the paths of Π1. The tie is broken by selecting the sub-set with smallest index, that is, Π2. Similarly, path π2 is also included in this sub-set as it does not overlap with the paths in Π2 and Π3 and |Π2| > |Π3|. Since every path has been included in one sub-set, Π1 = {π4, π5}, Π2 = {π2, π3, π6} and Π3 = {π1}, step (S3) concludes the first stage of the algorithm by making λ1 the primary wavelength of paths π4 and π5, λ2 the primary wavelength of paths π2, π3 and π6, and λ3 the primary wavelength of path π1. The other wavelengths are temporarily assigned priority 0 on the routing paths. Table 2 shows the priorities assigned to the wavelengths on the routing paths after the entire HMPI algorithm has been executed. P(λj, πi)
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Table 2. Wavelengths priority on the routing paths. The second stage of the algorithm is initiated with p = 3 and proceeds path by path according to the order already defined. For path π5, the algorithm starts by creating the initial set of candidate wavelengths, Λ = {λ2, λ3, λ4}, in (S1). Since this path overlaps with π1, π2 and π6, the set of priorities assigned to wavelengths of Λ on these paths, determined in (S2), is Ρ = {0, 4}. Wavelength λ4 is assigned priority 0 on all paths that overlap with π5 and thus ρ = 0. Accordingly, in (S3) the set of candidate wavelengths is updated, Λ = {λ4}, and λ4 is assigned priority 3 on path π5. For path π4, Λ = {λ2, λ3, λ4}, Ρ = {0, 4}, and ρ = 0. The set of
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candidate wavelengths is updated to Λ = {λ3, λ4}, because both λ3 and λ4 are assigned priority 0 on paths that overlap with π4. In this particular case, the algorithm cannot break the tie and in (S7) randomly selects wavelength λ4 to be assigned priority 3 on path π4. For the remaining paths, there is only one candidate wavelength whose priority on other paths equals ρ. Wavelength λ4 is assigned priority 3 on paths π3 and π1 and wavelength λ3 is assigned this priority on paths π6 and π2. The second stage of the algorithm is executed again, but with p = 2. For path π5, the initial set of candidate wavelengths is Λ = {λ2, λ3}. Both wavelengths are assigned priority 4 on at least one of the paths that overlaps with π5 (ρ = 4), λ2 on π2 and π6 and λ3 on π1. Paths π1, π2, and π6 share with π5 links e3, e5 and e8, respectively, and the average traffic load offered to these paths is 1. Thus, according to (S4), the cost associated with λ2 and λ3 on each link is at most 1 (αe = 1). However, λ2 has this link cost on two links, which in (S5) results in a cost C(λ2, π5) = 2, whereas λ3 has this link cost on a single link, C(λ3, π5) = 1. Consequently, απ = 1 and the set of candidate wavelengths is updated to Λ = {λ3}. For path π4, Λ = {λ2, λ3}, Ρ = {0, 3, 4}, and ρ = 3. Only wavelength λ3 is used with a priority smaller or equal than 3 in all links, which reduces the set of candidates to λ3. In the case of path π3, Λ = {λ1, λ3} and λ1 is assigned priority 4 on π4, whereas λ3 is assigned this priority on π1. Since γ4 > γ1, the highest link cost associated to λ1 is larger than that for λ3, and the candidate wavelengths are reduced to λ3. For path π1, Λ = {λ1, λ2} and both these wavelengths observe ρ = 4, αe = 1 and απ = 1. The algorithm has to randomly select one of the wavelengths (λ2). For both π6 and π2, Λ = {λ1, λ4}, ρ = 3, but only λ4 is assigned a priority smaller or equal to 3 in all of the links. The set of candidate wavelengths is reduced to Λ = {λ4}. Finally, for p = 1 the wavelength assignment is trivial, because there is only one wavelength still assigned priority 0 on each path. The complete wavelength search ordering of each path can be obtained from Table 2. The following observations show that these orderings should effectively reduce contention. Firstly, overlapping paths do not share the same primary wavelength. Instead, primary wavelengths are reused by link-disjoint routing paths (e.g., λ2 is the primary wavelength of π2, π3 and π6). Secondly, paths use with smallest possible priority the primary wavelengths of overlapping paths (e.g., π1, π2 and π6 overlap with π5 and use the primary wavelength of this path with priority 1).



3. Traffic engineering in the wavelength domain Noteworthy, at the ingress edge nodes of an OBS network, data bursts are kept in electronic buffers before a wavelength channel is assigned to them and they are transmitted optically towards the egress edge nodes. Clearly, the flexibility of scheduling data bursts in the wavelength channels is considerably higher when the bursts are still buffered at the ingress nodes than when they have already been converted to the optical domain. For instance, a data burst can be delayed at one of the ingress buffers by the exact amount of time required for a wavelength channel to become available in the designated output fibre link. This procedure is not possible at the core nodes due to the lack of optical RAM. The capability of delaying data bursts at an ingress node by a random amount of time, not only increases the chances of successfully scheduling bursts at the output fibre link of their ingress nodes, but also enables implementing strategies that reduce in advance the probability of contention at the core nodes.
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The Burst Overlap Reduction Algorithm proposed in (Li & Qiao, 2004) exploits the additional degree of freedom provided by delaying data bursts at the electronic buffers of the ingress nodes to shape the burst traffic departing from these nodes in such way that the probability of contention at the core nodes can be reduced. The principle underlying BORA is that a decrease on the number of different wavelength channels allocated to the data bursts assembled at an ingress node can smooth the burst traffic at the input fibre links of the core nodes and, as a result, reduce the probability that the number of overlapping data bursts directed to the same output fibre link exceeds the number of wavelength channels. In its simpler implementation, BORA relies on using the same wavelength search ordering at all the ingress nodes of the network and utilizing the buffers in these nodes to transmit the maximum number of bursts in the first wavelength channels according to such ordering. In order to limit the extra transfer delay incurred by data bursts, as well as the added buffering and processing requirements, the ingress node can impose a maximum ingress burst delay, RAM Δtmax , defined as the maximum amount of time a data burst can be kept at an electronic buffer of its ingress node excluding the time required to assemble the burst and the offset time between the data burst and its correspondent BHP. The concept of BORA is appealing in OBS networks with wavelength conversion, since these algorithms have not been designed to mitigate wavelength contention. Moreover, BORA algorithms do not account for the capacity fragmentation of the wavelength channels, which is also a performance limiting factor in OBS networks. These limitations have motivated the development of a novel strategy in (Pedro et al., 2009b) that also exploits the electronic buffers of the ingress edge nodes to selectively delay data bursts, while providing a twofold advantage over BORA: enhanced contention minimization at the core nodes and support of core node architectures with relaxed wavelength conversion capabilities. The first principle of the proposed strategy is related with the availability of RAM at the ingress nodes. In the process of judiciously delaying bursts to schedule them using the smallest number of different wavelength channels, the delayed bursts can be scheduled with minimum voids between them and the preceding bursts already scheduled on the same wavelength channel. This is only possible because the bursts assembled at the node can be delayed by a random amount of time. The serialization of data bursts not only smoothes the burst traffic, with the consequent decrease of the chances of contention at the core nodes, but also reduces the fragmentation of the wavelengths capacity at the output fibre links of the ingress nodes. These serialized data bursts traverse the core nodes, where some of them must be converted to other wavelength channels to resolve contention. The wavelength conversions break the series of data bursts and, as a result, create voids between a burst converted to another wavelength channel and the bursts already scheduled on this wavelength. A large number of these voids lead to wasting bandwidth, as the core nodes will not be able to use them to carry data. In essence, the first key principle consists of serializing data bursts at the ingress nodes to mitigate the voids between them. Noticeably, if these bursts traverse a set of common fibre links without experiencing wavelength conversion, the formation of unusable voids is reduced at those links. Hence, the second key principle of the proposed strategy consists of improving the probability that serialized bursts routed via the same path are kept in the same wavelength channel for as long as possible. This can reduce the number of unusable
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voids created in the fibre links traversed before wavelength conversion is used, improving network performance. The task of keeping the data bursts, which are directed to the same routing path and have been serialized at the ingress node, in the same wavelength channel requires minimizing the chances that bursts on overlapping routing paths contend for the same wavelength channel and, as a result, demand wavelength conversion. This objective is the same as that of the HMPI algorithm presented in Section 2. For that reason, the strategy proposed in (Pedro et al., 2009b), which is designated as Traffic Engineering in the wavelength domain with Delayed Burst Scheduling (TE-DBS), combines the wavelength contention minimization capability of HMPI with selectively delaying data bursts at the electronic buffers of their ingress nodes not only to smooth burst traffic, but also to maximize the amount of data bursts carried in the wavelength channels ranked with the highest priorities by HMPI. The key principles of the TE-DBS strategy can be illustrated with the example of Fig. 4. The OBS network depicted comprises six nodes and five fibre links. Three paths, π1, π2, and π3,



Fig. 4. Example of using TE-DBS to minimize contention at the core nodes.
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are used to transmit bursts between one of the three ingress nodes, v1, v2, and v4, and node v6. Contention between bursts from different input fibre links and directed to the same output fibre link can occur at core nodes v3 and v5. Each ingress node uses its own wavelength search ordering and selectively delays bursts with the purpose of transmitting them on the wavelength channels which have been ranked with the highest priorities by an algorithm for minimizing contention in the wavelength domain. Similarly to what occurs RAM , is imposed at each ingress node. with BORA, a maximum ingress burst delay, Δtmax As can be seen, v1 has assembled three data bursts (DB 1, DB 2, and DB 3), which overlap in time, and v2 has assembled two data bursts (DB 4 and DB 5), which also overlap in time. The first two bursts assembled by v1 are transmitted in wavelength channel λ1, whereas the third cannot be transmitted in this wavelength without infringing the maximum ingress burst delay and, therefore, has to be transmitted in λ2. The two bursts assembled by v2 are transmitted in the wavelength ranked with highest priority, λ3. These bursts traverse v3, where contention is avoided since the bursts arrive in different wavelengths. Meanwhile, the ingress node v4 has assembled two data bursts (DB 6 and DB 7) and transmits them in the wavelength ranked with highest priority, λ2. All seven data bursts traverse core node v5, where DB 7 must be converted to another wavelength in order to resolve contention. The major observations provided by this example are as follows. Similarly to using BORA, the burst traffic is smoothed at the ingress nodes, reducing contention at the core nodes from an excessive number of data bursts directed to the same output fibre link. Moreover, since the burst traffic of routing paths π1, π2, and π3 is mostly carried in different wavelengths, contention for the same wavelength channel is also reduced. As a result, the pairs of bursts serialized at the ingress nodes, DB 1 and DB 2 in routing path π1 and DB 4 and DB5 in routing path π2, can be kept in the same wavelength channel until they reach node v6, mitigating the fragmentation of the capacity of wavelengths λ1 and λ3 in the fibre links traversed by routing paths π1 and π2. Since this is accomplished through minimizing the probability of wavelength contention, it can also relax the wavelength conversion capabilities of the core nodes without significantly degrading network performance. The TE-DBS strategy requires the computation of one wavelength search ordering, {λ1(πi), λ2(πi), …, λW(πi)}, for each routing path πi. The HMPI algorithm is used to optimize offline the wavelength search orderings. These orderings are stored at the ingress nodes and the control unit of these nodes uses them for serializing data bursts on the available wavelength channel ranked with the highest priority on the routing path the bursts will follow.



4. Results and discussion This section presents a performance analysis of the framework for traffic engineering in the wavelength domain TE-DBS, described in the Section 3, and assuming the HMPI algorithm, detailed in Section 2, is employed offline to optimize the wavelength search ordering for each routing path in the network. The results are obtained via network simulation using the event-driven network simulator described in (Pedro et al., 2006a). The network topology used in the performance study is a 10-node ring network. All of the network nodes have the functionalities of both edge and
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core nodes and the resource reservation is made using the JET protocol. It is also assumed that all the wavelength channels in a fibre link have a capacity μ = 10 Gb/s, the time required to configure an optical space switch matrix is tg = 1.6 μs, each node can process the BHP of a data burst in tp = 1 μs and the offset time between BHP and data burst is given by tg + hi·tp, where hi is the number of hops of burst path πi ∈ Π. The switch matrix of each node is assumed to be strictly non-blocking. Unless stated otherwise, the simulation results were obtained assuming W = 32 wavelength channels per fibre link. The traffic pattern used in the simulations is uniform, in the sense that a burst generated at an ingress node is randomly destined to one of the remaining nodes. Bursts are always routed via the shortest path. Both the data burst size and the burst interarrival time are negative-exponentially distributed. An average burst size of 100 kB is used, which results in an average burst duration of 80 μs. In the network simulations, increasing the average offered traffic load is obtained through reducing the average burst interarrival time. The average offered traffic load normalized to the network capacity is given by, Γ=



 π ∈Π γ i ⋅ hiSP i



L⋅W ⋅μ



,



(12)



where hiSP is the number of links traversed between the edge nodes of πi ∈ Π. In OBS networks, the most relevant performance metric is the average burst blocking probability, which measures the average fraction of burst traffic that is discarded by the network. The network performance can also be evaluated via the average offered traffic load that results in an objective average burst blocking probability Bobj. This metric is estimated by performing simulations with values of Γ spaced by 0.05, determining the load values between which the value with blocking probability Bobj is located and then using linear interpolation (with logarithmic scale for the average burst blocking probability). All of the results presented in this section were obtained through running 10 independent simulations for calculating the average value of the performance metric of interest, as well as a 95% confidence interval on this value. However, these confidence intervals were found to be so narrow that have been omitted from the plots for improving readability. The majority of OBS proposals assumes the utilization of full-range wavelength converters deployed in a dedicated configuration, that is, one full-range wavelength converter is used at each output port of the switch matrix, as illustrated in Fig. 5. Each full-range wavelength converter must be capable of converting any wavelength at its input to a fixed wavelength at its output and if a node has M output fibres, its total number of converters is M·W. Fig. 6 plots the average burst blocking probability as a function of the maximum ingress burst delay for different values of the offered traffic load and considering both TE-DBS and the previously described BORA strategy. It also displays the blocking performance that corresponds to delaying bursts at the ingress nodes whenever a free wavelength channel is not immediately found. More precisely, the DBS strategy consists of delaying a data burst at its ingress node by the minimum amount of time, upper-bounded to the maximum ingress burst delay, such that one wavelength becomes available in the output fibre link.



294



Telecommunications Networks – Current Status and Future Trends



Fig. 5. OBS core node architecture with dedicated full-range wavelength converters.
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Fig. 6. Network performance with dedicated full-range wavelength converters for different values of the average offered traffic (Pedro et al., 2009a). The curves for DBS show that exploiting the electronic buffers at the ingress nodes only for contention resolution does not improve blocking performance. On the contrary, with both BORA and TE-DBS the average burst blocking probability is decreased as the maximum ingress burst delay is increased, confirming that these strategies proactively reduce the probability of contention by selectively delaying bursts at their ingress nodes.
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The results also indicate TE-DBS is substantially more efficient than BORA in exploiting larger maximum ingress burst delays to reduce the burst blocking probability. The proposed strategy outperforms BORA for the same maximum ingress burst delay or, alternatively, requires a smaller maximum ingress burst delay to attain the same blocking performance of BORA. Particularly, the decrease rate of the burst losses with increasing the maximum ingress burst delay is considerably larger with TE-DBS than that with BORA. In addition, with TE-DBS the slope of the curves of the burst blocking probability is much steeper for smaller values of the average offered traffic load, a trend less pronounced with BORA. Table 3 presents the average traffic load that can be offered to the network as to support an objective average burst blocking probability, Bobj, of 10-3 and 10-4. The results include two RAM values of the maximum ingress burst delay for BORA and TE-DBS, Δtmax = 200 μs and RAM RAM Δtmax = 400 μs, and the case of immediate burst scheduling at the ingress nodes, Δtmax = 0. Bobj



RAM Δtmax =0



RAM Δtmax = 200 μs



RAM Δtmax = 400 μs



BORA



TE-DBS



BORA



TE-DBS



10-3



0.522



0.654



0.723



0.689



0.782



10-4



0.453



0.584



0.659



0.632



0.729



Table 3. Average offered traffic load for an objective average burst blocking probability of 10-3 and 10-4 (Pedro et al., 2009a). The OBS network supports more offered traffic load for the same average burst blocking probability when using the TE-DBS and BORA strategies instead of employing immediate burst scheduling. In addition, the former strategy provides the largest improvements in supported offered traffic load. For instance, with Bobj = 10-3, the network supports 32% more offered traffic load when using BORA with a maximum ingress burst delay of 400 μs instead of immediate burst scheduling, whereas when using the TE-DBS strategy the performance improvement is more expressive, enabling an increase of 50% in offered traffic load. In order to provide evidence of the principles underlying contention minimization with BORA and TE-DBS, the first set of results differentiates the burst blocking probability at the ingress nodes (ingress bursts) and at the core nodes (transit bursts). Fig. 7 plots the average burst blocking probability, discriminated in terms of ingress bursts and transit bursts, as a function of the maximum ingress burst delay for Γ = 0.70. The plot shows that without additional delays at the ingress nodes, the blocking probability of ingress bursts and of transit bursts are of the same order of magnitude. However, as the maximum ingress burst delay is increased, the blocking probability of ingress bursts is rapidly reduced, as a result of the enhanced ability of ingress nodes to buffer bursts during longer periods of time. This holds for the three channel scheduling algorithms. Therefore, the average burst blocking probability of transit bursts becomes the dominant source of blocking. Notably, using DBS does not reduce burst losses at the core nodes, rendering this strategy useless, whereas BORA and TE-DBS strategies exploit the selective ingress delay to reduce blocking of transit bursts. Moreover, TE-DBS is increasingly more effective than BORA in reducing these losses, which supports its superior performance displayed in Fig. 6.
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Fig. 7. Average burst blocking probability of ingress and transit bursts (Pedro et al., 2009a). The major dissimilarity between the TE-DBS and BORA strategies is the order by which free wavelength channels are searched to schedule the data bursts assembled at the ingress nodes. Particularly, the TE-DBS strategy exploits the selective delaying of data bursts at the electronic buffers of these nodes not only to smooth the burst traffic entering the core network, similarly to BORA, but also to proactively reduce the unusable voids formed between consecutive data bursts scheduled in the same wavelength channel. As described in Section 3, complying with the latter objective demands enforcing that the serialized data bursts are kept in the same wavelength for as long as possible along their routing path, which means that contention for the same wavelength among bursts on overlapping paths must be minimized. Intuitively, the success of keeping the serialized data bursts in the same wavelength channel for as long as possible should be visible in the form of a reduced number of bursts experiencing wavelength conversion at the core nodes. In order to observe this effect, Fig. 8 presents the average wavelength conversion probability, defined as the fraction of transit data bursts that undergo wavelength conversion, as a function of the maximum ingress burst delay for different values of the average offered traffic load. The curves for TE-DBS exhibit a declining trend as the maximum ingress burst delay increases, with this behaviour being more pronounced for smaller average offered traffic load values. These observations confirm that the probability of the data bursts serialized at the ingress nodes being kept in the same wavelength channel, as they go through the core nodes, is higher for larger values of the maximum ingress burst delay and smaller values of offered traffic load. Conversely, with BORA the wavelength conversion probability remains insensitive to variations in both the maximum ingress burst delay and offered traffic load, corroborating the fact that it cannot reduce the utilization of wavelength conversion at the core nodes. The reduced wavelength contention characteristic of the TE-DBS strategy, which
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is absent in BORA, is critical to mitigate the fragmentation of the wavelengths capacity, resulting in the smaller transit burst losses reported with TE-DBS in Fig. 7 and ultimately explaining the enhanced blocking performance provided by this strategy.
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Fig. 8. Average wavelength conversion probability (Pedro et al., 2009b). Fig. 9 shows the blocking performance as a function of the maximum ingress burst delay for different numbers of wavelength channels and Γ = 0.80. The results indicate that the slope of the average burst blocking probability curves for TE-DBS increases with the number of wavelength channels, augmenting the performance gain of using this strategy instead of BORA. This behaviour is due to the fact that when the number of wavelength channels per fibre link increases the effectiveness of the HMPI algorithm in determining appropriate wavelength search orderings improves, enhancing the isolation degree of serialized burst traffic from overlapping routing paths on different wavelength channels. In principle, only a fraction of transit bursts experience wavelength contention, demanding the use of a wavelength converter. Consequently, the deployment of a smaller number of converters, in a shared configuration, has been proposed in the literature. Converter sharing at the core nodes can be implemented on a per-link or per-node basis, depending on whether each converter can only be used by bursts directed to a specific output link or can be used by bursts directed to any output link of the node (Chai et al., 2002). The latter sharing strategy enables to deploy a smaller number of converters. Fig. 10 exemplifies the architecture of a core node with C full-range wavelength converters shared per-node, where C ≤ M·W. In this core node architecture, each wavelength converter must be capable of converting any wavelength channel at its input to any wavelength channel at its output and the switch matrix has to be augmented with C input ports and C output ports.
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Fig. 9. Network performance for different numbers of wavelength channels (Pedro et al., 2009b).



Fig. 10. OBS core node architecture with shared full-range wavelength converters.
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The minimization of wavelength contention experienced by transit bursts is a key enabler for TE-DBS to improve the loss performance of OBS networks. Particularly, the simulation results presented in Fig. 8 confirm that the utilization of this strategy reduces the probability of wavelength conversion, and consequently the utilization of the wavelength converters, as the maximum ingress burst delay is increased. This attribute can extend the usefulness of TE-DBS to OBS networks with shared full-range wavelength converters because in this network scenario the lack of available converters at the core nodes can become the major cause of unresolved contention, specially for small values of C. In order to illustrate the added-value of the TE-DBS strategy in OBS networks whose core nodes have shared full-range wavelength converters, consider the 10-node ring network with W = 32. When using wavelength converters in a dedicated configuration, each node of this network needs M·W = 64 converters. Fig. 11 plots the average burst blocking probability as a function of the number of shared full-range wavelength converters at the nodes, C, for different values of the average offered traffic load and using BORA and TE-DBS strategies RAM = 160 μs. with Δtmax 10 0 1.0E+0
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Fig. 11. Network performance with shared full-range wavelength converters for different values of the average offered traffic load (Pedro et al., 2009a). The blocking performance curves clearly show that the OBS network using TE-DBS can benefit not only in terms of enhanced blocking performance, but also from enabling using simplified core node architectures. More precisely, the burst loss curves indicate that for very small numbers of shared wavelength converters, the utilization of TE-DBS results in a burst blocking probability that can be multiple orders of magnitude lower than that obtained using BORA. Furthermore, using TE-DBS demands a much smaller number of shared wavelength converters to match the blocking performance of a network using core
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nodes with dedicated wavelength converters. Particularly, with TE-DBS around 16 shared converters per node are enough to match the loss performance obtained with 64 dedicated converters, whereas with BORA this number more than doubles, since around 36 shared converters are required. The larger savings in the number of wavelength converters enabled by TE-DBS also mean that the expansion of the switch matrix to accommodate the shared converters is smaller, leading to an even more cost-effective network solution.



5. Conclusions Optical burst switching is seen as a candidate technology for next-generation transport networks. This chapter has described and analyzed the performance benefits of a strategy to enforce traffic engineering in the wavelength domain in OBS networks. The TE-DBS strategy is based on using the HMPI algorithm to optimize offline the order by which wavelength channels are searched for each routing path and employing at the ingress nodes a selective delaying of data bursts as a way to maximize the amount of burst traffic sent via the wavelength channels ranked with highest priority. Both the HMPI offline algorithm and the online selective delaying of bursts were revisited and exemplified. A network simulation study has highlighted the performance improvements attained by using TE-DBS in an OBS network with dedicated full-range wavelength converters and with shared full-range wavelength converters. It was shown that the utilization of the TEDBS strategy enables to reduce the average burst blocking probability for a given average offered traffic load, or augment the average offered traffic load for an objective burst blocking probability, when compared to utilizing a known contention minimization strategy. The simulation results shown that increasing the maximum delay a burst can experience at the ingress node and augmenting the number of wavelength channels per link can improve the effectiveness of the TE-DBS strategy and also provided evidence of the burst serialization and traffic isolation in different wavelengths inherent to this strategy. Finally, the analysis confirms that the utilization of TE-DBS in OBS networks with shared full-range wavelength converters can provide noticeable savings in the number of expensive all-optical wavelength converters and a smaller increase in the size of the switch matrix of the core nodes.



6. References Barakat, N. & Darcie, T. (2007). The Control-Plane Stability Constraint in Optical Burst Switching Networks. IEEE Communications Letters, Vol. 11, No. 3, (March 2007), pp. 267-269, ISSN 1089-7798 Chai, T.; Cheng, T. ; Shen, G.; Bose, S. & Lu, C. (2002). Design and Performance of Optical Cross-Connect Architectures with Converter Sharing. Optical Networks Magazine, Vol. 3, No. 4, (July/August 2002), pp. 73-84, ISSN 1572-8161 Chang, G.; Yu, J. ; Yeo, Y.; Chowdhury, A. & Jia, Z. (2006). Enabling Technologies for NextGeneration Packet-Switching Networks. Proceedings of the IEEE, Vol. 94, No. 5, (May 2006), pp. 892-910, ISSN 0018-9219 Chen, Y.; Qiao, C. & Yu, X. (2004). Optical Burst Switching: A New Area in Optical Networking Research. IEEE Network, Vol. 18, No. 3, (May/June 2004), pp. 16-23, ISSN 0890-8044



Optical Burst-Switched Networks Exploiting Traffic Engineering in the Wavelength Domain



301



IETF (2002). RFC 3945: Generalized Multi-Protocol Label Switching (GMPLS) Architecture, Internet Engineering Task Force, September 2002 ITU-T (2006). Recommendation G.8080: Architecture for the Automatically Switched Optical Network (ASON), International Telecommunication Union – Telecommunication Standardization Sector, June 2006 Korotky, S. (2004). Network Global Expectation Model: A Statistical Formalism for Quickly Quantifying Network Needs and Costs. IEEE/OSA Journal of Lightwave Technology, Vol. 22, No. 3, (March 2004), pp. 703-722, ISSN 0733-8724 Li, J. & Qiao, C. (2004). Schedule Burst Proactively for Optical Burst Switched Networks. Computer Networks, Vol. 44, (2004), pp. 617-629, ISSN 1389-1286 Papadimitriou, G.; Papazoglou, C. & Pomportsis, A. (2003). Optical Switching: Switch Fabrics, Techniques, and Architectures. IEEE/OSA Journal of Lightwave Technology, Vol. 21, No. 2, (February 2003), pp. 384-405, ISSN 0733-8724 Pedro, J.; Castro, J.; Monteiro, P. & Pires, J. (2006a). On the Modelling and Performance Evaluation of Optical Burst-Switched Networks, Proceedings of IEEE CAMAD 2006 11th International Workshop on Computer-Aided Modeling, Analysis and Design of Communication Links and Networks, pp. 30-37, ISBN 0-7803-9536-0, Trento, Italy, June 8-9, 2006 Pedro, J.; Monteiro, P. & Pires, J. (2006b). Wavelength Contention Minimization Strategies for Optical-Burst Switched Networks, Proceedings of IEEE GLOBECOM 2006 49th Global Telecommunications Conference, paper OPNp1-5, ISBN 1-4244-0356-1, San Francisco, USA, November 27-December 1, 2006 Pedro, J.; Monteiro, P. & Pires, J. (2009a). On the Benefits of Selectively Delaying Bursts at the Ingress Edge Nodes of an OBS Network, Proceedings of IFIP ONDM 2009 13th Conference on Optical Network Design and Modelling, ISBN 978-1-4244-4187-7, Braunschweig, Germany, February 18-20, 2009 Pedro, J.; Monteiro, P. & Pires, J. (2009b). Contention Minimization in Optical BurstSwitched Networks Combining Traffic Engineering in the Wavelength Domain and Delayed Ingress Burst Scheduling. IET Communications, Vol. 3, No. 3, (March 2009), pp. 372-380, ISSN 1751-8628 Pedro, J.; Monteiro, P. & Pires, J. (2009c). Traffic Engineering in the Wavelength Domain for Optical Burst-Switched Networks. IEEE/OSA Journal of Lightwave Technology, Vol. 27, No. 15, (August 2009), pp. 3075-3091, ISSN 0733-8724 Poustie, A. (2005). Semiconductor Devices for All-Optical Signal Processing, Proceedings of ECOC 2005 31st European Conference on Optical Communication, Vol. 3, pp. 475-478, ISBN 0-86341-543-1, Glasgow, Scotland, September 25-29, 2005 Qiao, C. & Yoo, M. (1999). Optical Burst Switching (OBS) – A New Paradigm for an Optical Internet. Journal of High Speed Networks, Vol. 8, No. 1, (January 1999), pp. 69-84, ISSN 0926-6801 Sahara, A.; Shimano, K.; Noguchi, K.; Koga, M. & Takigawa, Y. (2003). Demonstration of Optical Burst Data Switching using Photonic MPLS Routers operated by GMPLS Signalling, Proceedings of OFC 2003 Optical Fiber Communications Conference, Vol. 1, pp. 220-222, ISBN 1-55752-746-6, Atlanta, USA, March 23-28, 2003 Sun, Y.; Hashiguchi, T. ; Minh, V.; Wang, X.; Morikawa, H. & Aoyama, T. (2005). Design and Implementation of an Optical Burst-Switched Network Testbed. IEEE



302



Telecommunications Networks – Current Status and Future Trends



Communications Magazine, Vol. 43, No. 11, (November 2005), pp. s48-s55, ISSN 01636804 Teng, J. & Rouskas, G. (2005). Wavelength Selection in OBS Networks using Traffic Engineering and Priority-Based Concepts. IEEE Journal on Selected Areas in Communications, Vol. 23, No. 8, (August 2005), pp. 1658-1669, ISSN 0733-8716 Tucker, R. (2006). The Role of Optics and Electronics in High-Capacity Routers. IEEE/OSA Journal of Lightwave Technology, Vol. 24, No. 12, (December 2006), pp. 4655-4673, ISSN 0733-8724 Wang, X.; Morikawa, H. & Aoyama, T. (2003). Priority-Based Wavelength Assignment Algorithm for Burst Switched WDM Optical Networks. IEICE Transactions on Communications, Vol. E86-B, No. 5, (2003), pp. 1508-1514, ISSN 1745-1345 Xiong, Y.; Vandenhoute, M. & Cankaya, H. (2000). Control Architecture in Optical BurstSwitched WDM Networks. IEEE Journal on Selected Areas in Communications, Vol. 18, No. 10, (October 2000), pp. 1838-1851, ISSN 0733-8716 Zang, H.; Jue, J. ; Sahasrabuddhe, L.; Ramamurthy, R. & Mukherjee, B. (2001). Dynamic Lightpath Establishment in Wavelength-Routed WDM Networks. IEEE Communications Magazine, Vol. 39, No. 9, (September 2001), pp. 100-108, ISSN 01636804 Zhou, P. & Yang, O. (2003). How Practical is Optical Packet Switching in Core Networks?, Proceedings of IEEE GLOBECOM 2003 49th Global Telecommunications Conference, pp. 2709-2713, ISBN 0-7803-7974-8, San Francisco, USA, December 1-5, 2003 Zhu, K.; Zhu, H. & Mukherjee, B. (2005). Traffic Grooming in Optical WDM Mesh Networks, Springer, ISBN 978-0-387-25432-6, New York, USA
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University of the Basque Country (UPV/EHU) Spain 1. Introduction The need to monitor and analyse data traffic grows with increasing network usage by businesses and domestic users. Disciplines such as security, quality of service analysis, network management, billing and even routing require traffic monitoring and analysis systems with high performance. Thus, the increasing bandwidth in data networks and the amount and variety of network traffic have increased the functional requirements for applications that capture, process or store monitored traffic. Besides, the availability of capture hardware (monitoring cards, taps, etc.) and mass storage solutions at a reasonable cost makes the situation better in the field of network traffic monitoring. For these reasons, several research groups are studying how to monitor heterogeneous network environments, such as wired broadband backbone networks, next generation cellular networks, high-speed access networks or WLAN in campus-like environments. In keeping with this line, our research group NQaS (Networking, Quality and Security) aims to contribute in this challenge and presents theoretical and experimental research to study the behaviour of a probe (Ksensor) that can perform traffic capturing and analysis tasks in Gigabit Ethernet networks. Not only do we intend to progress in the design of traffic analysis systems, but we also want to obtain mathematical models to study the performance of these devices. The widespread of 1/10 Gigabit Ethernet networks, emphasizes the problems related to system losses which invalidate the results for certain analyses. New Gigabit networks, even at 40 and 100 Gbps, are already being implemented and the problem becomes accentuated. On top of that, commodity systems are not optimized for monitoring [Wang&Liu, 2004] and, as a result, processing resources are often wasted on inefficient tasks. Because of this, new research works have arisen focusing on the development of analysis systems that are able to process all the information carried by actual networks. Taking all this into account, we would like to develop analytical models that represent traffic monitoring systems in order to provide solutions to the problems mentioned before. Modelling helps to predict the system's performance when it is subjected to a variety of network traffic load conditions. Designers and administrators can identify bottlenecks, deficiencies and key system parameters that impact its performance, and thereby the system can be properly tuned to give the optimal performance. By means of modelling technique, it
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is possible to draw qualitative and, in many cases, also quantitative conclusions about features related to modelled systems even without having to develop them. The impact of developing costs, which is a determining factor in some cases, can be dramatically reduced by using modelling. Having this in mind, and considering the experience of our group, we present our original design (Ksensor) that improves system performance, as well as a mathematical model based on a closed queueing network which represents the behaviour of a multiprocessor traffic monitoring and analysis system. Both things are considered together in the validation of the model, where Ksensor is used as well as a testing platform developed by NQaS. All these aspects are presented throughout this chapter. A number of papers has addressed the issue of modelling traffic monitoring systems. However, there are more related to the hardware and software involved in this type of systems. Regarding hardware proposals, one of the most relevant was the development of the highperformance DAG capture cards [Cleary et al., 2000] at the University of Waikato (New Zealand). Several research works and projects have made use of these cards for traffic analysis system design. Some other works proposed the use of Network Processors (NP) [Intel, 2002]. Conventional hardware also showed bottlenecks and new input/output architectures were proposed, such as Intel’s CSA (Communication Streaming Architecture). At the software level, Mogul and Ramakrishnan [Mogul&Ramakrishnan, 1996] identified the most important performance issues on interrupt-driven capture systems. Zero-copy architectures are also remarkable [Zhu et al, 2006]. They try to omit the path followed by packets through the system kernel to the user-level applications, providing a direct access to captured data or mapping memory spaces (mmap). Biswas and Sinha proposed a DMA ring architecture [Biswas&Sinha, 2006] shared by user and kernel levels. Luca Deri suggests a passive traffic monitoring system over general purpose hardware at Gbps speeds (nProbe). Deri has also suggested improvements for the capture subsystem of GNU/Linux, such as a driver-level ring [Deri, 2004], and a user-level library, nCap [Deri, 2005a]. Recently, Deri has proposed a method for speeding up network analysis applications running on Virtual Machines [Cardigliano, 2011], and has presented a framework [Fusco&Deri, 2011] that can be exploited to design and implement this kind of applications. Other proposals focus on parallel systems. Varenni et al. described the logic architecture of a multiprocessor monitoring system based on a circular capture buffer [Varenni et al.,2003] and designed an SMP driver for DAG cards. We must also remark the KNET module [Lemoine et al., 2003], a packet classifying system at the NIC to provide independent per connection queues for processors. In addition, Schneider and Wallerich studied the performance challenges over general purpose architectures and described a methodology [Schneider, 2007] for evaluating and selecting the ideal hardware/software in order to monitor high-speed networks. Apart from the different proposals about architectures for capture and analysis systems, there are analytical studies which aim at the performance evaluation of these computer systems. Among them, we want to underline the works done by the group led by Salah
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[Salah, 2006][Salah et al., 2007]. They analyse the performance of the capturing system considering CPU consumptions in a model based on queuing theory. Their last contributions explain the evolution of their models towards applications like Snort or PC software routers. Another work in the same line was developed by Wu [Wu et al., 2007], where a mathematical model based on the ‘token bucket’ algorithm characterized Linux packet reception process. We also have identified more complex models whose application to traffic capturing and analysis systems can be very beneficial. They are models based on queuing systems with vacations. In this field, we want to underline the contributions from Lee [Lee, 1989], Takagi [Takagi, 1994, 1995] and Fiems [Fiems, 2004]. Most of the previous approaches are for single processor architectures. However, it is clear interest in the construction of analytical models for multiprocessor architectures, in order to evaluate their performance. This paper contributes in this sense from a different point of view, given that the model is based on a closed queueing network. Furthermore, the analytical model and the techniques presented in this paper can be considerably useful not only to model traffic monitoring systems, but also to characterize similarly-behaving queueing systems, particularly those of multiple-stage service. These systems may include intrusion detection systems, network firewalls, routers, etc. The rest of the chapter is organized as follows: in Section 2 we introduce the framework of our traffic and analysis system called ‘Ksensor’. Section 3 presents the analytical model for evaluating the performance of the traffic monitoring system. Section 4 provides details on the analytical solution of the model. Section 5 deals with the validation and obtained results are discussed. Finally, Section 6 remarks the conclusions and future work.



2. Ksensor: Multithreaded kernel-level probe In a previous work [Muñoz et al., 2007], our research group, NQaS, proposed a design for an architecture able to cope with high-speed traffic monitoring using commodity hardware. This kernel-level framework is called Ksensor and its design is based on the following elements: • •



•



Migration to the kernel which consists in migrating the processing module from userlevel to the kernel of the operating system. Execution threads defined to take advantage of multiprocessor architectures at kernellevel and solve priority problems. Independent instances are defined for capture and analysis phases. There are as many analysing instances as processors, and as many capturing instances as capturing NICs. A single packet queue, shared by all the analysing instances, omitting the filtering module and so saving processing resources for the analysis.



This section explains the main aspects of Ksensor, because of its importance in the validation of the mathematical model which will be explained in a subsequent section. 2.1 Architecture of Ksensor The kernel-level framework, called Ksensor, intended to exploit the parallelism in QoS algorithms, improving the overall performance.
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Fig. 1. Architecture of Ksensor. Fig. 1 shows the architecture of Ksensor. As we can see, only the system configuration (parser) and the result management (Offline Processing Module, OPM) modules are at userlevel. Communication between user and Kernel spaces is offered by a module called driver. The figure also shows a module called memory map. This module is shared memory where the analysis logic and some variables are stored. The definition of execution threads is aimed to take advantage of multiprocessor architectures at kernel-level and solve priority problems, minimizing context and CPU switching. Kernel threads are scheduled at the same level than other processes, so the Kernel’s scheduler is responsible for this task. Ksensor executes two tasks. On one hand, it has to capture network traffic. On the other hand, it has to analyse those captured packets. In order to do that, we define independent instances for capture and analysis phases. Each thread belongs to an execution instance of the system and is always linked with the same processor. All threads share information through the Kernel memory. In Fig. 2 we can see the multithreaded execution instances in Ksensor. There are as many analysing instances as processors (ksensord#n) and as many capturing instances as capturing NICs (ksoftirqd#n). For example, if the system has two processors, one of them is responsible for capturing packets and analysing some of them and the other one is responsible for analysing packets. This way an analysis task could fill the 100% of one processor’s resources if necessary. The capturing instance takes the packets that the networking subsystem captures and stores them in the packet queue. There is only one packet queue. Processing instances take packets from that queue in order to analyse them.
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Fig. 2. Multithreaded execution instances in Ksensor. It does not matter what processing thread analyses a packet because all of them use the same analysis logic. As we said before, there is a shared memory (memory map module) that stores the analysis logic. All the processing threads can access this memory. 2.2 Capturing mechanism in Linux Ksensor is integrated into the Linux Kernel. In order to capture the packets of the net, Ksensor uses the Kernel networking subsystem. The capturing interface of this subsystem is called NAPI (New API). Nowadays, all the devices have been upgraded to NAPI. Because of that it is important to explain how this interface works [Benvenuti, 2006]. When the first packet arrives to the NIC, it is stored on the card’s internal buffer. When the PCI bus is free, the packets are copied from the NIC’s buffer to a ring buffer through DMA. The ring buffer is also known as DMA buffer. Once this copy has finished, a hardware interrupt (hardirq) is generated. All of these actions have been executed without consuming any processor’s resources. If the network interface copies a lot of packets in the ring buffer and the Kernel does not take them out, the ring buffer fills up. In this case, unless the interrupts are disabled, another interrupt is generated in order to notify this situation. Then, while the ring buffer is full, the new captured packets will be stored on the NIC’s buffer. When this buffer fills up too, the arriving packets will be dropped. In any case, when the kernel detects the network card interrupt, its handler is executed. In this handler, the NIC driver registers the network interface in an especial list called poll list. This means that this interface has captured packets and needs the Kernel to take them out of the ring buffer. In order to do that, a new software interrupt (softIRQ) is scheduled. Finally, hardIRQs are disabled. From now on, the NIC will not notify new packet arrivals or overload of the ring buffer.
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2.3 Network interfaces polling The softIRQ handler takes out packets from the ring buffer. In Ksensor, after taking out a packet from the ring buffer, the handler stores it in a special queue called packet queue, as we can see in Fig. 2. The system decides when a softIRQ handler is executed. When its execution starts, the handler polls the first interface in the poll list and starts taking out packets from its ring buffer. In each poll, the softIRQ handler can only pull out packets up to a maximum number called quota. When it reaches the quota it has to poll the next interface in the poll list. If an interface does not have more packets it is deleted from the poll list. Besides, in a softIRQ, the handler can only take out a maximum number of packets called budget. When the handler reaches this maximum, the softIRQ finishes. If there are interfaces left in the poll list, a new softIRQ is scheduled. Furthermore, a softIRQ may take one jiffy (4 ms) at most. If it consumes this time and there are still packets to pull out, the softIRQ finishes and a new one is scheduled. There is only one poll list in each processor. When the hardIRQ handler is called it registers the network interface in the poll list of the processor that is executing the handler. The softIRQ handler is executed in the same processor. At any given time, a network interface can only be registered in one poll list. Ksensor has a system to improve the performance in case of congestion. When the packet queue reaches a maximum number of stored packets, this system forces NAPI to stop capturing packets. This means that all the resources of all the processors are dedicated to analysing instances. When the number of packets in the packet queue reaches a fixed threshold value the system starts capturing again.



3. Model for a traffic monitoring system This section introduces an analytical model which works out some characteristics of network traffic analysis systems. There are several alternatives to model theoretically this type of system. For example, you can use models of queuing theory, Petri nets and, even, mixed models. The ultimate goal is to have a theoretical model that allows us to study the performance of a network traffic analysis system, considering those parameters that are the most representative: throughput, number of processors, analysis load and so on. We have chosen a theoretical model based on closed queuing networks. It is able to represent accurately the behaviour of a system in charge of analysing network traffic loaded in a multiprocessor architecture. Queuing theory allows us to develop models in order to study the performance of computer’s systems [Kobayashi, 1978]. Proposed model consists in a closed queue network where CPU consumptions are related to the service capacity of the queues. It is worth mentioning that both the flowing traffic and the processing capacity at the nodes are modelled by Poisson arrival rates and exponential service rates. Poisson’s distributions are considered to be acceptable for modelling incoming traffic [Barakat et al., 2002]. This assumption can be relaxed to more general processes such as MAPs (Markov Arrival Processes) [Altman et al., 2000], or non homogeneous Poisson processes, but we will keep working with it for simplicity of the analysis. Regarding service rate modelling, although
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program’s code has a quite deterministic behaviour, some randomness is introduced by Poisson incoming traffic, variable length of packets and kernel scheduler uncertainty. 3.1 Description of the model The proposed queuing network for modelling a traffic monitoring system is showed in Fig. 3. It consists of two parts; the upper one has a set of multi-server queues which represents the processing ability of the traffic analysis system. The lower part models the injection of network traffic with λ rate with a simple queue. The number of packets that are permitted in the closed queue network is fixed and its value is N. BASIC TREATMENT
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Fig. 3. General model for the traffic analysis system. Some stages are divided into multiple queues, due to the need to differentiate the processing done in the Kernel and the processing done at user level. Although the process code is usually running on the user level, system calls that require Kernel services are also used. Four different stages have been distinguished for the closed network, each one with a specific function: •



•



System stage (system queue): it consists in a queue of μkk (measured in packets per second) capacity. This stage represents the time spent on the Kernel level of the operating system by the traffic analysis system. It comprises treatments of device controllers and attention paid by kernel to interruptions (hardIRQ and softIRQ) due to packet arrival. Basic treatment stage (treatment queues): it is modelled by two queues with μTk and μTu capacities. This stage represents the amount of time consumed by the system to perform basic treatment to packets captured from the net. This is mainly accomplished by studying control headers of the packets and by determining through a decision tree whether a packet need to be further analysed or not.
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Analysis stage (analysis queues): it is integrated by two queues with μAk and μAu. This stage simulates the analysis treatment that the system does to packets that need further analysis. Not all the packets need to be analysed in this stage. For this reason, a rate called qa has been defined to represent the proportion of received packet that has to be analysed. Traffic injection stage (injection queue): it is a simple queue of λ capacity. This stage simulates the arrival of packets to the system with a λ rate. Since the number of packets in the closed network is fixed to N, the traffic injection queue can be empty. This situation simulates the blocking and new packets will not be introduced on the system.



Each service queue has p servers that represent the p processors of a multiprocessor system. Multiple server representation has been chosen to emphasize the possibility of parallelizing every stage of processing. However, all stages may not be necessarily parallelizable. For example, only one processor can access NIC at the same time, so the packet capturing process will not be parallelizable in different instances. Another aspect to consider is that packets cannot flow freely in the closed network, because the sum of packets attended in the servers that represent the traffic monitoring system never exceeds the maximum number of processors available. Therefore, we have to assure that, at any time, the maximum number of packets in the upper queues of Fig 3 is not greater than p (the number of processors). Considering an arrival rate of λ packets per second, the traffic analysis system will be able to keep pace with a part of that traffic, defined as q⋅λ. Remaining traffic ((1-q)⋅λ) will be lost because the platform is not capable of dealing with all the packets. Captured traffic, q⋅λ, goes through the system and basic treatment stages. Nevertheless, all traffic will not be subject of further analysis because of features of the modelled system. For example, a system in charge of calculating QoS parameters of all connections that arrive to a server will discard the packets with other destination address or monitoring systems which use sampling techniques will discard a percentage of packets or intrusion detection will apply further detection techniques only to suspicious packets. Therefore, qa coefficient has been defined to represent the rate of captured packets liable of being further analysed (analysis stage) than treated only (treatment stage). Thus, qa⋅q⋅λ of the initial flow will go through the analysis stage. 3.2 Simplifications of the model The model presented in Fig. 3 is very general, but if we observe it, some simplifications are possible. Simplifications allow us to group different service rates to identify parameters that may be analysed easily. Among the possible simplifications, we highlight two: one related to CPU consumption and another one, to the equivalent traffic monitoring system. 3.2.1 Model of CPU consumption This simplification proposes to group all the kernel consumptions in a simple queue, whereas user processes consumptions are represented in a multi-queue. It considers that kernel services are hardly parallelizable.
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Fig. 4. Model of CPU consumption. The equivalent service rates can be calculated as follows. q 1 1 1 1 1 = + = a + + μK μpk μKk μAk μTk μKk



(1)



q 1 1 1 = = a + μU μ pu μAu μ Tu



(2)



3.2.2 Model of the equivalent traffic monitoring system The main feasible simplification preserving the identity of the system is to replace the whole system with an equivalent multi-server queue applying the Norton equivalence [Chandy et al., 1975]. The Norton theorem establishes that in networks with solution in product form, any subnetwork can be replaced by a queue with a state-dependent service capacity. Our theoretical model has exponential service rates in all stages, so applying the Norton equivalence, the new equivalent queue will have a state-dependent service capacity μeq(n,qa). The simple queue μS of the Fig. 5 represents non-parallelizable processes of the system and the multiple queue μM represents parallelizable ones.



Fig. 5. Traffic monitoring system that Norton equivalence is applied to.
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This model adapts perfectly to Ksensor, because we identify a non-parallelizable process that corresponds with the packet capture and parallelizable processes that are related to analysis. Both μS and μM (in packets per second) can be measured in the laboratory.



4. Analytical study of the model This section presents the analytical study of the model. It can be directly addressed by analytical calculation, assuming Poisson arrivals and exponential service times. Perhaps the greatest difficulty lies in determining the abstractions that are necessary to adapt the model to the actual characteristics of the traffic monitoring system. Likewise, we propose a method of calculation based on mean value analysis which allows us to solve systems with more elements, where the analytical solution may be more complex to develop. 4.1 Equations of the general model Viewing the simplifications that have been developed, we might observe that, in the study of this model, a topology is repeated at different levels of abstraction. This topology corresponds with a closed network model with two queues in series; first, a simple one, and second, another one with multiple servers, as shown in Fig. 6. This structure usually occurs in every processing stage. Processing at Kernel level is usually not parallelizable, and therefore, the model is represented as a simple queue. On the other hand, the user processing is usually parallelizable and it is represented by a multiple queue with p servers, being p the number of processor of the platform. The appearance of this topology allows us to define a simple model that we can solve analytically.
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Fig. 6. Closed queue network simplified for the general model. In order to get the total throughput of the system, first, we calculate the state probabilities for the network, putting N packets in circulation through the closed network, but assuming that the upper multiple queue can have at most p packets being served and the rest waiting in the queue. We also assume that the service capacity in every state of the multiple queue is not proportional to the number of packets. Thus, we will consider μi as the service capacity for the state i. The state diagram for this topology is presented in Fig. 7. In this model we are representing the state i of the multiple queue. N packets are flowing through the closed network and we refer to the state i when there are i packets in the multiple queue and the rest, N-i, in the simple queue. The probability of that state is represented as pi. Finally, the simple queue with rate λ is the packet injection queue.
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Fig. 7. State diagram for the multiple queue. It is possible to deduce the balance equations from the diagram of states and, subsequently, the expression of the probability of any state i as a function of the probability of zero state p0:  p0 ⋅ λ = p1 ⋅ μ 1   p ⋅ λ = p ⋅ μ λ 2 2  1  ∀i = 1, ,p     p i = ⋅ pi − 1  μ i   p p − 1 ⋅ λ = p p ⋅ μ p   



(3)



i terms   λ λ λ λi  pi = ⋅ ⋅ p0  ⋅ p0 = i μi μi − 1 μ1 ∏μj



(4)



j=1



From this equation, we deduce pp, the probability of the state p:  pp =



λp p



∏μj



⋅ p0



(5)



j=1



For the states with i>p, their probabilities can be expressed as:  pp ⋅ λ = pp + 1 ⋅ μ p    λ p p + 1 ⋅ λ = p p + 2 ⋅ μ p  ∀i = p + 1, ,N     p i = pi − 1 ⋅ μp   p  ⋅ λ = ⋅ μ p N p   N −1 (i-p) terms    i −p  λ  λ λ λ pi = ⋅  ⋅ pp =   ⋅ pP  μp  μp μp μp  



(6)



(7)



From this equation we can also derive the expression of the probability pN, which is interesting because it indicates the probability of having all the packets in the multiple queue and there is none in the simple queue. This probability defines the blocking probability (PB) of the simple queue.
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pN = PB =



λN −p μN p



p



⋅ ∏μj



⋅ p0



(8)
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Applying the normalization condition (the sum of all probabilities must be equal to 1), we can obtain the general expression for p0 and, then, we get every state probabilities. N
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Considering equations (8) and (11), we have the following blocking probability pN. λN pN =



−p μN p



p p  i −p  N  p   ∏ μ j +   λi ⋅ ∏ μ j  + λp ⋅  λ  i −p    j=1 i =1  i =p + 1 μp  j=i   



(12)



PN is the probability of having N packets in the multiple queue (traffic analysis system queue) of Fig. 6 , so there is not any packet in the injection queue. This situation describes the loss of the system. In order to calculate the throughput γ of the system, (13) is used. γ = λ ⋅ ( 1 − PN )



(13)



Taking into account these expressions, which are valid for the general case, we can develop the equations of the model for some particular cases that will be detailed below: the calculation of the equivalence for the traffic monitoring system and the solution for the closed network with incoming traffic load. 4.2 Calculation of the equivalence for the traffic monitoring system



In general, multiprocessor platforms that implement traffic monitoring systems have certain limitations to parallelize some parts of the processing they do. In particular, Kernel services are not usually parallelizable. This means that, despite having a multiprocessor architecture with p processors that can work in parallel, some services will be performed sequentially and we will lose some of the potential of the platform. For all this, in order to calculate the
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Norton equivalence for a traffic monitoring system, one must begin with a model that contains a simple queue and a multi-server queue. This is a particular case of the general model studied before.



µU p N≤p



µK



Fig. 8. Equivalence for the traffic monitoring system. The simple queue with service rate μK models non-parallelizable Kernel services, whereas the multiple queue with p servers and service rate μU models the system capacity to parallelize certain services. The particularity of this model with regard to the general model is that, at most, only p packets can circulate on the closed network maximum. We are interested in solving this model to work out the equivalent service rate of the traffic monitoring system for every state in the network. µK
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Fig. 9. State diagram for the traffic monitoring system equivalence. The state diagram makes sense for values of N that are less or equal to the highest number of processors. The service rate of the traffic monitoring system will be different for every value of N and, given that some services are not parallelizable, in general, it does not follow a linear evolution. Following a similar approach to the general case, we can calculate the probability of the highest state, pN, which is useful to estimate the effective service rate of the equivalence. p0 ⋅ μK = p1 ⋅ μU  p1 ⋅ μ K = p 2 ⋅ 2μ U  μK ⋅ pi − 1   pi =  i ⋅ μU  pi − 1 ⋅ μ K = pi ⋅ i ⋅ μ U 
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After considering the normalization condition, we can determine the expression for pN: N
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Thus, taking into account that the throughput of the closed network is the equivalent service rate, we have the following expression:



μeq (n) = μK ⋅ ( 1 − pn )   ρn μeq (n) = μK ⋅  1 − n  n!⋅ ρi  i!  i =0 
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Note that this case is really a particular case of the general case where λ= μK and μi=i⋅μU. 4.3 Solution for the closed network model with incoming traffic



The previously explained Norton equivalence takes into consideration the internal problems of the traffic monitoring system related to the non-parallelizable tasks. Now we will complete the model adding the traffic injection queue to the equivalent system calculated before. μeq n≤p
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Fig. 10. General model with incoming traffic. The entire system under traffic load is modelled as a closed network with an upper multiple queue, which is the Norton equivalent queue of the traffic analysis system, and a lower simple queue, simulating the injection of network traffic with rate λ. In this closed network,
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a finite number N of packets circulate. In general, this number N is greater than p, the number of available processors. The analytical solution of this model is similar to that proposed for the general model taking into account that the service rates μ1, μ2..., μp will correspond with the calculation of the Norton equivalent model μeq(n, qa) with values of n from 1 to p. This model allows us to calculate the theoretical throughput of the traffic monitoring system for different loads of network traffic. γ = λ ⋅ ( 1 − pN )



(21)



The value of N will allow us to estimate the system losses. There will be losses when the N packets of the closed network are located in the upper queue. At that time, the traffic injection queue will be empty and, therefore, it will simulate the blocking of the incoming traffic. That will be less likely, the higher the value of N is. 4.4 Mean value analysis



Apart from the analytic solution explained above, we have also considered an iterative method based on the mean value analysis (MVA), in order to simplify the calculations even more. This theorem states that ‘when one customer in an N-customer closed system arrives at a service facility he/she observes the rest of the system to be in the equilibrium state for a system with N−1 customers’ [Reiser&Lavengerg, 1980]. The application of this theorem to our case requires taking into account the dependencies between some states and others in a complex state diagram, where the state transitions can be also performed with different probabilities, because there are state dependent service rates. 4.4.1 Probability flows between adjacent states



The mean value analysis is based on the iterative dependency between the probability of a certain state with regard to the probabilities of the closest states. The state transitions will not be possible between any two states, they can only occur between adjacent states.



p(i, j) = f ( p(i − 1, j),p(i, j − 1))



(22)



It is necessary to do a balance of probability flows between states considering the service rates that are dependent on the state of each queue.
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Fig. 11. General model for the closed queue network.
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To begin with, we consider the general model for the closed queue network. We call queue i to the simple queue of the model. We assume that this simple queue is in state i and its service rate is μi. Likewise, we call queue j to the multi-server queue which is in state j with a state dependent equivalent service rate μj. A fixed number of packets (N) are circulating in the closed network, so that there is a dependence between the state i and j. i j



p(0,0)



μi



μj



p(i,j)



p(0,1)



μi



μj



p(1,0)



μi



p(0,2)



μi



μj



μj



μj p(2,0)



p(1,1)



μi



p(0,3)



μi



States without blocking



μj



μi



p(1,2)



μi



p(0,4)



μj



μj p(2,1)



μi



p(1,3)



p(3,0)



μi μj



μj



p(2,2)



p(3,1)



p(4,0)



Fig. 12. Probability flows between adjacent states with two processors. Fig.12 shows the dependencies of the probability of a given state with regard to the closer states in the previous stage with one packet less. 4.4.2 Iterative calculation method



Little’s law [Little, 1961] can help us to interpret the relationship between the state probabilities at different stages of the closed queue network. E(T) =



E(n) γ



(23)



This formula is applied to any queue system that is in equilibrium in which there are users who enter the system, consume time to be attended and then leave. In the formula, γ can be understood as the throughput of the system, E(T) as the average time spent in the system and E (n) as the average number of users. The iterative method applied to the closed queue network is based on solving certain interesting statistics of the network at every stage, using the data obtained in the previous stage. You go from one stage with N packets to the next with N+1 packets, adding one packet to the closed queue network once the system is in stable condition. Knowing the state probability distribution in stage N, we can calculate the average number of users on each server.
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(24)



j=1



We can calculate every state probability in the stage N as the ratio of the average stay time in this state, tN(i,j) and the total time for that stage TTN. The total time TTN can be calculated as the sum of all the partial times tN(i, j) of each state at that stage. pN ( i, j ) =



t N ( i, j )



(25)



TTOTAL,N



N



TTOTAL,N =  t N ( i,N − i )



(26)



i =0



If we consider Reiser’s theorem [Reiser, 1981], it is possible to set a relation between the state probabilities of a certain state with regard to the ones which are adjacent in the previous stage. In particular, in equilibrium, when we have N packets, the state probability distribution is equal to the distribution at the moment of a new packet arrival at the closed network. In the state diagram of our model, in general, every state depends on two states of the previous stage. We will have the following probability flows: Transition (i-1,j) → (i,j)



a new packet arrives at queue i p'N (i, j) = pN − 1 (i − 1, j)



Transition (i,j-1) → (i,j)



(27)



a new packet arrives at queue j p''N (i, j) = pN − 1 (i, j − 1)



(28)



Knowing the iterative relations of the probabilities between different stages and basing on Little's formula, we can calculate the average stay time tN(i, j) in the system in a given state, accumulating the average time in queue i, tin(i, j) and the average time in queue j, tjn(i, j). j t N ( i, j ) = t iN ( i, j ) + t N ( i, j )



(29)



Applying Little’s law: t iN (i, j) =



j tN (i, j) =
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(31)



Considering the probability distribution of the previous stage: t N (i, j) =



pN − 1 (i − 1, j) ⋅ i pN − 1 (i, j − 1) ⋅ j + μi ( i ) μ j ( j)



(32)
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Taking into account that, for a given state (i, j), the average stay time of a packet in the queues i and j is given by ti and tj respectively, we can express the probability of that state as:



τi =



τj =



j μ j ( j)



(33)



pN − 1 (i − 1, j) ⋅ i pN − 1 (i, j − 1) ⋅ j + μi ( i ) μ j ( j)



(34)



τj t N (i, j) τ = pN − 1 (i − 1, j) ⋅ i + pN − 1 (i, j − 1) ⋅ TTN TTN TTN



(35)



t N (i, j) =



pN (i, j) =



i μi ( i )



Eq. 35 allows us to calculate a certain state probability of the stage with N packets, having the probabilities of the adjacent states in the stage N. Using this equation, we can iteratively calculate the state probability distribution for every stage. 4.4.3 Adjusting losses depending on N



The losses of the traffic monitoring system can be measured assessing the blocking probability of the injection queue. If we consider the general model with an incoming traffic of λ, we can calculate (Eq. 21) the volume of traffic processed by the traffic monitoring system (γ) and also the caused losses (δ). γ = λ ⋅ ( 1 − p ( 0,N ) )



(36)



δ = λ − γ = λ ⋅ p ( 0, N )



(37)



If we look at the evolution of the blocking probability of the injection queue with increasing number of packets N in the closed network, we can see how that probability stage is reduced in each stage. The same conclusion can be derived from Eq. 18.



Fig. 13. Evolution of probability flows as a function of N.
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A parameter that can be difficult to assess is N, the number of packets that are circulating in the closed network. In general, this parameter depends on specific features of the platform, such as the number of available processors and the ability of the Kernel to accept packets in transit regardless of whether they have processors available at that time. One conclusion to be drawn from the model, is that it is possible to estimate the value of the parameter N by adjusting the losses that the model has with regard to those which actually occur in a traffic monitoring system.



5. Model validation This section presents the validation tests to verify the correctness of our analytical model. The aim is to compare theoretical results with those obtained by direct measurement in a real traffic monitoring system, in particular, in the Ksensor prototype developed by NQaS which is integrated into a testing architecture. It is also worth mentioning that, prior to obtaining the theoretical performance results, it is necessary to introduce some input parameters for the model. These initial necessary values will also be extracted from experimental measurements in Ksensor and the testing platform, making use of an appropriate methodology. With all this, we report experimental and analysis results of the traffic monitoring system in terms of two key measures, which are the mean throughput and the CPU utilization. These measures are plotted against incoming packet arrival rate. Finally, we discuss the results obtained. 5.1 Test setup



In this section, we describe the hardware and software setup that we use for our evaluation. Our hardware setup (see Fig. 14) consists of four computers: one for traffic generation (injector), a second one for capturing and analysing the traffic (sensor or Ksensor), a third one for packet reception (receiver) and the last one for managing, configuring and launching the tests (manager). All they are physically connected to the same Gigabit Ethernet switch. Capturing network Management network
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Fig. 14. Hardware setup for validation tests.
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However, two virtual networks are distinguished: the first one is the capturing network that connects the elements that play some role during the tests; the second one is the management network which contains the elements that are responsible for the management tasks that can be needed before or after doing tests. The use of two separate networks is necessary, so that the information exchange between the management elements does not interfere with the test results. The basic idea is to overwhelm Ksensor (sensor) with high traffic generated from the injector. Despite the fact that we do not have 10 Gigabit Ethernet hardware for our tests available, we can achieve our goal of studying the behaviour of the traffic capturing and analysis software at high rates. In addition, we can compare the results with the analytical model and also identify the possible bottlenecks of all analysed systems. Regarding software, we use a testing architecture [Beaumont et al., 2005] designed by NQaS that allows the automation of tasks like configuration, running and gathering results related to validation tests. The manager, the injector and the sensor that appear in Fig. 14 are part of this testing architecture. They have installed the necessary software to perform the functions of manager, agent, daemon or formatter as we will explain in the next subsection. On the other hand, the receiver is simply the destination of the traffic entered into the network by the injector and it does not have any other purpose. 5.2 Architecture to automatically test a traffic capturing and analysis system



As mentioned previously, in this section, we use a testing architecture for experimental performance measures and, also, to estimate the values of certain input parameters required for the analytical model. It is, therefore, advisable to explain, albeit briefly, the main elements of this platform.



Fig. 15. Logical elements of the testing architecture used in validation tests. The testing architecture consists of four types of logical elements as Fig. 15 shows. Each of them implements a perfectly defined function: •



Manager is the interface with the user. This element, in the infrastructure shown in Fig. 14, is located on the machine with the same name. It is in charge of managing the rest of the logical elements (agents, daemons and formatters) according to the configuration received from the administrator. After introducing the test setup, it is distributed from the manager to the other elements and the test is launched when the manager sends the start command. At the end of every test, the manager receives and stores the results obtained by the rest of the elements.
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Agents are responsible for attending manager’s requests and acting on different devices. Agents are always listening and they have to start and stop the daemons, as well as to collect the performance results. During a test in the infrastructure, one agent is executed in the injector and another one, in the sensor. Daemons are in charge of acting on the different physical elements which are involved in each test. Its function can be very variable. For example, the injection of network traffic according to the desired parameterization, the configuration of the capturing buffers, the execution of control programs in the sensor, the acquisition of information or some element’s statics, etc. Depending on the relationship with the agent two different types of daemons can be distinguished: master and slave. Master daemons have got some intelligence. The agent will start them but they will indicate when their work has finished. On the other hand, slave daemons do not determine the end of its execution. In each test, to do all the tasks, as many daemons as necessary are executed in the injector and in the sensor. Formatters are the programs which select and translate the information stored by the manager to more appropriate formats for its representation. They are executed in the machine called manager, at the end of every test.



5.3 Experimental estimation for certain parameters of the model



In section 3, we have defined an analytical model which functionally responds to a traffic monitoring system. In order to perform an assessment of the model, first we need some values for certain input parameters. We are referring to some service rates that appear in the model based on closed queue networks and are necessary to obtain theoretical performance results. Then we can compare these analytical results with those obtained in the laboratory. In general, we talk about μ service rates, but, in this subsection, it is easier to talk about mean service times. For this reason, we use the nomenclature based on average processing time in which an average time tij can be expressed as the inverse of its service rate 1/μ ij. We want to adapt the theoretical model to Ksensor, a real network traffic probe. The best approach is to consider the model of the equivalent traffic monitoring system (see Fig.5) where we distinguish a non-parallelizable process and a parallelizable one. In Ksensor, this separation corresponds with the packet capturing process and the analysis process. The packet capturing process is not parallelizable because the softIRQ is responsible for the capture and it only runs in one CPU. Fig. 16 shows experimental measurements about average packet capturing times. They have been obtained running tests with Ksensor under different conditions: variable packet injection rate in packets per second and traffic analysis load in number of cycles (null, 1K, 5K or 25K). The inverse of the average softIRQ times shown in Fig. 16 will be the service rate μs that appears in the model. On the other hand, the analysis process is parallelizable in Ksensor. In the same way that softIRQ times have been obtained, we experimentally get average analysis processing times that are shown in Fig. 17. The inverse of the average times shown in Fig.17 will be the service rate μM that appears in the multi-queue of the model. It is necessary to comment that, in Fig. 16, the average softIRQ times are not constant. This is because neither all the injected packets are captured by the system, nor all the captured packets are analysed and this causes different computational flow balances.
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The values μs and μM, derived from these experimental measurements, will be taken to the performance evaluation of the model that will be explained later. In addition to the two parameters mentioned, there is another one which is qa, but it is always qa=1 in our test configuration.
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Fig. 16. Average softIRQ per captured packet.
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Fig. 17. Analysis time per packet. 5.4 Performance measurements - Evaluation and discussion



The analytical model has been tested with Ksensor under different conditions: packet injection rate (packets per second) varies between 0 and 1.5 million, packet length is 64-1500 bytes and traffic analysis load (at present we simulate QoS algorithm processing times, from 0 to 25000 cycles). The number of processors has been 2 in every test.
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Fig. 18. Theoretical and experimental throughputs without analysis load.
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Fig. 19. Theoretical and experimental throughputs with 1Kcycle analysis load.
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Fig. 20. Theoretical and experimental throughputs with 5Kcycle analysis load.
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Fig. 21. Theoretical and experimental throughputs with 25Kcycle analysis load. Fig. 18, Fig. 19, Fig. 20 and Fig. 21 show the comparison between the theoretical model’s throughput for different values of N and the real probe’s throughput measured experimentally (marked as LAB in the graph). 64 byte-length packets have been used in the lab test and its corresponding service rates in the theoretical calculation. The service rates has been calculated according to the method explained in subsection 5.3. In all the cases, the throughput grows until a maximum is reached (saturation point). We also observe in these graphs that, with increasing N, the theoretical throughput is close to the real one. It shows, therefore, that the analytical model fits the real system.



6. Conclusion In this chapter we have presented an analytical model that represents a multiprocessor traffic monitoring system. This model analyses and quantifies the system performance and it can be useful to improve aspects related to hardware and software design. Even, the model can be extended to more complex cases which have not been treated in the laboratory. Thus, the major contribution of this chapter is the development of a theoretical model based on a closed queuing network that allows to study the behaviour of a multiprocessor network probe. A series of simplifications and adaptations is proposed for the closed network, in order to fit it better to the real system. We obtain the model’s analytic solution and we also propose a recurrent calculation method based on the mean value analysis. The model has been validated comparing theoretical results with experimental measures. In the validation process we have made use of a testing architecture that not only has measured the performance, it has also provided values for some necessary input parameters of the mathematical model. Moreover, the architecture helps to setup tests faster as well as to collect and plot results easier. Ksensor, a real probe, is part of the testing architecture and, therefore, it is directly involved in the validation process. As has been seen in the validation section, Ksensor’s throughput is acceptably calculated by the model proposed in this chapter. The conclusions obtained have been satisfactory with regard to the behaviour of the model.
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This paper has also come in useful to explain the main aspects of Ksensor, a multithreaded kernel-level probe developed by NQaS research group. It is remarkable that this system introduces performance improving design proposals into traffic analysis systems for passive QoS monitoring. As a future work, we suggest two main lines: the first one is related to Ksensor and it is about a new hardware-centered approach whose objective is to embed our proposals onto programmable network devices like FPGAs. The second research line aims at completing and adapting the model to the real system in a more accurate way. We are already making progress on new mathematical scenarios which can represent, in detail, aspects such as packet capturing process, congestion avoidance mechanisms between capturing and analysis stages, specific analysis algorithms applied in QoS monitoring and packet filtering. Finally, it is worth mentioning that the test setup, which has been used to validate the model, will be improved acquiring network hardware at 10 Gbps and installing Ksensor over a server with more than two processors. The model will be tested under these new conditions and we hope to obtain satisfactory results, too. Thus, further work is necessary to analyse this type of systems with a higher precision, compare their results, in certain conditions, better and prevent us from developing high-cost prototypes.
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14 Routing and Traffic Engineering in Dynamic Packet-Oriented Networks Mihael Mohorčič and Aleš Švigelj Jožef Stefan Institute Slovenia 1. Introduction Spurred by the vision of seamless connectivity anywhere and anytime, ubiquitous and pervasive communications are playing increasingly important role in our daily lives. New types of applications are also affecting behaviour of users and changing their habits, essentially reinforcing the need for being always connected. This clearly represents a challenge for the telecommunications community especially for operating scenarios characterised by high dynamics of the network requiring appropriate routing and traffic engineering. Routing and traffic engineering are cornerstones of every future telecommunication system, thus, this chapter is concerned with an adaptive routing and traffic engineering in highly dynamic packet-oriented networks such as mobile ad hoc networks, mobile sensor networks or non-geostationary satellite communication systems with intersatellite links (ISL). The first two cases are recently particularly popular for smaller scale computer or data networks, where scarce energy resources represent the main optimisation parameter both for traffic engineering and routing. However, they require a significantly different approach, typically based on clustering, which exceeds the scope of this chapter. The third case, on the other hand, is particularly interesting from the aspect of routing and traffic engineering in large scale telecommunication networks. Even more so, since it exhibits a high degree of regularity, predictability and periodicity. It combines different segments of communication network and generally requires distinction between different types of traffic. Different restrictions and requirements in different segments typically require separate optimization of resource management. So, in order to explain all routing functions and different techniques used for traffic engineering in highly dynamic networks we use as an example the ISL network, characterized by highly dynamic conditions. Nonetheless, wherever possible the discussion is intentionally kept independent of the type of underlying network or particular communication protocols and mechanisms (e.g. IP, RIP, OSPF, MPLS, IntServ, DiffServ, etc.), although some presented techniques are an integral part of those protocols. Thus, this chapter is focusing on general routing and traffic engineering techniques that are suitable for the provision of QoS in packet-oriented ISL networks. Furthermore, most concepts,
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described techniques, procedures and algorithms, even if explained on an example of ISL network, can be generalised and used also in other types of networks exhibiting high level of dynamics (Liu et al., 2011; Long et al., 2010; Rao & Wang, 2010, 2011). The modular approach allows easy (re)usage of presented procedures and techniques, thus, only particular or entire procedures can be used. ISL network exhibits several useful properties which support the development of routing procedures. These properties include (Wood et al., 2001): •



•



•



•



Predictability – motion of satellites around the earth is deterministic, thus the position of satellites and their connectivity can be computed in advance, taking into account the parameters of the satellite orbit and constellation. Consequently, in an ISL network only undeterministic parameters need to be monitored and distributed through the network, thus minimizing the signalling load. Periodicity – satellite positions and thus the configuration of the space segment, repeats with the orbit period, which is defined uniquely by the selected orbit altitude. Taking into account also the terrestrial segment, an ISL network will experience a quasi-periodic behaviour on a larger scale, defined as the smallest common integer multiple of the orbit period and the traffic intensity period, referred to as the system period. Regularity – a LEO constellation with an ISL network is characterized by a regular mesh topology, enabling routing procedures to be considered independently of the actual serving satellite (i.e. concealing the motion of satellites with respect to the earth from the routing procedure). Furthermore, the high level of node connectivity (typically between 2 and 6 links to the neighbouring nodes) provides several alternative paths between a given pair of satellites. Constant number of network nodes – routing procedures in ISL networks are based typically on the explicit knowledge of the network topology which, in the case of satellite constellation, has a constant, predefined number of network nodes in the space (satellites) and terrestrial (gateways) segments (except in the case of a node or a link failure). This property has a direct influence on the calculation of routing tables.



The above properties are incorporated in the described routing and traffic modelling techniques and procedures. Special attention is given to properties which support the development of efficient, yet not excessively complex, adaptive routing and traffic engineering techniques. However, for the verification, validation and performance evaluation of algorithms, protocols, or whole telecommunication systems, the development of suitable traffic models, which serve as a vital input parameter in any simulation model, is of paramount importance. Thus, at the end of the chapter we are presenting the methodology for modelling global aggregate traffic comprising of four main modules. It can be used as a whole or only selected modules can be used for particular purposes connected with simulation of particular models. Routing and traffic engineering on one side require good knowledge of the type of network and its characteristics and on the other side also of the type of traffic in the network. This is needed not only for adapting particular techniques, procedures and algorithms to the
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network and traffic conditions but also for their simulation, testing and benchmarking. To this end this chapter is complemented by description of a methodology for developing a global traffic model suitable for the non-geostationary ISL networks, which consists of modules describing distribution of sources, their traffic intensity and its temporal variation, as well as traffic flow patterns.



2. Routing functions The main task of any routing is to find suitable paths for user traffic from the source node to destination node in accordance with the traffic‘s service requirements and the network’s service restrictions. Paths should accommodate all different types of services using different optimisation metrics (e.g. delay, bandwidth, etc.). Thus, different types of traffic can be routed over different routes. Routing functionality can be in general split in four core routing functions, (i) acquiring information about the network and user traffic state, and link cost calculation, (ii) distributing the acquired information, (iii) computing routes according to the traffic state information and chosen optimization criteria, and (iv) forwarding the user traffic along the routes to the destination node. For each of these functions, several policies exist. Generally speaking, the selection of a given policy will impact (i) the performance of the routing protocol and (ii) the cost of running the protocol. These two aspects are dual and a careful design in the routing algorithm must achieve a suitable balance between the two. The following sub-sections will discuss the four core routing functions. 2.1 Acquiring information about the network and link cost calculation The parameters of the link-cost metric should directly represent the fundamental network characteristics and the changing dynamics of the network status. Furthermore, they should be orthogonal to each other, in order to eliminate unnecessary redundant information and inter-dependence among the variables (Wang & Crowcroft, 1996). Depending on the composition rule we distinguish additive, multiplicative, concave and convex link-cost metrics (Wang, 1999). In additive link-cost metrics the total cost of the path is a sum of costs on every hop. Additive link costs include delay, jitter, cost and hop-count. Total cost of the path in the case of multiplicative link-cost metrics is a product of individual costs of links. A typical example of multiplicative link cost is link reliability. In concave and convex link-cost metrics the total cost of the path equals the cost on the hop with the minimum and maximum link cost respectively, and a typical example of link-cost metric is the available bandwidth. 2.1.1 Link cost for delay sensitive traffic We show the use of the additive link-cost metric as an example for the link-cost function for the delay sensitive traffic, considering two dynamically changing parameters. The first is the intersatellite distance between neighbouring satellites, while the second is the traffic load on a particular satellite. They have a significant effect on the routing performance and are scalable with the network load and link capacity, thus being well suited for link-cost metric. (Mohorcic et al., 2004; Svigelj et al., 2004a).
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The distance between satellite pairs in a non-geostationary satellite system is deterministic and can be calculated in advance. We consider this distance of a particular link l through propagation delay (TPl). Propagation delay in satellite communications is proportional to the number of hops between source and destination satellites, which could be used as a simplified cost metric or an additional criterion. The traffic load on a particular satellite and its outgoing links is constantly changing in a random fashion, thus it needs to be estimated in real-time. To estimate the traffic load on particular link we can use two parameters. It can be estimated through the queuing delay, which reflects the past values of traffic load, or expected queuing delay, which estimates the future value of queuing delay in a given outgoing queue. In addition, both parameters can be improved with additional functions (i.e. exponential forgetting function, exponential smoothing function), which are described in the following subsections. Thus, in general the link costs (LCl) for delay sensitive traffic on the link l at time ti are calculated using Equation (1) at the end of each routing table update interval. It includes the propagation delay (TPl) and traffic load represented by (TQl).



(1)



LC l (ti ) = TPl (ti ) + TQl (ti ) 2.1.1.1 Link cost based on the queuing delay enhanced with Exponential forgetting function EFF



In this case we monitor the traffic load on a satellite through the packet queuing delay (Tql) at the respective port of the node, which is directly proportional to the traffic load on the selected outgoing link l as shown in Equation (2), where Lr denotes the length of the rth packet in outgoing queue and Cl is the capacity of the link l



Tql =



 Lr r



(2)



Cl



Due to variation of these queuing delays, the queuing delay value TQl, considered in the link-cost function, is periodically estimated using a fixed-size window exponential forgetting function EFF(n, χ, Tql) on a set of the last n values of packet queuing delay collected in a given time interval (i.e. Tql[n] being the last collected value, and the other values considered being Tql[n-1],..., Tql[1]). In the EFF function, n (the depth of the function) denotes the number of memory cells in the circular register. If the number of collected Tql values m is smaller than n, then only these values are considered in the EFF function. Furthermore, as shown in Equation (3), a forgetting factor, χ ∈ (0, 1), is introduced to make the more recent Tql values more significant in calculating TQl. m−1  r ( 1 − χ ) ⋅  χ ⋅ Tql [m - r] r =0   TQl = EFF(n , χ , Tql ) =   m−1 ( 1 − χ ) ⋅  χ r ⋅ T [n - r] ql  r =0



for m < n (3)



for m ≥ n



Routing and Traffic Engineering in Dynamic Packet-Oriented Networks



333



2.1.1.2 Link cost based on expected queuing delay enhanced with Exponential Smoothing Link-Cost Function



In the case of using expected queuing delay in the assessment of the traffic load, we monitor the outgoing queues of particular traffic. A packet entering a given output queue at time t will have the expected queuing delay, Texp, given by Equation (4), where Lav is the average packet length, C the link capacity, and n(t) the number of packets in the queue. Texp (t ) = n(t ) ⋅



Lav C



(4)



Calculation of the expected queuing delay does not require any distribution of link status between neighbouring nodes, and has the advantage of fast response to congestions on the link. However, for calculation of pre-computed routing tables the average expected queuing delay Texp_av has to be determined using Equation (5) at the end of each update interval TI starting at time tS. This average expected queuing delay could subsequently be already used as a link-cost metric parameter TQl, as shown in Equation (6), which expresses traffic load on the link. Texp _ av (tS + TI ) =



1 ⋅ TI



tS +TI







n(t ) ⋅



tS



TQl (ti ) = Texp _ av (tS + TI )



Lav ⋅ dt C



(5)



(6)



The consideration of link load in the link cost calculation, and consequently in route computation, may cause traffic load oscillations between alternative paths in the network (Bertsekas & Gallager, 1987). In particular, routing of packets along a given path increases the cost of used links. At the end of routing update interval this information is fed back to the routing algorithm, which chooses for the next routing update interval an alternative path. In extreme cases this may result in complete redirection of traffic load to alternative paths, eventually leading to traffic load oscillation between the two alternative paths in consecutive routing tables and hence routing instability. In ISL networks for instance traffic load oscillations impose a particular effect on delay sensitive traffic, as there are many alternative paths between a given pair of satellites with similar delays. Oscillations are especially inconvenient under heavy traffic load conditions, where the impact of traffic load parameter on the link cost is much higher than that of the propagation delay TP. Under such conditions oscillations lead to congestion on particular links, which significantly degrades routing performance. In addition, the oscillations of traffic load have also a great impact on triggered signalling, where the signalling load depends on a significant change of link cost. In order to introduce the triggered signalling, the reduction of the oscillation of traffic load and consequently the oscillation of link cost is inevitable. Smoothing of the link cost on a particular link can be done in two ways: •



Directly by modifying the link cost on particular link with a suitable smoothing function.
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Indirectly by using advanced forwarding policies, which send traffic also along the alternative paths and distribute traffic more evenly on the first and the second shortest paths and consequently smooth-out the link cost. (see section 2.4.)



To reduce the oscillations one can use an exponential smoothing link-cost function, which iteratively calculates the traffic load parameter TQl from its previous values according to Equation (7). The influence of the previous value is regulated with a parameter k, defined between 0 and 1 (k∈[0,1]), while the initial value for the parameter TQl is set to 0. TQl (t0 ) = 0 TQl (ti ) = Texp _ av (ti ) − TQl (ti − 1 ) ⋅ k + TQl (ti − 1 ) =



(7)



= k ⋅ Texp _ av (ti ) + (1 − k ) ⋅ TQl (ti − 1 )



Taking into account this parameter, the cost of a given link l is calculated using Equation (1). If k equals 1, there is no influence of previous values on current link cost and Equation (7) transforms to Equation (6). On the other hand, if k equals 0, only propagation delay is considered in link cost calculation, which leads to traffic insensitive routing. One of the drawbacks of the exponential smoothing link-cost function is that it takes into account in each iteration all previous values of parameter Texp_av. The value of TQ as a function of n previous values of Texp_av is given in Equation (8). It can be seen that the impact of previous values of Texp_av decreases exponentially with increasing value of n. TQl (tn ) = k ⋅ ((1 − k )0 ⋅ Texp_av (tn ) + (1 − k )1 ⋅ Texp_ av (tn − 1 ) + + (1 − k )2 ⋅ Texp _ av (tn − 2 ) + ... + (1 − k )n − 1 ⋅ Texp_av (t1 ))



(8)



The main goal of the exponential smoothing link-cost function, which tends to suppress the traffic load oscillations, is that the link cost should reflect the actual traversing traffic flow and the traffic intensity of the region served by the satellite, and not the instantaneous fluctuations of traffic load due to oscillation. In such manner exponential smoothing algorithm promises more evenly distribution of traffic load between links and consequently a better performance for different traffic types. Furthermore it ensures, that in a lightly loaded network, the routing performance is not decreased, while it is notably enhanced in heavily loaded network. A more exhaustive explanation of exponential smoothing link cost function and optimum definition of parameter k is given in (Svigelj et al., 2004a). 2.1.1.3 Weighted delay calculation



The relative impacts of traffic load and propagation delay on the link cost are linearly regulated with a traffic weight factor (TWFl) and a propagation delay weight factor (PDWFl), respectively, as shown in Equation (9) defining weighted delay (WDl) on the link l. This allows biasing of link cost towards shortest-path routes (PDWFl > TWFl) or towards least loaded but slightly longer routes (PDWFl < TWFl). WDl = PDWFl ⋅ TPl + TWFl ⋅ TQl



(9)
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In general, as indicated in Equation (9), different weights can be used on different links. In a non-geostationary satellite system, however, satellites are continuously revolving around the rotating earth, so weights cannot be optimized for the traffic load of certain regions but should either be fixed or should adapt to the conditions in a given region. The later gives opportunity for further optimisation using some traffic aware heuristic approach. Weighted delay on the link, as given by Equation (9), can already be used as a simple continuous link-cost function with a linear relation between both metrics. In general, however, a more sophisticated link-cost function should be able to control the relative cost of heavily loaded links with respect to lightly loaded links. This can be accomplished by a non-linear link-cost function, such as an exponentially growing function with exponent α, as given in Equation (10), where WDL and WDU represent lower and upper boundary values of weighted delay on the links respectively. α



 WDl − WDL  WDL LC l =   + − WD WD WD U L  U 



(10)



The first term in Equation (10) represents the normalised dynamically changing link cost according to variation of propagation delay (e.g. ISL length) and traffic load (e.g. queuing delay). Since it is not suitable that link cost be zero, which can cause high oscillations, a small constant (WDL/WDU) is added to the normalised term of the link-cost function. This constant represents the normalised cost of the shortest link without any traffic load. When α = 0 a link-cost function has no influence on the routing algorithm, and path selection reduces to cost-independent routing (i.e. minimum hop count routing), while with α = 1 it selects a path with the minimum sum of link costs. Exponent values larger than 1 (α > 1) tend to eliminate heavily loaded (high cost) links from consideration, while exponent values smaller than 1 (α < 1) tend to preserve lightly loaded links. Combining Equations (9) and(10), the link cost for the delay sensitive traffic, which takes into consideration delay on the link, is calculated as given by Equation (11). α



 PDWFl ⋅ TPl + TWFl ⋅ TQl − WDL  WDL LC l =   + − WD WD WD U L U  



(11)



2.1.1.4 Discretization



Regardless of the selected link-cost function the calculated link cost needs to be distributed throughout the network and stored in nodes for the subsequent calculation of new routing tables. In order to reduce computation effort and memory requirements, routing algorithms have been proposed that perform path selection on a small set of discrete link-cost levels. In these algorithms the appropriate number of link-cost levels needs to be defined to balance between the accuracy and computational complexity. Equation (13) represents a suitable function, which converts the continuous link-cost function, given in Equation (12), to L discrete levels denoted as CDl in the range between 0 and 1. In this link-cost function the minimum and maximum value for weighted delay are used, WDmin and WDmax. Any link with weighted delay below WDmin is assigned the minimum cost 1/L, while links with weighted delay higher than WDmax have link cost set to 1.
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Ci = WDiα



C Dl



1   L  α    WD − WD l min     ⋅ ( L − 1) + 1 =   WDmax − WDmin     L    1 



(12)



WD l < WD min



WDmin < WDl < WD max



(13)



WD l ≥ WD max



2.1.2 Link cost function for the throughput sensitive traffic



The most suitable optimization parameter for the throughput sensitive traffic, on the other hand, is the available bandwidth on the link. Thus, on each link the lengths of the traversing packets are monitored between consecutive routing table updates, and the link utilization (LUl) is calculated according to Equation (14), where Lr denotes the length of the rth traversing packet. The selected time interval between consecutive calculations of the sum of the packet lengths was equal to the routing table update interval TI starting at time tS.



LU l (tS + TI ) =



 Lr r



TI ⋅ C l



(14)



The link-cost metric for the throughput sensitive traffic is a typical concave metric. The optimization problem is to find the paths with the maximum available bandwidth and, as an additional constraint, with minimum hop count, which minimizes the use of resources in the network. Thus, the link cost for throughput sensitive traffic is the normalized available bandwidth on the link, calculated at the end of the routing table update interval according to Equation (15).



LCl (ti ) = 1 − LUl (tS + TI )



(15)



2.2 Distributing the acquired information – signalling



Before the routes are calculated the information about network state should be distributed between nodes. An effective signalling scheme must achieve a trade-off between (a) bandwidth consumed for signalling information (b) computing and memory capacity dedicated to signalling processing and (c) improvement of the routing decisions due to the presence of signalling information (Franck & Maral, 2002a). Signalling is subdivided in two families: unsolicited and on-demand signalling. The following subsections detail these two families. 2.2.1 Unsolicited signalling



Unsolicited signalling is similar to unsolicited mail ads. Nodes receive at given time intervals information about the state of the other nodes. Conversely, nodes broadcast in the
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network information about their own state. Because a node has no control of the time it receives state information, the information might be non-topical once used for route computation. Non topical information is undesirable since it introduces a discrepancy between what is known and what the reality is. This is of particular importance for those systems which incorporate non-permanent links. Non topical information results in inaccurate and possibly poor routing decisions. Unsolicited signalling is further subdivided into periodic and triggered signalling. Periodic signalling works by having each node broadcasting state information every p units of time, p being the broadcast period. It is not required for the broadcast period be equal for all nodes, however, it is practical to do so because (a) all nodes run the same software (b) it avoids discrepancies in the topicality of state information. Since the quality of routing decisions depends on how topical the state information is, it is expected that increasing the broadcast period results in increasing the connection blocking probability. On the other hand, increasing the broadcast period helps to keep the signalling traffic low. Periodic signalling supports easy dimensioning since the amount of signalling traffic does not depend on the amount of traffic flowing in the network and therefore can be quantified analytically. Unfortunately, this interesting characteristic is also a drawback: if the state of a node does not change during the whole broadcast period, the next broadcast will take place, regardless of whether it is useful or not. Likewise, some important state change might occur in the middle of the broadcast period without any chance for these changes to be advertised prior to the next broadcast. For these reasons, triggered signalling is worth investigating.



Instead of broadcasting periodically, the node using triggered signalling permanently monitors its state and initiates a broadcast upon a significant change of its state (threshold function). This approach is supposed to alleviate signalling traffic, holding down useless broadcasts. Triggered updates for instance are used for Routing Information Protocol (RIP). Unfortunately, triggered signalling has two down sides. First, while periodic signalling does not depend on the actual content of state information, triggered signalling must be aware of the semantics of the state information to define what a significant state change is. Second, the amount of signalling traffic generated depends on the characteristics of the traffic load in the constellation. It does not depend on the amount of data traffic but rather on the traffic variations in the nodes and links. Since routing impacts how traffic is distributed in the network, the behaviours of routing and triggered signalling are tightly interlaced. Triggered signalling can be further sub-divided in additional versions depending on the chosen threshold function. In networks there are two changing parameters, which have the impact on the link cost: propagation delay between neighbouring nodes and traffic load. The first can be computed in advance in each node, so it can be eliminated from signalling information. For delay sensitive traffic the new value of TQl is broadcasted only if the value exceeds predefined threshold (Svigelj et al., 2012). If TQl does not exceed the threshold, only the propagation delay is used as a link cost in routes calculation. In the case of throughput sensitive traffic the link cost is broadcasted only if LCl is lower than threshold (i.e. the available bandwidth is lower than threshold), otherwise value 1 (i.e. empty link) is used in routes calculation. With an appropriate selection of thresholds the signalling load can be significantly reduced, especially for nodes, which has no intensive traffic. To omit the impact of oscillations of the
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link costs the triggered signalling can be used in a combination with exponential smoothing link-cost function or adaptive forwarding. 2.2.2 On-demand signalling



Compared to unsolicited signalling, on-demand signalling works the other way around. When a node (called the requesting node) requires state information, it queries the other nodes (called the serving nodes) for this information. Thus, on-demand signalling yields the state information as recent as possible, with expected benefit for the routing decisions. Furthermore, the type of state information which is queried (e.g. capacity or buffer occupancy) may vary according to the type of route that must be computed. On the other hand, since the signalling procedure is triggered for each route computation, the amount of traffic generated by on-demand signalling is likely to be higher than with unsolicited signalling. Additionally, the requesting node has to gather complete information before initiating the route computation. On-demand signalling is more convenient for connection oriented networks, where the source node requests the network state information from other nodes before setting up a connection and then the route to destination node is computed. As the number of packets during a signalling session is high, additional mechanisms (caching, snooping) have to be devised, in order to limit the number of signalling packets (Franck & Maral, 2002a). 2.3 Computing routes



In the case of per-hop packet-switched routing routes cannot be computed on demand. Instead, routing tables are pre-computed for all nodes periodically or in response to a significant change in link costs, thus defining routing update intervals. Link-cost metrics for the delay sensitive traffic are typical additive metrics, and thus the shortest routes are typically calculated using the Dijkstra algorithm. The main feature of an additive metric is that the total cost for any path is a sum of costs of individual links. On the other hand, the link cost for the throughput sensitive traffic is a concave metric. Thus, the total cost for any path equals the one on the link with minimum cost. A typical optimization criterion for the throughput sensitive traffic is to find the paths within minimum hop count with the maximum available bandwidth. Minimum hop count is an additional constraint, which is used to minimize the use of resources. The Bellman-Ford shortest path algorithm is well suited to compute paths of the maximum available bandwidths within a minimum hop count. It is a property of the Bellman-Ford algorithm that, at its hth iteration, it identifies the optimal path (in our context the path with the maximum available bandwidth) between the source and each destination not more than h hops away. In other words, because the Bellman-Ford algorithm progresses by increasing the hop count, it provides the hop count of a path as a side result, which can be used as a second optimization criterion. Regardless of the type of traffic the second shortest path with disjoint first link can be calculated by eliminating the first link on the shortest route (i.e. LCl is set to infinity for delay sensitive traffic and to 0 in the case of throughput sensitive traffic) and using Dijkstra and Bellman Ford algorithm on such modified network. The alternative paths are used in the case of adaptive forwarding.
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2.4 Forwarding the user traffic



In the route execution phase packets are forwarded on outgoing links to the next node along the path according to most recently calculated routing tables. In particular, packets are placed into an appropriate first in first out (FIFO) queue with a suitable scheduler according to the traffic type they belong to and according to the selected forwarding policy. 2.4.1 Static forwarding



Two representatives of static forwarding policies originally developed for regular network topologies, such as exhibited by ISL networks, are alternate link routing with deflection in the source node (ALR-S) and alternate link routing with deflection in all nodes (ALR-A) (Mohorcic et al., 2000, 2001). Both policies are based on an iterative calculation of routing algorithm for determining alternative routes between satellite pairs. An additional restriction considered in static forwarding policies is that the alternative routes must consist of the same (i.e., minimum) number of hops, with a different link for the first hop. Such alternative routes with the same number of hops guarantee that the propagation delay increase for the second-choice route is kept within a well-defined limit. After determination of alternative routes with the same number of hops between each pair of nodes (satellites) the selected forwarding policy decides which packets are forwarded along each of these routes. Different forwarding policies are depicted in Fig. 1 According to the routing table given in Table 1, the SPR policy is only forwarding user traffic along the shortest routes. This leads to very non-uniform traffic load particularly on links (A-D, B-E, and C-F). Next hops on the route to satellite F and the cost of the route Shortest route Second shortest route Third shortest route D, E, F 14 B, E, F 15 B, C, F 16 E, F 10 C, F 11 / / F 6 / / / / E, F 10 / / / / F 5 / / / /



From Satellite A Satellite B Satellite C Satellite D Satellite E



Table 1. Alternative paths to Satellite F with the same minimum number of hops. ALRALR-S
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Fig. 1. Path selection with different forwarding policies.
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The ALR-S policy ensures a more uniform distribution of traffic load over the network, as it distinguishes between the packets passing through a particular node and the packets that are originating in that node. Packets originating in a particular node are forwarded on the link of the second shortest route (e.g. from A to F via B, from B to F via C), while packets passing through the node are forwarded on the link of the shortest route (e.g. through A to F via D, through B to F via E). By using the second-choice route only for originating packets, the delay is increased with respect to the shortest route only on the first hop, hence the increase in delay does not accumulate for the packets with a large number of hops. Between the consecutive updates of routing tables, all packets between a given pair of nodes follow the same route. Thus, ALR-S policy maintains the correct sequence of the packets within the routing interval, the same as the SPR forwarding policy. The ALR-A policy promises an even more uniform distribution of traffic load and thus further improvement of link utilisation by alternating between the shortest and the second shortest route regardless of the packet origination node (this is denoted in Fig. 1 by dashed lines). However, packets belonging to the same session can be forwarded along different routes even within one routing table update interval, thus additional buffering is required in the destination nodes to re-order terminated packets and obtain the correct sequence. The static forwarding policies, such as ALR-S and ALR-A, distribute packets according to a pre-selected rule. They allow significant reduction of traffic load fluctuation between links, however they do not adapt to the actual traffic load on alternative routes. 2.4.2 Adaptive forwarding



In contrast to static forwarding an adaptive forwarding policy has to take into account the link status information to support the selection of the most appropriate between the alternative outgoing links on the route to the destination. An example of such approach is adaptive forwarding policy based on local information about the link load (Svigelj et al, 2003, 2004b; Mohorcic et al. 2004). This policy selects the most suitable outgoing link taking into account routing tables with alternative routes, calculated using link costs obtained during the previous routing update interval, and current local information on the link status. In particular, for delay sensitive traffic local information can be based on the expected queuing delay as defined in Equation (7). The expected queuing delay for a particular link can be calculated locally and does not require any information distribution between neighbouring nodes, thus enabling a very fast response to congestion on the link. Depending on this local information, packets are forwarded on the shortest or on the alternative second shortest path. The alternative second shortest path is used only if it has the same or a smaller number of hops (h) to the destination and if the expected queuing delay in the outgoing queue on the shortest path (Texp1) is more than a given threshold ΔtrD (where D is denoting delay sensitive traffic) higher than the expected queuing delay in the outgoing queue on the second shortest path (Texp2). This condition for selecting the alternative second shortest path is given in Equation (16). Different threshold values can be used for different traffic types. ( h2 ≤ h1 ) ∧ (Texp 1 (t ) − Texp 2 (t ) < Δ trD



(16)
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For the throughput sensitive traffic we monitor the number of packets in outgoing queues (n). The alternative second shortest path is used only if it has the same or a smaller number of hops (h) to the destination and if the number of packets (n) in the outgoing queue on the shortest path (n1) is more than a given threshold ΔtrT (where T is denoting throughput sensitive traffic) higher than the number of packets in the outgoing queue on the alternative path (n2), as given in Equation (17). ( h2 ≤ h1 ) ∧ ( n1 (t ) − n2 (t ) < ΔTtr



(17)



The significance of the threshold is that it regulates distribution of traffic between alternative paths based on local information about the link status, and thus differentiates between lightly and heavily loaded nodes. The higher the threshold value the more congested the shortest path needs to be to allow forwarding along the alternative second shortest path. In the extreme, setting the threshold value to infinity prevents forwarding along the second shortest path (i.e. adaptive forwarding deteriorates to SPR), while no threshold (i.e. ΔtrT = 0) means that packets are forwarded along the second shortest path as soon as the expected queuing delay for the corresponding link is smaller than the one on the shortest path. Routing with the proposed adaptive forwarding promises more uniform distribution of traffic load between links and the possibility to react quickly to link failure. However, packets belonging to the same session can be forwarded along different routes, even within the same routing update interval, so additional buffering is required in destination nodes to reorder terminated packets and obtain the correct sequence.



3. Traffic modelling for global networks As we have shown in previous section, the general routing and traffic engineering functions consist of many different algorithms, methods and policies that need to be carefully selected and adapted to the particular network characteristics as well as types of traffic to be used in the network. Clearly, the more dynamic and non-regular the network and the more different types of traffic, the more demanding is the task of optimising network performance, requiring good understanding of the fundamental network operating conditions and the traffic characteristics. The later largely affect the performance of routing and traffic engineering, typically requiring appropriate traffic models to be used in simulating, testing and benchmarking different routing and traffic engineering solutions. In the following a methodology is described for developing a global traffic model suitable for supporting the dimensioning and computer simulations of various procedures in the global networks but focusing in particular on the non-geostationary ISL networks, which are well suited for supporting asymmetric applications such as data, audio and video streaming, bulk data transfer, and multimedia applications with limited interactivity, as well as the broadband access to Internet services beyond densely populated areas. Such traffic models are an important input to network dimensioning tasks (Werner et al., 2001) as well as to simulators devoted to the performance evaluation of particular network functions such as routing and traffic engineering (Mohorcic et al., 2001, 20021, Svigelj et al., 2004a). A typical multimedia application contains a mix of packets from various sources. Purely mathematical traffic generators cannot capture the traffic characteristics of such applications in real networks to the extent that would allow detailed performance evaluation of the
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network. Hence, the applicability of traffic analysis based on mathematical tractability is diminishing, while the importance of computer simulation has grown considerably, but poses different requirements for traffic source models (Ryu, 1999). A suitable traffic source model should represent real traffic, while the possibility of mathematical description is less important. In global non-geostationary satellite network traffic source model needs to be complemented by a suitable model of other elementary phenomena causing traffic dynamics, i.e. geographical distribution of traffic sources and destinations, temporal variation of traffic load and traffic flow patterns between different geographical regions. In the following the approach to modelling global aggregate traffic intensity is described, in particular useful for the dimensioning of satellite networks and computer simulations of various procedures in the ISL network segment, including routing and traffic engineering. The model is highly parameterized and consists of four main modules: • • • •



module for global distribution of traffic sources and destinations; module for temporal variations of traffic sources' intensity; module describing the traffic flow patterns between regions; and module describing statistical behaviour of aggregated traffic sources.



3.1 Module for global distribution of traffic sources and destinations



The module for global distribution of traffic sources and destinations should support the representation of an arbitrary distribution. A simple representative of a geographically dependent source/ destination distribution assumes homogeneous distribution over the landmasses, considering continents and major islands (called landmass distribution), while traffic intensity above the oceans equals 0 (Mohorcic et al., 2002b). More realistic source/destination distributions should reflect the geographic distribution of traffic intensity, which is related to several techno-economic factors including the population density and distribution, the existing telecommunication infrastructure, industrial development, service penetration and acceptance level, gross domestic product (GDP) in a given region, and pricing of services and terminals (Werner & Maral, 1997, Hu & Sheriff, 1997, Werner & Lutz 1998). Thus, the estimation of traffic distribution in the yet non-existing system demands a good understanding of the types of services and applications that will be supported by the network. Furthermore, it should also consider attractiveness of particular services for potential users, which in turn depends also on different socio-economic factors. The methodology for estimating the market distribution for different terminal classes, i.e. lap-top, briefcase and hand-held, is reported in (Hu & Sheriff, 1998) Essentially, countries over the globe are categorized into three different bands according to their annual GDP per capita: low (less than 6 kEuro), medium (between 6 kEuro and 22 kEuro) and high (greater than 22 kEuro). A yearly growth for GDP per capita for each country is then predicted by linearly extrapolating historical data. This, together with the tariff of a particular service and a predicted market saturation value, is used to determine the yearly service take-up for each country via the logistic model. The yearly service penetration for each country is estimated by multiplying the predicted yearly gross potential market with the yearly take-up (Mohorcic et al., 2003).
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Taking into account techno-economic and socio-economic factors and the above methodology, we can define different non-homogeneous geographic-dependent distributions taking into account a more realistic distribution of sources and destinations for provisioning of the particular types of service. Such geographic-dependent distributions are typically based on statistical data provided on the level of countries, and only for some larger countries also on the level of states and territories. In addition to limitations of data availability, we also face the problem of the accuracy of its representation, which depends on the granularity of the model and on the assumption regarding the source/destination distribution within the smallest geographical unit (i.e. country). The simplest approach in country-based non-homogeneous geographic-dependent distributions assumes that a nation’s subscribers are evenly distributed over the country. The weakness of this approach is representation of traffic demand in large countries spanning several units of geographical granularity. In determining the distribution, different levels of geographical granularity may be adopted; however, in order to be able to individually represent also small countries, the geographical granularity should be in the range of those small countries. In (Mohorcic et al., 2003), a traffic grid of dimension 180° × 360° has been generated in steps of 1° in both latitude and longitude directions. 3.2 Module for temporal variations of traffic sources' intensity



Temporal variation of traffic load in a non-geostationary satellite system is caused by daily variation of traffic load due to the local time of day and geographical variation of this daily load behaviour according to geographical time zones. Both are considered in the module for temporal variation of traffic load, which actually mimics the geographically dependent daily behaviour of users. Daily variation can be taken into account with an appropriate daily user profile curve (for average or for local users). An example of such a daily user profile curve is shown in Fig. 2. For geographical time zones a simplified model can be considered, which increments the local hour every 15 degrees longitude eastward from the GMT.



Fig. 2. Daily user profile curve.
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An alternative approach defines temporal variation of traffic load in conjunction with the global distribution of traffic sources and destinations, which inherently takes into account geographical time zones. An example of relative traffic intensity considering distribution of traffic sources and destinations combined with temporal variation of traffic load is depicted in Fig. 3, where traffic intensity is normalised to the highest value (i.e. the maximum value of normalized traffic load equals 1, but for better visualization we bounded the z-axis in Fig. 3 to 0.3). The traffic intensity is generated by assuming that a single session is established per day per user and that each session on average lasts for about 2 minutes.



Fig. 3. Global distribution and activity of traffic sources and destinations at midnight GMT. Another contribution to temporal variation of traffic load in non-geostationary ISL networks in addition to user activity dynamics is the rapidly changing satellite visibility, and consequently active users’ coverage, on the ground. To a certain extent this temporal variation as well as multiple visibility of satellites can be captured with a serving satellite selection scheme. Implementing a satellite selection scheme in case of multiple visibility has two aspects. For fixed earth stations line-of-sight conditions are assumed, so that the serving satellite can be determined according to a simple deterministic rule, e.g., maximum elevation satellite. For mobile earth stations, the stochastic feature of unexpected handover situations due to propagation impairments can be considered through the shares of traffic on alternative satellites also estimated according to a simple rule (e.g., equal sharing between all satellites above the minimum elevation) or using a simple formula (e.g., shares are a function of the elevation angle of each alternative satellite as one main indicator for channel availability). 3.3 Module describing the traffic flow patterns between regions



This module assigns traffic flow destinations using a traffic flow pattern resembling the flow characteristic between different regions. Interregional patterns should be defined at least on the level of the Earth’s six continental regions shown in Fig. 4, similarly as in (Werner & Maral,
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1997), but preferably on a smaller scale between countries/territories. In a destination region, the traffic can be divided among the satellites proportionally to their coverage of that region. Customized traffic flow patterns should be based on the density distribution of sources and/or destinations for the selected type of service.



North America
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Fig. 4. Geographical division of six source/destination regions. 3.4 Module describing statistical behaviour of aggregated traffic sources



The fourth module concerns modelling of the aggregated traffic sources. In particular, the module comprises of suitable aggregate traffic source generator, which is modulated by the normalized cumulative traffic on each satellite obtained from distribution of traffic sources and destinations and temporal variation of traffic sources’ intensity. Thus data packets are actually generated considering the relative traffic intensity experienced by a particular satellite in its coverage area, while taking into account the statistics of the selected aggregate traffic source model. Ideally, the traffic source model should capture the essential characteristics of traffic that have significant impact on network performance with only a small number of parameters, and should allow fast generation of packets. Among the most important traffic characteristics for circuit switched networks are the connection duration distribution and the average number of connection requests per time unit. By contrast, in the case of packet switched networks, traffic characteristics are given typically by packet lengths and packet inter-arrival times (in the form of distributions or histograms), burstiness, moments, autocorrelations, and scaling (including long-range dependence, self-similarity, and multifractals). For generating cumulative traffic load on a particular satellite, the traffic source generator should model an aggregate traffic of many sources overlaid with the effect of a multiple access scheme, which is expected to significantly shape source traffic originating from single or multiplexed ground terminal applications due to the uplink resource management and traffic scheduling. One approach for modelling aggregate traffic sources is by using traces of real traffic. Tracedriven traffic generators are recommended for model validation, but suffer from two
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drawbacks: firstly, the traffic generator can only reproduce something that has happened in the past, and secondly, there is seldom enough data to generate all possible scenarios, since the extreme situations are particularly hard to capture. In the case of satellite networks with no appropriate system to obtain the traffic traces, the use of traces is even more inconvenient. An alternative approach, increasingly popular in the field of research, is to base the modelling of traffic sources on empirical distributions obtained by measurement from real traffic traces. The measurements can be performed on different segments of real networks, i.e. in the backbone network or in the access segment. In order to generate cumulative traffic load representing an aggregate of many individual traffic sources in the coverage area of the satellite, the traffic properties have to be extracted from a representative aggregate traffic trace (Svigelj at al., 2004a), such as a real traffic trace captured on the 622 Mbit/s backbone Internet link carrying 80 Mbit/s traffic (Micheel, 2002). The selected traffic trace comprises aggregate traffic from a large number of individual sources. Such traffic trace resembles the traffic load experienced by a satellite, both from numerous traffic sources within its coverage area, and from aggregate flows transferred over broadband intersatellite links. A suitable traffic source model, which resembles IP traffic in the backbone network, can already be built by reproducing some of the first order statistical properties of the real traffic trace that have major impact on network performance, e.g. inter-arrival time and packet length distribution. A simple traffic generator can be developed using a look-up table with normalized values, which allows packet inter-arrival time and packet length values to be scaled, so as to achieve the desired total traffic load. Distributions of packet inter-arrival time and packet length obtained with such a traffic generator are depicted in Fig. 5 and Fig. 6 respectively. The main advantage of traffic sources, whose distributions conform to those obtained by measurements of real traffic, is that they are relatively simple to implement and allow high flexibility. 18 16 14
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Fig. 5. Packet inter-arrival time distribution obtained with empirical traffic generator.
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For the more accurate prediction of the behaviour of the traffic source exhibiting long-range dependence, the traffic model requires detailed modelling of also the second order statistics of the packet arrival process. The accurate fitting of modelled traffic to the traffic trace can be achieved using modelling process with a discrete-time batch Markovian arrival process that jointly characterizes the packet arrival process and the packet length distribution (Salvador et al., 2004). Such modelling allows very close fitting of the auto-covariance, the marginal distribution and the queuing behaviour of measured traces. 30



25



PDF [%]



20



15



10



5



0 0



200



400



600



800



1000 1200



packet length [bytes]



1400



1600



1800



2000



Fig. 6. Packet length distribution obtained with empirical traffic generator. The potential drawback of traffic sources based on real traffic traces is that the empirically obtained traffic properties (i.e. obtained from the aggregated traffic on the backbone Internet link in this particular example) may not be suitably representative for the system under consideration, so it can sometimes deviate considerably from real situations and lead to incorrect conclusions. In addition to traffic sources based on traffic traces (directly or via statistical distributions) traffic sources can also be implemented in classical way with pure mathematical distributions such as Poisson, Uniform, Self-Similar, etc. Although such mathematically tractable traffic sources never fully resemble the characteristics of real traffic, they can serve as a reference point to compare simulation results obtained with different scenarios, however they should exhibit the same values of first order statistic (i.e. mean inter-arrival time and average packet length) as obtained from traces. In the case of supporting different levels of services, packets belonging to different types of traffic (e.g. real time, high throughput, best effort) should be generated using different traffic source models, which should reproduce statistical properties of that particular traffic. However, as different services and applications will generate different traffic intensity depending on regions and users' habits, also separate traffic flow patterns will have to be developed for different types of traffic, to be used in conjunction with different traffic source generators.
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3.5 Global aggregate traffic intensity model



Integration of individual modules in the global aggregate traffic intensity model is schematically illustrated in Fig. 7. Instead of simulating individual sources and destinations, a geographic distribution of relative traffic source intensity is calculated for any location on the surface of the Earth. The cumulative traffic intensity of sources within its coverage area are mapped to the currently serving satellite. Satellite footprint coverage areas on the Earth, overlaid over geographic distribution of traffic sources and destinations, are identified from the satellite positions in a given moment.
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Fig. 7. Global aggregate traffic intensity model. With the normalized cumulative traffic on each satellite, which is proportional to the intensity of traffic sources in the satellite’s coverage area, it is possible to modulate the selected traffic source generator (not shown in Fig. 7). Thus data packets are actually generated considering the relative traffic intensity experienced by a particular satellite. The destination satellite is selected for each packet in accordance with the traffic flow pattern. The probability of selecting a given satellite as a destination node is proportional to its coverage share in the destination region divided by the sum of all coverage shares in that region. Thus, although in a simplified manner, the model is taking into consideration also multiple coverage. In the case of using different traffic source models to generate distinct types of traffic by global aggregate traffic intensity model, one should also consider different, service specific traffic flow patterns.
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4. Summary Traffic engineering involves adapting the routing of traffic to the network conditions with two main goals: (i) providing sufficient quality of service, which is important from user’s point of view, and (ii) efficient use of network resources, which is important for operators of telecommunication’s network. The presented routing and traffic engineering issues addressed both goals that are explained using the ISL network as a concrete example of highly dynamic telecommunication network with several useful properties, which can be exploited by developing of routing procedures. However, the presented work is not limited to ISL networks, but can be used also in other networks as described in (Liu et al., 2011; Long et al., 2010; Rao & Wang, 2010, 2011). Routing and traffic engineering functions are presented in modular manner for easier reuse of particular procedures. Adaptation of routing requires, in addition to good understanding of the fundamental network operating conditions, also good knowledge of the characteristics of different types of traffic in the network. In order to support better modelling of traffic characteristics a modular methodology is described for developing a global aggregate traffic intensity model suitable for supporting the dimensioning and computer simulations of various procedures in the global networks. It is based on the integration of modules describing traffic characteristics on four different levels of modelling, i.e. geographical distribution of traffic sources and destinations, temporal variations of traffic sources’ intensity, traffic flows patterns and statistical behaviour of aggregated traffic sources.
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1. Introduction Telecommunication networks are growing very fast. The user’s needs, in regards to new services and applications that have a higher bandwidth requirement, are becoming bigger every day. A telecommunication network requires early design, planning, maintenance, continuous development and updating, as demand increases. In that respect we are forced to incessantly evaluate the telecommunication network’s efficiency by utilizing methods such as measurement, analysis modeling and simulations of these networks. Measuring, analyses and the modeling of self-similar traffic has still been one of the main research challenges. Several studies have been carried-out over the last fifteen years on: analysis of network traffic on the Internet [30], [31], traffic measurements in the high speed networks [32], and also measurement in the next generation networks [33]. Also, a lot of research works exist, where attention had been given to analysis of the network traffic caused by different applications, such as P2P [34], [35], network games [36] and VoIP application Skype [37]. Analyses of the measured network traffic help us to understand the basic behavior of network traffic. Various have showed that traffic in contemporary communication networks is well described with a self-similar statistical traffic model, which is based on fractal theory [6]. The pioneers in this field are: Leland, Willinger, and many others [1], [5], [6]. They introduced the new network traffic description in 1994. New description appeared as an alternative to traditional models, as were Poisson and Markov, which were used as a good approximation for telephone networks (PSNT networks) when describing the process of call durations and time between calls [5], [20]. These models do not allow descriptions of bursts, which are distinctive in today’s network traffic. Such bursts can be described by a self-similarity model [5], [6], because it shows bursts over a wide-range of time scales. This contrasts with the traditional traffic model (Poisson model), which became very smooth during the aggregation process. The measure of bursts and also self-similarity present the Hurst parameter [1]-[4], which is correlated with another very important property called long-range dependence [5]-[8]. This property is also manifested with heavytailed probability of density distributions [5], [6], such as Pareto [43] or Weibull [44]. So Pareto’s and Weibull’s heavy-tailed distributions became the most frequently used distributions to describe self-similar network traffic in communication networks.
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During past years another aspect of network traffic studying has also appeared. In this case, the network traffic is researched from application or data source point of view, especially focused on statistics of file sizes and inter-arrival times between files [19]. These research works are very important for describing a relation between packet network traffic on lower ISO/OSI layers and data source network traffic on higher layers of ISO/OSI model. Based on the research of WWW network traffic, it has been shown that file sizes of such traffic are best described by Pareto distribution with shape parameter α = 1 [38]. That was also shown for the FTP traffic, where the shape parameter of Pareto distribution is in the range 0.9 < α < 1.1 [20]. In [6], [39], and [40] it is shown that inter-arrival time of TCP connections are selfsimilar processes, which can be described by Weibull heavily tailed distribution. With expansion of simulation tools, which are used for simulation of communication networks, the knowledge about simulating the network traffic also becomes very important. One of the important tasks in simulations is also knowledge about modeling and simulating of network traffic. Network traffic is usually modeled in simulation tools from an application point of view [42], [45]. It is usually supposed that the file size statistics and file inter-arrival times are known [39], [40]. Such kinds of traffic models are supported by most commercial telecommunication simulation tools such as the OPNET Modeler [10], [11], [24], used in our simulations and experiments. Consequently, for using the measured data of packet traffic, when modeling file statistics, it is necessary to transform packets’ statistics into files’ statistics [9, 10]. This transformation contains opposite operations in relation to the fragmentation and encapsulation process. Extensive research and investigation about traffic sources in contemporary networks show that this approach requires an in-depth analysis of packet's traffic (which needs specialized, very powerful and consequently, expensive instruments). This approach, in the case of encrypted packets and non-standard application protocols, is not completely possible. In such cases, capture of entire packets is also necessary, which can be problematic in contemporary high-speed networks. Another approach estimates distribution parameters of file data sources from measured packets' network traffic. For such approach, we have developed and tested different methods [42], [45]. Estimated distribution parameters are used for modeling of the measured network traffic for simulation purposes. Through the use of these methods we want to minimize discrepancies between the measured and simulated traffic in regards to an average bit rate and bursts, which are characteristic of self-similar traffic.



2. Network traffic 2.1 Packet network traffic measuring The measuring and analyzing of real network traffic provide us with a very important knowledge about computer network states. In analyzing process, we need statistical mathematical tools. These tools are crucial for accuracy of a derived mathematical model, described by stochastic parameters for packet size and inter-arrival time [9]. Using this simulation model, we want to acquire information about telecommunication network’s performances for: • • •



improvement of the current network, bottleneck searching, building and development of new network devices and protocols,
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and for ensuring quality of service (QoS) for real-time streaming multimedia applications.



Using this information, network administrators can make the network more efficient. The simplest tools that measure and capture the packets of network traffic are packet sniffers. Packet sniffers, also known as protocol or network analyzers, are tools that monitor and capture network traffic with all content of network traffic. We can use sniffers to obtain the main information about network traffic, such as packet size, inter-arrival time and the type and structure of IP protocol. Sniffers have become very important and indispensable tools for network administrators. Figure 1 shows traffic captured by a packet sniffer.



Fig. 1. User interface of WireShark sniffer during the network capturing.



354



Telecommunications Networks – Current Status and Future Trends



Any sniffers are able to extract this data from the IP headers. Knowing them, it is then simple to calculate a length of IP PDU (Protocol Data Unit), which also contains a header of higher layer protocols. Using an in-depth header analysis, it is possible, in the similar way to the IP header, to calculate the lengths of all these headers. An analytical description of network traffic does not exist, because we cannot predict the size and arrival time of the next packet. Therefore, we can only describe network traffic as a stochastic process. Hence, we have tried to describe these two stochastic processes (arrival time and packet size) with the use of Hurst parameter and probability distributions. 2.2 Self-similarity In the 1990s, new descriptions and models of network’s traffic were developed, which then replaced the traditional traffic models, such as Poisson and Markov [5], [20]. The Poisson process was widely used in the past, because it gave a good approximation of telephone network (PSNT networks), especially when describing times between each call and call durations. This model is usually described by exponential probability distribution, which is characterized by the parameter λ (number of events per second). However, these models do not allow for descriptions of bursts, which are distinctive in today’s network traffic. Such
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Fig. 2. Comparison of self-similar network traffic (left) and synthetic traffic created by Poisson model (right) on different time scales (100, 10, 1, 0.1 and 0.01s). Self similar traffic contains bursts on all time scales in contrast to the generated synthetic traffic, based on the Poisson model, which tends to average on longer time [1]. bursts can be described by a self-similarity model, because it shows bursts over a widerange of time scales [1]-[4]. This contrasts the traditional traffic model (Poisson model), which becomes very smooth during the aggregation process. 2.3 Self-similarity The definition of self-similarity is usually based on fractals for the standard stationary time series [5], [6], [21]. Let X = (Xt, t = 0, 1, 2,…) be a covariance stationary stochastic process; that is a process with a constant mean, finite variance σ2 = E[(Xt – µ)2], with auto-covariance function γ(k) = E[(Xt – µ)(Xt+k – µ)], that depends only on k. Then the autocorrelation function r(k) is: r( k ) =



γ ( k ) E [( Xt − μ )( Xt + k − μ )] = , σ2 E ( Xt − μ )2  



k = 0 ,1, 2 ,



(1)







Assume X has an autocorrelation function, which is asymptotically equal to:



r ( k ) ≈ k − β L1( k ), k → ∞ , 0 < β < 1,



(2)



where L1(k) slowly varies at infinity, that is lim(L1(tx ) / L1(t )) = 1 for all x > 0. Such functions t →∞



are for example L1(t) = const. and L1(t) = log(t)) [5], [6].
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The measure of self-similarity is the Hurst parameter (H), which is in a relationship with the parameter β in equation (3). H =1−



β



(3)



2



Let’s define the aggregation process for the time series [5], [6]: For each m = 1, 2, 3, … let X(m) = (Xk(m), k = 1,2,..m) denote a new time series obtained by averaging the original series X over a non-overlapping block of size m. That is, for m=1, 2, 3, …, X(m) is given by: X k( m ) =



1 ( X km − m +1 + ... + X km ), m



k = 1, 2 , 3, ...



(4)



Xk(m) is the process with average mean and autocorrelation function r(m)(k) [6].



The process X is called an exactly second order with parameter H, which represents the measure of self-similarity if the corresponding aggregated X(m) has the same correlation structures as X and var( X ( m ) ) = σ 2m− β for all m = 1, 2, … :



r ( m) ( k ) = r( k ), for all m = 1, 2 , ...



k = 1, 2, ...



(5)



The process X is called an asymptotically second order with parameter H = 1 – β/2, if for all k it is large enough, r ( m ) ( k ) → r ( k ),



m→∞



(6)



It follows from definitions that the process is the second order self-similar in the exact or asymptotical sense, if their corresponding aggregated process X(m) is the same as X or becomes indistinguishable from X-at least with respect to their autocorrelation function. The most striking property in both cases, exact and asymptotical self-similar processes, is that their aggregated processes X(m) possess a no degenerate correlation structure as m → ∞. This contrasts with the Poisson stochastic models, where their aggregated processes tend to second order pure noise as m → ∞: r ( m) ( k ) → 0 , m → ∞ , k = 0,1, 2 ,...



(7)



Network traffic with bursts is self-similar, if it shows bursts over many time scales, or it can be also said over a wide-range of time scales. This contrasts with traditional models such as Poisson and Markov, where their aggregation processes become very smooth. 2.4 Long-range dependence



The self-similar process can also contain a property of long-range dependence [5]-[8]. Long range dependence describes the memory effect, where a current value strongly depends upon the past values, of a stochastic process, and it is characterized by its autocorrelation function. This property has a stochastic process, which satisfies relation (2), order with relation r(k) = γ(k)/σ2.



Modeling and Simulating the Self-Similar Network Traffic in Simulation Tool



357



For 0 < H < 1, H ≠ 1/2 it holds [6] r( k ) ≈ H ( 2 H − 1)k −2 H − 2 ,



r →∞



(8)



For values 0.5 < H < 1 autocorrelation function r(k) behavior, in an asymptotic mean, as ck-β for values 0 < β < 1, where c is constant c > 0, β = 2 - 2H, and we have: ∞



 r( k ) = ∞ .



(9)



k =−∞



The autocorrelation function decays hyperbolically, as the k increases, which means that autocorrelation function is non-summable. This is opposite to the property of short-range dependence (SRD), where the autocorrelation function decays exponentially and the equation (9) has a finite value. Short and long-range dependence have a common relationship with the value of the Hurst parameter of the self-similar process [6], [21]: • •



0 < H < 0.5 →SRD - Short Range Dependence 0.5 < H < 1 →LRD - Long Range Dependence



Fig. 3. Comparison between autocorrelation function of short range dependence process (left) and autocorrelation function of long range dependence process (right) [15].
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2.5 Heavy-tailed distributions



Self-similar processes can be described by heavy-tailed distributions [5], [6], [9]. The main property of heavy-tailed distributions is that they decay hyperbolically, which is opposite to the light-tailed distribution, which decays exponentially. The simplest heavy-tailed distribution is Pareto. The probability density function of Pareto distribution is given by [43]: p( x ) =



α kα



xα + 1



, k ≤ x, α , k > 0



(10)



where parameter α represents the shape parameter, and k represents the local parameter of distribution (also a minimum possible positive value of the random variable x).



Fig. 4. Probability density function and cumulative distribution function of Pareto distribution for various shape parameters α and constant location parameter k = 1 [43].



Modeling and Simulating the Self-Similar Network Traffic in Simulation Tool



359



Another very important heavy-tailed distribution is Weibull distribution, which is described by [44]: p( x ) =



α −1



α x ⋅  k k



⋅e



x −( )α k



, x ≥ 0, α , k > 0



(11)



where parameter α presents the shape parameter, and k presents the local parameter of distribution.



Fig. 5. Probability density function and cumulative distribution function of Weibull distribution for various shape parameters α and constant location parameter k [44].
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2.6 Network traffic definitions



The network traffic can be observed on different layers of ISO/OSI model, for that reason we define different kinds of network traffics. The network traffic can be represented as a stochastic process, which can be interpreted as the traffic volume – measured in packets, bytes or bits per time unit, and it is consequent on data or packets, which are sent through the network in time unit. If we observe network traffic on the low level of ISO/OSI model, then define the packet network traffic [45] Zp[n]: Let define the packet network traffic Zp[n] as a stochastic process interpreted as the traffic volume, measured in packets per time unit. Zp[n] can be described as a composite of two stochastic processes:



Zp [ n] = X p [ n]  Yp [ n] ,



n∈ .



(12)



where Xp[n] represents packet size process and Yp[n] represents the packet inter-arrival time. Packet-size process Xp[n] is defined as a series of packet sizes lPi measured in bits (b) or bytes (B).



X p [ n] = {lP1 , lP 2 ,...lPi ,..., lPn } , 1 ≤ i ≤ n



(13)



where sizes of packets' lPi are limited by the shortest lm and the longest lMTU packet size (MTU - Maximum Transmission Unit). lm ≤ lPi ≤ lMTU



(14)



Packet inter-arrival time process Yp[n] is defined as a series of times between packet arrivals tPi (time stamps).



{



}



Yp [ n] = t P 2 − t P1 ,..., t Pi − t pi − i ,..., tPn − t Pn − i , 1 ≤ i ≤ n



{



}



= Δt p1 , Δt p 2 ,..., Δt pi ,..., Δt pn −1 , 1 ≤ i ≤ n



(15)



The measured network traffic is packet network traffic, which can be captured using special software program or hardware devices. For that reason, the measured network traffic is marked as Zpm[n]. We also define modeled (simulated) network traffic as Zps[n]. We suppose, that the measured and modeled traffic is statistically equal, denoted by the symbol ≈,



Zpm [ n] ≈ Zps [ n]



(16)



if there are also statistical equalities between a packet size and inter-arrival time processes of measured, and modeled traffic.



X pm [ n] ≈ X ps [ n]
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and Ypm [ n] ≈ Yps [ n]



(17)



Let’s define network traffic on higher layers (application) of ISO/OSI model. Data source network traffic Zd[n] can be described as a composite of data source lengths Xd[n] and data inter-arrival times Yd[n] processes: Zd [ n] = Xd [ n]  Yd [ n] ,



n∈



(18)



To provide statistical equality between packet network traffic Zp[n] and data sources network traffic Zd[n], we have performed a transformation between packet size process Xp[n] and the process of data length Xd[n] as well as transformation between packet interarrival time Yp[n] and data inter-arrival time Yd[n]. transformation



⎯⎯⎯⎯⎯⎯ → X d [ n] X pm [ n] ←⎯⎯⎯⎯⎯ ⎯



(19)



transformation



⎯⎯⎯⎯⎯⎯ → Yd [ n] Ypm [ n] ←⎯⎯⎯⎯⎯ ⎯



(20)



Transformation (19) and (20) allows estimation of packet traffic processes from data source traffic processes or vice verse.



3. Network traffic analysis and modeling 3.1 Hurst parameter estimations



Hurst's parameter represents the measure of self-similarity. There are several methods for estimating Hurst's parameter (H) [1]-[4] of stochastic self-similar processes. However, there are no criteria as to which method gives the best results. There are several different methods for estimating the Hurst parameter which can lead to diverse results [9], [10]. This is the reason why Hurst's parameter cannot be calculating but can be estimated. The most often used methods for Hurst's parameter estimation are [6], [8], [21]: •



•



•



Variance method is a graphical method, which is based on the property of slowly decaying variance. In a log-log scale plot, a sample variance versus a non-overlapping block of size m is drawn for each aggregation level. From the line with slope β we can estimate Hurst's parameter as a relationship, from equation (3). R/S method is also a graphical method. It is based on a range of partial sums regarding data series deviations from mean value, rescaled by its standard deviation. The slope in the log-log plot of the R/S statistic versus aggregated points is the estimation for Hurst's parameter. Periodogram method plots spectral density in a logarithm scale versus frequency (also in logarithm scale). The slope in periodogram allows the estimation of parameter H.



Figure 6 presents an example of test traffic and estimations of Hurst's parameter through different methods.
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Fig. 6. Estimating parameter H for self-similar traffic (upper-left) with the variances method (lower left), R/S method (upper-right) and periodogram method (lower-right) using SELFIS tool [8]. 3.2 Distribution parameter estimation for stochastic process of network traffic



Network traffic can be described by two stochastic processes, one for packet/data sizes and one for packet/data inter-arrival time. All processes are usually described by probability distributions. Self-similar process can be described by heavy tailed distributions. The main task for modeling the stochastic process with probability distribution is to choose the right distribution, which would be a good representation of our network traffic stochastic process. The statistic distribution parameters of data sources are then estimated by fitting tools [9], [25], [26] or other known methods, such as CCDF [6] or Hill estimator [17], [18]. Mathematical fitting tools are used (EasyFit), which allow us to automatically include the fit distribution of the stochastic process, and also estimate parameters of distribution from the captured traffic [9], [29].
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Fig. 7. For the stochastic process of inter-arrival time, distribution and estimate parameters of these distributions are chosen based on the histogram (upper left), and cumulative distribution function (upper right). Differences between empirical and theoretical distributions in P-P plot (lower left), and deferential distribution (lower right).



4. Simulation of network traffic in simulation tools One of the very important tasks in simulation is modeling the real network parameters and network elements for simulation purposes. The main goal in successful modeling of network traffic is to minimize discrepancies between the measured simulations and by simulations statistically-modeled and generated traffic. This means, that both traffics are similar within the different criteria, such as bit and packet-rate, bursts (Hurst's parameter), variance, etc. Network traffic simulations are usually based on modeling of data sources or applications. One of the most known simulation tools is OPNET Modeler [22], [23]. A simulation of network traffic in this tool is based on the "on/off" models [41] or more often used traffic generators. Difference between these manners is in a modeling manner. In the first case, the arrival process is described by Hurst's parameter (H) and the data length process is
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described by probability density function (pdf). In the second case, processes of data length and data inter-arrival time are both described by pdf. In OPNET Modeler, two standard node models appear [9]: • •



Raw Packet Generator (RPG) IP station



Raw Packet Generator (RPG) is a traffic source model [16], [27] implemented specially to generate self-similar traffic, which is based on different fractal point processes (FPP) [41]. Self similar traffic is modeled with an arrival process, which is described by Hurst's parameter and the distribution probability for packet sizes. This arrival process can be based on many different parameters, such as Hurst parameter, average arrival rate, fractal onset time scale, source activity ratio and peak to mean ratio [16]. There are several different fractal point processes (FPP). In our case, we used the superposition of the fractal renewal process (Sub-FRP) model, which is defined as the superposition of M independent and probably identical renewal fractal processes. Each FRP stream is a point renewal processes and M numbers of independent sources compose the Sub-FRP model. Common inter-arrival probability density function p(t) of this process is: γ A−1e −γ t / A 0 ≤ t ≤ A  p(t ) =   −γ γ −( γ +1) t ≥ A   γ e A t



(21)



where 1 < γ < 2. Process FRP can be defined as Sup-FRP process, when the number of independent identical renewal processes (M) is equal to 1. A model Sub-FRP is described by three parameters: γ, A and M. γ represents the fractal exponent, A is the location parameter, and M is the number of sources. These three parameters are in relationship with three OPNET parameters. These parameters are Hurst's average arrival-rate λ, and fractal onset time-scale (FOTS). The relationships between these three parameters of Sub-FRP and parameters in OPNET model are: H = (3 − γ ) / 2



λ = Mγ [1 + (γ − 1)−1 e -γ ]-1 A-1



(22)



T α = 2 -1γ −2 e −γ (γ − 1)−1( 2 − γ )(3 − γ )[1 + (γ − 1)eγ ]2 Aα , where γ = 2 – β. Hurst parameter H is defined by equation (3). In the Sub-FRP model from OPNET, we can set Hurst's parameter (H), average arrival-rate (λ) and fractal onset timescale (FOTS) in seconds. The recommended value for the parameter FOTS in OPNET is 1 second. The IP station [16] can contain an arbitrary number of independent simultaneous workingtraffic generators. Each generator enables the use of heavy-tailed distributions, such as Pareto or Weibull, for the generation of a self-similar network traffic by two distributions, one for length of a data source process and another for data inter-arrival time process. In our research, a traffic generator contained in an Ethernet IP station model of the OPNET Modeler simulation tool is used, as shown in the Figure 8.
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Fig. 8. Node model for used IP station in simulation. In the IP station model, the traffic generator is placed above the IP encapsulation layer, which takes care of packets’ formations and fragmentation. This is the process of segmentation of long data into the shorter packets, or vice versa, according to the RFC 793 [12]. Padding of the packet data payload with additional bits is also performed when data is shorter than a predefined minimal payload. Because the traffic is modeled, above IP level of the TCP/IP model, to the lengths of the generated data, 20 bytes of IP header are added. 18 bytes of information for MAC (14bytes) and CRC (4 bytes) are also further added. Structure of Ethernet frame used in the IP station model. Using this model, the applications’ protocol does not impact the generated traffic. The model is suitable for the simulation cases, when we want to statistically model the network traffic, which can be caused by many arbitrary communications’ applications. Using this approach, we can model such network traffic by single traffic source.



5. Estimation of simulation parameters of measured network traffic The main problem of measured packet network traffic modeling is to estimate the parameter, which is needed for modeling measured network traffic in simulation tools. It has already been mentioned that the parameters of data source traffic processes are needed. We already described that transformation from packet network traffic Zp[n] to data source
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network traffic Zd[n] is needed (section 2.6) [45]. There are many possibilities to make a transformation from Zp[n] to Zd[n], which allows estimation of parameters of data source network traffic processes. We investigated two algorithms [28]: 1. 2.



algorithm with an in-depth analysis of all packet headers, algorithm with a coarse inspection of IP header only.



The main differences between them are complexity and the needed execution time. The first algorithm mimics a complete decapsulation process, and defragmentation in higher layers of the communication model. Any sniffers are able to extract this data from the IP header. Knowing them, it is then simple to calculate a length of IP PDU (Protocol Data Unit) which also contains a header of higher layer protocols. Through the use of an in-depth header analysis, it is possible, in the similar way as the IP header, to calculate the lengths of all these headers. Each packed IP header has four the so-called fragmentation fields that contain information about data fragmentation, which is shown on Figure 9.



Fig. 9. IP header. Shadowed fields are used in the defragmentation process. Legend: V: protocol version; IHL: Internet Header Length; ToS: Type of Service; TL: Total Length; ID: Identification Data; F: Flags; FO: Fragment Offset; TTL: Time to Live. Extensive research and investigation about traffic sources in contemporary networks show that this approach requires an in-depth analysis of packets (where need specialized, very powerful and consequently, expensive instruments), which in case of encrypted packets and non-standard application protocols, is not completely possible. In such cases, it is also necessary to capture the entire packets, which can be problematic in the high-speed networks. For these reasons, a simple algorithm has been developed, where only information of packets sizes, packet time stamps and IP addresses are needed. The second algorithm skips decapsulation by considering the average lengths of packet headers and then uses only packet lengths and inter-arrival times. In the second case, the algorithm offers the estimation of data source network traffic, not the exact reconstructed data source traffic. The second algorithm represents the main part of method by mimic defragmentation process, which is described in detail in [45]. The main idea of mimic defragmentation process method is to compose data from the captured packet traffic, which is previously fragmented at the transmitter. The data source traffic estimation is
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carried out by finding and summing fragmented packets’ sequences without an in-depth analysis of packets. Fragmented sequence is defined as a sequence of lMTU sized packets associated with the same source and destination addresses and terminated by packet shorter than lMTU.



6. Simulation results In real networks, we have captured packets of different network traffic through a Wireshark sniffer. The two different types of measured traffic are used for analysis, modeling and simulation purposes. These two test traffics are shown in Figure 10.



Fig. 10. Measured test traffic 1 and 2 captured by Wireshark sniffer. measured test traffics



packet rate (p/s)



bit rate (kb/s)



variance method



R/S method



periodogram method



test traffic 1



24.02



108.90



0.630



0.723



0.843



test traffic 2



35.612



114.51



0.592



0.580



0.477



Table 1. The main properties of captured traffics. On the right side of the table the Hurst parameter is estimated using different methods for both test traffics. For each of test traffics, the Hurst parameter has been estimated through different methods. The Hurst parameters for both cases are bigger than 0.5, so we can classify these test traffics
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as a self-similar network traffic. Table 1 contains the estimated parameters H for both traffics, which are estimated by variance, R/S and periodogram methods. We also conducted tests about short and long-range dependence. In the case of the first test traffic, the autocorrelation function decayed hyperbolically, which means, that this traffic can have the property of a long-range dependence. For the second test traffic autocorrelation, function decayed exponentially towards 0. For this case, the sum of autocorrelations has finite results and, therefore, the test traffic 2 has the property of short-range dependence. For both test traffics (test traffic 1 and test traffic 2) we estimate distribution and its parameters for data source traffic processes for simulation purpose. For that reason, we made an estimation of data source traffic from the captured packet traffic through the mimic defragmentation process method [45]. For both test traffics, the suitably heavy (Pareto or Weibull) and also light-tailed (exponential) distributions are chosen. Based on the estimated distribution parameters for both measured test traffic (test traffic 1 and test traffic 2), we generated self-similar traffic in the OPNET simulation tool with two different station types – RPG and IP stations. We have created six different scenarios for each of test traffic. In the first two scenarios, the network traffic is generated by an RPG station, where a self-similarity is described by Hurst parameter. During the first scenario, we use heavy-tailed distribution for the data size process, while in the second a light-tailed distribution (exponential) is used. In the next four scenarios, network traffic is generated using the IP station, where we use different combination's distributions for the data size process and data inter-arrival time. One of the criterions, for successful modeling, is the difference between bit and packet-rates of the test traffic and modeled traffic in OPNET simulation tool. Besides the average values of bit and packet-rates, the more important criteria are also bursts’ intensity within the network traffic. For each of test traffics (test traffic 1 and test traffic 2), the traffic which best represents the measured test traffic is chosen from six modeled traffics. Test traffic 1 poses the property of long-range dependence, so there are a lot of bursts in the traffic. We model this measured-test traffic over six different scenarios. The results are shown in Figure 6 and Table 2. Table 2 shows the main properties of measured test traffic 1 and estimated distribution parameters which were used in OPNET simulation tool for simulating network traffic (the left side of Table 2). Table 2 (the right side) also shows main properties of simulated network traffics (six different scenarios) in OPNET simulation tool based on estimated distributions.



Table 2 shows modeling results for test traffic 1 over six different scenarios in OPNET simulation tool. There are estimated statistical parameters such as Hurst parameters and distributions used in models and simulation results using these models. Figure 11 shows all six modeled traffic traffics generated by OPNET, with estimated distributions and parameters from Table 2. The best approximation for test traffic 1 is modeled traffic 5 from Table 2, which is described by Pareto distribution for data size process and Weibull distribution for data inter-arrival time. Figure 12 shows a comparison between the second test traffic and the modeled traffic 5 for bit rates. From all critera after comparison, we can say that the modeled traffic 5 is a good approximation of measured test traffic 1.
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Fig. 11. Modeling measured test traffic 1 in OPNET simulation tool with six different estimated parameters from Table 2 (scenario 1 and 2 with RPG station, scenario 3, 4, 5, 6 with IP station).
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parameters for modeling traffic



data inter-arrival process



data size process



measured test traffic 1



X



X



modeled 1



H = 0.732



modeled 2 modeled 3 modeled 4 modeled 5 modeled 6



H = 0.732 exponential λ = 0.0458 Weibull α = 0.304 β = 0.00578 Weibull α = 0.304 β = 0.00578 exponential λ = 0.0458



Pareto α = 0.9835 β = 432 exponential λ = 7547.2 exponential λ = 933.4 exponential λ = 933.4 Pareto α = 0.9835 β = 34 Pareto α = 0.9835 β = 34



parameters of measured and modeled traffic in OPNET packet bite rate H rate (p/s) (kb/s) 24



108.90



0.73



33.82



128.75



0.59



29.18



181.44



0.59



27.56



168.94



0.51



25.14



153.71



0.62



25.32



88.70



0.66



26.63



81.30



0.55



Table 2. The left side of table shows the estimated distributions and parameters for measured test traffic 1 (six different distribution combinations). The right side of table shows main properties of modeled network traffic in OPNET simulation tool (six scenarios), where estimated distributions were used.



Fig. 12. Comparison between the modeled traffic 5 generated in OPNET simulation tool and the measured test traffic 1 in bits per second (kb/s).
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Test traffic 2 is also modeled over six different scenarios, just like in the first case. Table 3 shows the main properties of measured test traffic 2 and estimated distribution parameters which were used in OPNET simulation tool for simulating network traffic (left side of Table 3). Table 3 (right side) also shows main properties of simulated network traffics (six different scenarios) in OPNET simulation tool.



As the best modeled traffic of test traffic 2 from all six cases (Table 3), we choose the case where simulated traffic is described by the exponential distribution for packet sizes and Weibull heavy-tailed distribution for inter-arrival time (modeled traffic 4). The bit-rate of this traffic is 33.27 (p/s) and packet-rate is 126.79 (kb/s), which are very close to the measured values. The Hurst parameter of the simulated traffic is 0.58, which is also close to the estimated values of the measured traffic. Figure 13 shows the comparison between the measured test traffic 2 and the best-modeled traffic (modeled traffic 4) for bit rates. From all critera after comparison, we can say that the simulated traffic is a good approximation of the measured traffic 2. parameters of measured and modeled traffic in OPNET



parameters for modeling traffic



data inter-arrival process



data size process



packet rate (p/s)



bite rate (kb/s)



H



measured test traffic 2



X



X



35.61



114.51



0.55



modeled 1



H = 0.55



Pareto α = 0.8373 β = 272



49.46



231.98



0.62



modeled 2



H = 0.55



exponential λ = 3619



36.66



140.72



0.58



modeled 3



exponential λ = 0.029



exponential λ = 452.48



35.66



135.89



0.53



modeled 4



Weibull α = 0.57 β = 0.01894



exponential λ = 452.48



33.27



126.79



0.58



modeled 5



Weibull α = 0.57 β = 0.01894



Pareto α = 0.8373 β = 34



52.27



298.25



0.62



modeled 6



exponential λ = 0.029



Pareto α = 0.8373 β = 34



55.12



315.61



0.53



Table 3. The left side of table shows the estimated distributions and parameters for measured test traffic 2 (six different distribution combinations). The right side of table shows main properties of modeled network traffic in OPNET simulation tool (six scenarios), where estimated distributions and its parameters were used.
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Fig. 13. Comparison between modeled traffic 4 generated in OPNET simulation tool and measured test traffic 2 in bits per second (kb/s).



7. Conclusion In this chapter, we present our research in the area of measurements, modeling and simulations of the self-similar network traffic. Firstly, the state of the art method for modeling and simulating of self-similar network traffic is presented. We also describe a number of facts about self-similarity, long range dependences and probability, which are used to describe such stochastic processes. Described as well are the mechanism and models to simulate network traffic in the OPNET Modeler simulation tool. The main goal of our research is to simulate measured network traffic, where we tend to minimize discrepancies between the measured and the simulated network traffic in the sense of packet-rate, bit-rate, bursts intensity, and variances. One of the big challenges in our research work was to find appropriate method to estimate parameters of data source network traffic processes that are based on measured network packet's traffic. The estimated parameters are needed during the modeling of the measured network traffic in the simulation tool. For those reasons, we have developed different methods, which allow estimation of the parameters of data source network traffic processes, based on the measured network packet's traffic. At the end of the chapter, all phases needed for simulating the measured network traffic in the OPNET simulation tool are presented. During the analysis phase we pay attention to the self-similar property, which has become the basic model for describing today’s network traffic. In the network traffic theory, the properties of short and long-range dependence are directly prescribed by the values of estimated parameter H. In our network traffic analysis, we prove that network traffic (test traffic 2) can exist where Hurst parameter is bigger than 0.5, but this process does not have the property of a long-range dependence. For the purpose of parameters estimation of data source network traffic processes, we have used a method that mimics packet defragmentation. Through the use of this method we
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offer estimated parameters, used in simulations, where six traffics are simulated by different distributions for each of the measured test traffic. It can be seen from simulations that in the case of modeling self-similar traffic, short-range dependence is more appropriate for choosing exponential distribution to describe a packet-size process. The exponential distribution does not impact the extreme peaks in the modeled traffic. Pareto distribution is unsuitable for this purpose. Heavy-tailed distributions, especially Pareto, are suitable for modeling a packet-size process of the measured network traffic, which are self-similar and also have the property of a longrange dependence (test traffic 1). There are discrepancies between the measured and the modeled traffics in the sense of packet-rate, bit-rate, bursts intensity, and variances. With a method which mimics defragmentation, a good approximation of the measured network traffic is obtained. We cannot claim that this is the optimal method for all situations, because there are some limitations, although it shows good results through simulation in OPNET Modeler. We have noticed that estimating the shape-parameter of Pareto is very delicate, because a small deviation in the parameter causes large discrepancies regarding the network traffic’s average values, which is one of the important criteria for traffic modeling.
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1. Introduction Fluid models are powerful tools for evaluating the performance of packet telecommunication networks. By masking the complexity of discrete packet based systems, ﬂuid models are in general easier to analyze and yield simple dimensioning formulas. Among ﬂuid queuing systems, those with arrival rates modulated by Markov chains are very efﬁcient to capture the burst structure of packet arrivals, notably in the Internet because of bulk data transfers. By exploiting the Markov property, very efﬁcient numerical algorithms can be designed to estimate performance metrics such as the overﬂow probability, the delay of a ﬂuid particle or the duration of a busy period. In the last decade, stochastic ﬂuid models and in particular Markov driven ﬂuid queues, have received a lot of attention in various contexts of system modeling, e.g. manufacturing systems (see Aggarwal et al. (2005)), communication systems (in particular TCP modeling; see vanForeest et al. (2002)) or more recently peer to peer ﬁle sharing process (see Kumar et al. (2007)) and economic systems (risk analysis; see Badescu et al. (2005)). Many techniques exist to analyze such systems. The ﬁrst studies of such queuing systems can be dated back to the works by Kosten (1984) and Anick et al. (1982), who analyzed ﬂuid models in connection with statistical multiplexing of several identical exponential on-off input sources in a buffer. The above studies mainly focused on the analysis of the stationary regime and have given rise to a series of theoretical developments. For instance, Mitra (1987) and Mitra (1988) generalize this model by considering multiple types of exponential on-off inputs and outputs. Stern & Elwalid (1991) consider such models for separable Markov modulated rate processes which lead to a solution of the equilibrium equations expressed as a sum of terms in Kronecker product form. Igelnik et al. (1995) derive a new approach, based on the use of interpolating polynomials, for the computation of the buffer overﬂow probability. Using the Wiener-Hopf factorization of ﬁnite Markov chains, Rogers (1994) shows that the distribution of the buffer level has a matrix exponential form, and Rogers & Shi (1994) explore algorithmic issues of that factorization. Ramaswami (1999) and da Silva Soares & Latouche (2002), Ahn & Ramaswami (2003) and da Silva Soares & Latouche (2006) respectively exhibit
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and exploit the similarity between stationary ﬂuid queues in a ﬁnite Markovian environment and quasi birth and death processes. Following the work by Sericola (1998) and that by Nabli & Sericola (1996), Nabli (2004) obtained an algorithm to compute the stationary distribution of a ﬂuid queue driven by a ﬁnite Markov chain. Most of the above cited studies have been carried out for ﬁnite modulating Markov chains. The analysis of a ﬂuid queue driven by inﬁnite state space Markov chains has also been addressed in many research papers. For instance, when the driving process is the M/M/1 queue, Virtamo & Norros (1994) solve the associated inﬁnite differential system by studying the continuous spectrum of a key matrix. Adan & Resing (1996) consider the background process as an alternating renewal process, corresponding to the successive idle and busy periods of the M/M/1 queue. By renewal theory arguments, the ﬂuid level distribution is given in terms of integral of Bessel functions. They also obtain the expression of Virtamo and Norros via an integral representation of Bessel functions. Barbot & Sericola (2002) obtain an analytic expression for the joint stationary distribution of the buffer level and the state of the M/M/1 queue. This expression is obtained by writing down the solution in terms of a matrix exponential and then by using generating functions that are explicitly inverted. In Sericola & Tufﬁn (1999), the authors consider a ﬂuid queue driven by a general Markovian queue with the hypothesis that only one state has a negative drift. By using the differential system, the ﬂuid level distribution is obtained in terms of a series, which coefﬁcients are computed by means of recurrence relations. This study is extended to the ﬁnite buffer case in Sericola (2001). More recently, Guillemin & Sericola (2007) considered a more general case of inﬁnite state space Markov process that drives the ﬂuid queue under some general uniformization hypothesis. The Markov chain describing the number of customers in the M/M/1 queue is a speciﬁc birth and death process. Queueing systems with more general modulating inﬁnite Markov chain have been studied by several authors. For instance, van Dorn & Scheinhardt (1997) studied a ﬂuid queue fed by an inﬁnite general birth and death process using spectral theory. Besides the study of the stationary regime of ﬂuid queues driven by ﬁnite or inﬁnite Markov chains, the transient analysis of such queues has been studied by using Laplace transforms by Kobayashi & Ren (1992) and Ren & Kobayashi (1995) for exponential on-off sources. These studies have been extended to the Markov modulated input rate model by Tanaka et al. (1995). Sericola (1998) has obtained a transient solution based on simple recurrence relations, which are particularly interesting for their numerical properties. More recently, Ahn & Ramaswami (2004) use an approach based on an approximation of the ﬂuid model by the amounts of work in a sequence of Markov modulated queues of the quasi birth and death type. When the driving Markov chain has an inﬁnite state space, the transient analysis is more complicated. Sericola et al. (2005) consider the case of the M/M/1 queue by using recurrence relations and Laplace transforms. In this paper, we analyze the transient behavior of a ﬂuid queue driven by a general ergodic birth and death process using spectral theory in the Laplace transform domain. These results are applied to the stationary regime and to the busy period analysis of that ﬂuid queue.
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2. Model description 2.1 Notation and fundamental system



Throughout this paper, we consider a queue fed by a ﬂuid trafﬁc source, whose instantaneous transmitting bit rate is modulated by a general birth and death process (Λt ) taking values in N = {0, 1, 2, . . .}. The input rate is precisely r (Λt ), where r is a given increasing function from N into R. The birth and death process (Λt ) is characterized by the inﬁnitesimal generator given by the inﬁnite matrix ⎛ ⎞ − λ0 λ0 0 . . ⎜ μ1 −(λ1 + μ1 ) λ1 . .⎟ ⎟, (1) A=⎜ ⎝ 0 −(λ2 + μ2 ) λ2 . ⎠ μ2 . . . . . where λi > 0 for i ≥ 0 is the transition rate from state i to state i + 1 and μ j > 0 for j ≥ 1 is the transition rate from state j to state j − 1. We assume that the birth and death process (Λt ) is ergodic, which amounts to assuming (see Asmussen (1987) for instance) that ∞



1



∑ λi πi



i =0



= ∞ and



∞



∑ πi < ∞,



(2)



i =0



where the quantities πi are deﬁned by: π0 = 1



and



πi =



λ0 . . . λ i −1 , μ1 . . . μ i



fori ≥ 1.



Under the above assumption, the birth and death process (Λt ) has a unique invariant probability measure: in steady state, the probability of being in state i is p (i ) =



πi



∞



.



∑ πj



j =0



Let p0 (i ) denote, for i ≥ 0, the probability that the birth and death process (Λt ) is in state i at time 0, i.e., P (Λ0 = i ) = p0 (i ). Note that if p0 (i ) = p(i ) for all i ≥ 0, then P (Λt = i ) = p(i ) for all t ≥ 0 and i ≥ 0. We assume that the queue under consideration is drained at constant rate c > 0. Furthermore, we assume that r (i ) > c when i is greater than a ﬁxed i0 > 0 and that r (i ) < c for 0 ≤ i ≤ i0 . (It is worth noting that we assume that r (i ) = c for all i ≥ 0 in order to exclude states with no drift and thus to avoid cumbersome special cases.) In addition, the parameters c and r (i ) are such that ∞ r (i ) ρ=∑ p (i ) < 1 (3) c i =0 so that the system is stable. The quantity ri = r (i ) − c is either positive or negative and is the net input rate when the modulating process (Λt ) is in state i.
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Let Xt denote the buffer content at time t. The process ( Xt ) satisﬁes the following evolution equation: for t ≥ 0, ⎧ ⎨ r (Λt ) − c if Xt > 0 or r (Λt ) > c, dXt (4) = ⎩ dt 0 if Xt = 0 and r (Λt ) ≤ c. Let f i (t, x ) denote the joint probability density function deﬁned by f i (t, x ) =



∂ P (Λt = i, Xt ≤ x ). ∂x



As shown in Sericola (1998), on top of its usual jump at point x = 0, when X0 = x0 ≥ 0, the distribution function P (Λt = i, Xt ≤ x ) has a jump at points x = x0 + ri t, for t such that x0 + ri t > 0, which corresponds to the case when the Markov chain {Λt } starts and remains during the whole interval [0, t) in state i. We focus in the rest of the paper on the probability density function f i (t, x ) for x > 0 along with its usual jump at point x = 0. A direct consequence of the evolution equation (4) is the forward Chapman-Kolmogorov equations satisﬁed by ( f i (t, x ), x ≥ 0, i ∈ N ), which form the fundamental system to be solved. Proposition 1 (Fundamental system). The functions ( x, t) → f i (t, x ) for i ∈ N satisfy the differential system (in the sense of distributions): ∂  ∂ fi = −ri { i > i0 } + { i ≤ i0 } { x >0} f i − ( λ i + μ i ) f i + λ i −1 f i −1 + μ i +1 f i +1 , ∂t ∂x



(5)



with the convention λ−1 = 0, f −1 ≡ 0 and f i (t, x ) = 0 for x < 0. Note that the differential system (5) holds for the density probability functions f i (t, x ). The differential system considered in Parthasarathy et al. (2004) and van Dorn & Scheinhardt (1997) governs the probability distribution functions P ( Xt ≤ x, Λt = i ), i ≥ 0. The differential system (5) is actually the equivalent of Takács’ integro-differential formula for the M/G/1 queue, see Kleinrock (1975). The resolution of this differential system is addressed in the next section. 2.2 Basic matrix Equation



Introduce the double Laplace transform Fi (s, ξ ) = 



∞ ∞ 0−



0−



(0)



and deﬁne the functions f i 



∞ 0



 e−st E −ξXt {Λt =i} dt



(ξ ) and hi (s) for i ∈ N as follows



(0)



fi



e−st−ξx f i (t, x )dtdx =



(ξ ) =



hi ( s ) = 



∞ 0 



∞ 0



e− xξ P {Λ0 = i, X0 ∈ dx } e−st P {Λt = i, Xt = 0}dt.
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The functions f i are related to the initial conditions of the system and are known functions. For i > i0 , we have P {Λt = i, Xt = 0} = 0, which implies that hi (s) = 0, for i > i0 . On the contrary, for i ≤ i0 , the functions hi are unknown and have to be determined by taking into account the dynamics of the system. By taking Laplace transforms in Equation (5), we obtain the following result. Proposition 2. Let F (s, ξ ), f (0) , and h(s) be the inﬁnite column vectors, which components are (0)



Fi (s, ξ )/πi , f i equation



/πi , and hi (s)/πi for i ≥ 0, respectively. Then, these vectors satisfy the matrix



(sI + ξR − A) F (s, ξ ) = f (0) (ξ ) + ξRh(s),



(6)



where I is the identity matrix, A is the inﬁnitesimal generator of the birth and death process {Λt } deﬁned by Equation (1), and R is the diagonal matrix with diagonal elements ri , i ≥ 0. (0)



Proof. Taking the Laplace transform of ∂ f i /∂t gives rise to the term sFi − f i . In the same way, taking the Laplace transform of ∂( { x>0} f i )/∂x yields the term ξ Fi − ξhi . Hence, taking Laplace transforms in Equation (5) and dividing all terms by πi gives, for i ≥ 0, (0)



s



f F h F F F Fi − i = − r i ξ i + r i ξ i − ( λ i + μ i ) i + λ i i +1 + μ i i −1 , πi πi πi πi πi π i +1 π i −1



which can be rewritten in matrix form as Equation (6) When we consider the stationary regime of the ﬂuid queue, we have to set f (0) (ξ ) ≡ 0 and eliminate the term sI in Equation (6), which then becomes



(ξR − A) F (ξ ) = ξRh,



(7)



where h is the vector, which ith component  is hi = limt−→∞ P {Λt = i, Xt = 0}/πi and F (ξ ) is the vector, which ith component is E e−ξXt {Λt =i} /πi . This is the Laplace transform version of Equation (12) by van Dorn & Scheinhardt (1997), which addresses the resolution of Equation (7).



3. Resolution of the fundamental system In this section, we show how Equation (6) can be solved. For this purpose, we analyze the structure of this equation and in a ﬁrst step, we prove that the functions Fi (s, ξ ) can be expressed in terms of the function Fi0 (s, ξ ). (Recall that the index i0 is the greatest integer such that r (i ) − c < 0 and that for i ≥ i0 + 1, r (i ) > c.). The proof greatly relies on the spectral properties of some operators deﬁned in adequate Hilbert spaces. 3.1 Basic orthogonal polynomials



In the following, we use the orthogonal polynomials Qi (s; x ) deﬁned by recursion: Q0 (s; x ) ≡ 1, Q1 (s; x ) = (s + λ0 − r0 x )/λ0 and for i ≥ 1,
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  λi s + λi + μi μ Qi+1 (s; x ) + x − Qi (s; x ) + i Qi−1 (s; x ) = 0. |ri | |ri | |ri |



(8)



By suing Favard’s criterion (see Askey (1984) for instance), it is easily checked that the polynomials Qi (s; x ) for i ≥ 0 form an orthogonal polynomial system. i −1 The polynomials |λr0 ...λ Qi (s; −z), i ≥ 0 are the successive denominators of the continued 0 ...ri −1 | fraction 1 F e (s; z) = μ λ 1 0



|r0 r1 |



λ0 z + s+ − |r0 |



z+



s + λ1 + μ1 |r1 |



μ2 λ1 |r2 r1 |



− z+



s + λ2 + μ2 |r2 |



. − ..



which is itself the even part of the continued fraction α1 ( s )



F (s; z) =



α2 ( s )



z+ 1+



,



(9)



α3 ( s ) z+



α4 ( s ) . 1 + ..



where the coefﬁcients αk (s) are such that α1 (s) = 1, α2 (s) = (s + λ0 )/|r0 |, and for k ≥ 1, α2k (s)α2k+1 (s) =



λ k −1 μ k , | r k −1 r k |



α2k+1 (s) + α2(k+1) (s) =



s + λk + μk . |r k |



(10)



We have the following property, which is proved in Appendix A. Lemma 1. The continued fraction F (s; z) deﬁned by Equation (9) is a converging Stieltjes fraction for all s ≥ 0. As a consequence of the above lemma, there exists a unique bounded, increasing function ψ(s; x ) in variable x such that



F (s; z) = 



∞ 0



1 ψ(s; dx ). z+x



The polynomials Qn (s; x ) are orthogonal with respect to the measure ψ(s; dx ) and satisfy the orthogonality relation



∞ |r0 | Qi (s; x ) Q j (s; x )ψ(s; dx ) = δ (11) |ri |πi i,j 0 As a consequence, it is worth noting that the polynomial Qi (s; x ) has i real, simple and positive roots. It is possible to associate with the polynomials Qi (s, x ) a new class of orthogonal polynomials, referred to as associated polynomials and denoted by Qi (i0 + 1; s; x ) and satisfying the
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recurrence relations: Q0 (i0 + 1; s; x ) = 1, Q1 (i0 + 1; s; x ) = (s + λi0 +1+i + μi0 +1+i − ri0 +1+i x )/λi0 +1+i and, for i ≥ 0,   λ i0 +1+ i s + λ i0 +1+ i + μ i0 +1+ i Q (i + 1; s; x ) + x − Qi (i0 + 1; s; x ) r i0 +1+ i i +1 0 r i0 +1+ i μ + i0 +1+i Qi−1 (i0 + 1; s; x ) = 0. r i0 +1+ i



(12)



The polynomials Qi (i0 + 1; s; z) are related to the denominator of the continued fraction 1



Fie0 (z) = z+



s + λ i0 +1 + μ i0 +1 r i0 +1



λ i0 +1 μ i0 +2 r i0 +1 r i0 +2



− z+



s + λ i0 +2 + μ i0 +2 r i0 +2



− z+



λ i0 +2 μ i0 +3 r i0 +2 r i0 +3



s + λ i0 +3 + μ i0 +3 | r i0 +3 |



. − ..



which is the even part of the continued fraction Fi0 (z) deﬁned by β 1 (s)



Fi0 (s; z) =



,



β 2 (s)



z+ 1+



(13)



β 3 (s) z+



β 4 (s) . 1 + ..



where the coefﬁcients β k (s) are such that β 1 (s) = 1,



β 2 ( s ) = ( s + λ i0 +1 + μ i0 +1 ) / | r i0 +1 | ,



and for k ≥ 1, β 2k (s) β 2k+1 (s) =



λ i0 + k μ i0 + k +1 , r i0 + k r i0 +1+ k



s + λ i0 +1+ k + μ i0 +1+ k . β 2k+1 (s) + β 2(k+1) (s) = r i0 +1+ k



(14)



Since the continued fraction F (s; z) is a converging Stieltjes fraction, it is quite clear that the continued fraction Fi0 (s; z) deﬁned by Equation (13) is a converging Stieltjes fraction for all s ≥ 0. There exists hence a unique bounded, increasing function ψ[i0 ] (s; x ) in variable x such that



∞ 1 Fi0 (s; z) = ψ[i0 ] (s; dx ). z + x 0 The polynomials Qi (i0 + 1; s; x ) are orthogonal with respect to the measure ψ[i0 ] (s; dx ) and satisfy the orthogonality relation



∞ 0



Qi (i0 + 1; s; x ) Q j (i0 + 1; s; x )ψ[i0 ] (s; dx ) =



r i0 +1 π i0 +1 δ . ri0 +1+i πi0 +1+i i,j
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3.2 Resolution of the matrix equation



We show in this section how to solve the matrix Equation (6). In a ﬁrst step, we solve the i0 + 1 ﬁrst linear equations. Lemma 2. The functions Fi (s, ξ ), for i ≤ i0 , are related to function Fi0 +1 (s, ξ ) as follows: for ξ = ζ k (s), k = 0, . . . , i0 , Fi (s, ξ ) =



π i i0 (0) ( f j (ξ ) + r j ξh j (s)) r0 j∑ =0 



∞ Q (s; x ) Q (s; x ) j i



ξ−x



0



+ μ i0 +1



πi F (s, ξ ) r0 i0 +1



ψ[i0 ] (s; dx ) 



∞ Qi0 (s; x ) Qi (s; x ) 0



ξ−x



ψ[i0 ] (s; dx ),



(15)



where the ζ k (s) are the roots of the polynomial Qi0 +1 (s; x ) deﬁned by Equation (8) and the measure ψ[i0 ] (s; dx ) is deﬁned by Equation (45) in Appendix A. Proof. Let I [i0 ] , A[i0 ] and R[i0 ] denote the matrices obtained from the inﬁnite identity matrix, the inﬁnite matrix A deﬁned by Equation (1) and the inﬁnite diagonal matrix R by deleting the rows and the columns with an index greater than i0 , respectively. Denoting by F[i0 ] , h[i0 ] and (0)



f [i0 ] the ﬁnite column vectors which ith components are Fi /πi , hi /πi and f i for i = 0, . . . , i0 , Equation (6) can be written as



(sI [i0 ] + ξR[i0 ] − A[i0 ] ) F[i0 ] = f [i0 ] + ξR[i0 ] h[i0 ] +



/πi , respectively



λ i0 F e , π i0 +1 i0 +1 i0



where ei0 is the column vector with all entries equal to 0 except the i0 th one equal to 1. Since r (i ) < c for all i ≤ i0 , the matrix R[i0 ] is invertible and the above equation can be rewritten as  λ i0 1 1 (sI [i0 ] − A[i0 ] ) F[i0 ] = R− f + ξh[i0 ] + F e . ξI [i0 ] + R− [ i0 ] [ i0 ] [ i0 ] r i0 π i0 +1 i0 +1 i0 From Lemma 6 proved in Appendix B, we know that the operator associated with the ﬁnite 1 (sI [i0 ] − A[i0 ] )) is selfadjoint in the Hilbert space Hi0 = Ci0 +1 equipped matrix (ξI [i0 ] + R− [ i0 ] with the scalar product



(c, d)i0 =



i0



∑ c k d k |r k | π k .



k =0



1 The eigenvalues of the operator (ξI [i0 ] + R− (sI [i0 ] − A[i0 ] )) are the quantities ξ − ζ k (s) for k [ i0 ]



=



0, . . . , i0 , where the ζ k (s) are the roots of the polynomial Qi0 +1 (s; x ) deﬁned by Equation (8). Hence, for ξ ∈ / {ζ 0 (s), . . . , ζ i0 (s)}, we have   −1 −1 1 1 1 F[i0 ] = ξI [i0 ] + R− (sI [i0 ] − A[i0 ] ) R− f + ξ ξI [i0 ] + R− (sI [i0 ] − A[i0 ] ) h [ i0 ] [ i0 ] [ i0 ] [ i0 ] [ i0 ]  −1 λ i0 1 + Fi0 +1 ξI [i0 ] + R− ( sI − A ) ei0 . [ i ] [ i ] 0 0 [ i0 ] r i0 π i0 +1
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By introducing the vectors Q[i0 ] (s, ζ k (s)) for k = 0, . . . , i0 deﬁned in Appendix B, the column vector ei with all entries equal to 0 except the ith one equal to 1 can be written as ej =



|r j | π j ∞ Q j (s, x ) Q[i0 ] (s, x )ψ[i0 ] (s; dx ) |r0 | 0



where the measure ψ[i0 ] (s; dx ) is deﬁned by Equation (45). Since the vectors Q[i0 ] (s, ζ k (s)) are such that −1  1 1 ( sI − A ) Q[i0 ] (s, ζ k (s)) = Q (s, ζ k (s)), ξI [i0 ] + R− [ i ] [ i ] 0 0 [ i0 ] ξ − ζ k ( s ) [ i0 ] we deduce that 



1 ξI [i0 ] + R− (sI [i0 ] − A[i0 ] ) [i ]



−1



0



|r j |π j ∞ Q j (s, x ) Q[i0 ] (s, x )ψ[i0 ] (s; dx ) |r0 | 0 ξ−x



ej =



Hence, if f = ∑ij0=0 f j e j , then 



1 ξI [i0 ] + R− (sI [i0 ] − A[i0 ] ) [i ] 0



−1



f =



i0



∑



j =0



fj



|r j |π j ∞ Q j (s, x ) Q[i0 ] (s, x )ψ[i0 ] (s; dx ) |r0 | 0 ξ−x



and the ith component of the above vector is  −1 1 ( ξI [i0 ] + R− ( sI − A ) f )i = [ i0 ] [ i0 ] [i ] 0



i0



∑



j =0



fj



|r j |π j ∞ Q j (s, x ) Qi (s, x ) ψ[i0 ] (s; dx ) |r0 | 0 ξ−x



1 Applying the above identity to the vectors R− f , h and ei0 , Equation (15) follows. [ i ] [ i0 ] [ i0 ] 0



We now turn to the analysis of the second part of Equation (6). Lemma 3. For s ≥ 0, the functions Fi (s, ξ ) are related to function Fi0 (s, ξ ) by the relation: for i ≥ 0, Fi0 +i+1 (s, ξ ) = λi0



+



π i0 + i +1 F (s, ξ ) r i0 +1 π i0 +1 i0 



∞ Qi (i0 + 1; s; x ) [i0 ] ψ (s; dx )



ξ+x



0



π i0 + i +1 ∞ (0) f i0 + j +1 ( ξ ) ri0 +1 πi0 +1 j∑ =0 



∞ Q (i + 1; s; x ) Q (i + 1; s; x ) j 0 i 0 ψ[i0 ] (s; dx ), 0



x+ξ



(16)



where the measure ψ[i0 ] (s; dx ) is the orthogonality measure of the associated polynomials Qi (i0 + 1; s; x ), i ≥ 0. Proof. Let I [i0 ] , A[i0 ] and R[i0 ] denote the matrices obtained from I, A and R by deleting the ﬁrst (i0 + 1) lines and columns, respectively. The inﬁnite matrix ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] ) induces in the Hilbert space H i0 deﬁned by
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 H = i0



( fn ) ∈ C







∞



N



:



∑ | fn |



n =0



2



r i0 + n +1 π i0 + n +1 < ∞



and equipped with the scalar product



( f , g) =



∞



∑



n =0



f n g n r i0 + n +1 π i0 + n +1 ,



where gn is the conjugate of the complex number gn , an operator such that for f ∈ H i0



(( R[i0 ] )−1 (sI [i0 ] − A[i0 ] ) f )n = μ s + λ i0 + n +1 + μ i0 +1+ n λ i + n +1 − i0 +1+ n f n −1 + fn − 0 f . r i0 + n +1 r i0 + n +1 r i0 + n +1 n +1 The above operator is symmetric in H i0 . To show that this operator is selfadjoint, we have to prove that the domains of this operator and its adjoint coincide. In Guillemin (2012), it is shown that given the special form of the operator under consideration, this condition is equivalent to the convergence of the Stieltjes fraction deﬁned by Equation (13) and if this is the case, the spectral measure is the orthogonality measure ψ[i0 ] (s; dx ). Since the continued fraction Fi0 (s; z) is a converging Stieltjes fraction, the above operator is hence selfadjoint. Let Q[i0 ] (s; x ) the column vector which ith entry is Qi (i0 + 1; s; x ). This vector is in H i0 if de f



and only if  Q[i0 ] (s; x )2 = ( Q[i0 ] (s; x ), Q[i0 ] (s; x )) < ∞. If it is the case, then the measure ψ[i0 ] (s; dx ) has an atom at point x with mass 1/ Q[i0 ] (s; x )2 . Otherwise, the vector Q[i0 ] (s; x ) is not in H i0 but from the spectral theorem we have H i0 = 



⊕



Hxi0 ψ[i0 ] (s; dx )



where Hxi0 is the vector space spanned by the vector Q[i0 ] (s; x ) for x in the support of the measure ψ[i0 ] (s; dx ). In addition, we have the resolvent identity: For f , g ∈ H i0 and ξ ∈ C such that −ξ is not in the support of the measure ψ[i0 ] (s; dx ),  ∞  −1 ( f x , g ) [ i0 ] f, g = (17) ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] ) ψ (s; dx ). ξ+x 0 where f x is the projection on Hxi0 of the vector f . For i ≥ 0, let ei denote the column vector, which ith entry is equal to 1 and the other entries are equal to 0. Denoting by F [i0 ] and fˆ[i0 ] the column vectors which ith components are (0)



Fi0 +1+i /πi0 +1+i and f i0 +1+i /πi0 +1+i , respectively, Equation (6) can be written as



(sI [i0 ] + ξR[i0 ] − A[i0 ] ) F [i0 ] = f [i0 ] + since hi (s) ≡ 0 for i > i0 .



μ i0 +1 F e , π i0 i0 0
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Given that ri > 0 for i > i0 , the matrix R[i0 ] is invertible and the above equation can be rewritten as  μ i +1 ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] ) F [i0 ] = ( R[i0 ] )−1 f [i0 ] + 0 Fi0 Rˆ −1 e0 , π i0  The operator



ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] )



support of the measure



ψ[i0 ] (s, dx ),







is invertible for ξ such that −ξ is not in the



and we have



 −1 ( R [ i0 ] ) −1 f [ i0 ] F [i0 ] = ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] )



+



 −1 μ i0 +1 Fi0 ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] ) e0 . r i0 +1 π i0



By using the spectral identity (17), we can compute Fi for i > i0 as soon as Fi0 is known. Indeed, we have ∞ F i +1+ j ej , F [ i0 ] = ∑ 0 π j =0 i0 +1+ j and then, for i ≥ i0 + 1, by using the fact that ri0 +1+i Fi0 +1+i = ( F [i0 ] , ei ), we have ri0 +1+i Fi0 +1+i =







ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] ) 



μ + i0 +1 Fi0 r i0 +1 π i0



ξI



−1



[ i0 ]



( R [ i0 ] ) −1 f [ i0 ] , ei



+ (R



[ i0 ] −1



)



(sI



[ i0 ]







−A



[ i0 ]



)



−1



 e0 , e i .



By using the fact that for j ≥ 0,



(e j ) x =



r i0 + j +1 π i0 + j +1 r i0 +1 π i0 +1



Q j (i0 + 1; s; x ) Q[i0 ] (s; x ),



Equation (16) follows by using the resolvent identity (17). From the two above lemmas, it turns out that to determine the functions Fi (s, ξ ) it is necessary to compute the function hi (s) for i = 0, . . . , i0 + 1. For this purpose, let us introduce the non negative quantities η (s),  = 0, . . . , i0 , which are the (i0 + 1) solution to the equation 1−



λ i0 μ i0 +1 π i0 Fi0 (s; ξ ) r i0 +1 r0 



∞ Qi0 (s; x )2 0



ξ−x



ψ[i0 ] (s; dx ) = 0.



(18)



Then, we can state the following result, which gives a means of computing the unknown functions h j (s) for j = 0, . . . , i0 .
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Proposition 3. The functions h j (s), j = 0, . . . , i0 , satisfy the linear equations: for  = 0, . . . , i0 ,   −1 λi0 Fi0 (s; η (s))η (s)  1 ( sI − A ) e , h ( s ) ηk ( s )I [ i0 ] + R − i0 [ i0 ] [ i0 ] [ i0 ] r i0 i0   −1 = e0 , ( R[i0 ] )−1 f [i0 ] (ηk (s)) ηk (s)I [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] )   −1 λ F (s; η (s))  1 −1 − i0 i0 ( sI − A ) e , R f ( η ( s )) , ηk ( s )I [ i0 ] + R − i0 [ i0 ] [ i0 ] [ i0 ] [ i0 ] [ i0 ] k r i0 i0



(19)



where Fi0 (s; z) is the continued fraction (13) and f [i0 ] ((ξ ) and f [i0 ] (ξ ) are the vectors, which ith (0)



(0)



components are equal to f i0 +i+1 (ξ )/πi0 +i+1 and f i



(ξ )/πi , respectively.



Proof. From Equation (16) for i = i0 + 1 and Equation (15) for i = i0 , we deduce that  1−



λ i0 μ i0 +1 π i0 Fi0 (s; ξ ) r0 r i0 +1 



∞ Qi0 (s; x )2 0



ξ−x



 ψ[i0 ] (s; dx )



i0 λ i0 π i0 (0) Fi0 (s; ξ ) ∑ ( f j (ξ ) + r j ξh j (s)) r0 r i0 +1 j =0



+



1



∞



∑



r i0 +1 j =0



Fi0 +1 (s, ξ ) = 



∞ Q (s; x ) Q (s; x ) j i0



ξ−x



0



(0)



f i0 + j +1 ( ξ )



ψ[i0 ] (s; dx ) 



∞ Q (i + 1; s; x ) j 0 ψ[i0 ] (s; dx ). 0



x+ξ



(20)



From equation (15), since the Laplace transform Fi (s, ξ ) should have no poles for ξ ≥ 0, the roots ζ k (s) for k = 0, . . . , i0 should be removable singularities and hence for all i, j, k = 0, . . . , i0 Qi (s; ζ k (s))







(0) f j (ζ k (s)) + r j ζ k (s)h j (ζ k (s)) Q j (s; ζ k (s))



 +μi0 +1 Fi0 +1 (s, ζ k (s)) Qi0 (s, ζ k (s)) = 0.



By using the interleaving property of the roots of successive orthogonal polynomials, we have Qi (s; ζ k (s)) = 0 for all i, k = 0, . . . , i0 . Hence, the term between parentheses in the above equation is null and we deduce that the points ζ k (s), k = 0, . . . , i0 , are removable singularities in expression (20). The quantities h j (s), j = 0, . . . , i0 , are then determined by using the fact that the r.h.s. of equation (20) must cancel at points ηk (s) for k = 0, . . . , i0 . This entails that for k = 0, . . . , i0 , the terms ∞



∑



j =0



(0)



f i0 + j+1 (ηk (s)) 



∞ Q (i + 1; s; x ) j 0 ψ[i0 ] (s; dx ) 0



x + ηk ( s )



+ must cancel, where



λi0 πi0 Fi0 (s; ηk (s)) i0 ∑ v j (s) r0 j =0 (0) 



∞ Q (s; x ) Q (s; x ) j i0 0



v j (s) = f j (ηk (s)) + ηk (s)r j h j (s).



ηk ( s ) − x



ψ[i0 ] (s; dx )



(21)
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By using the fact that



∞ Q (s; x ) Q (s; x ) j i0 0



ηk ( s ) − x



ψ[i0 ] (s; dx ) =



|r0 | | r i0 | π i0 | r j | π j







1 (sI [i0 ] − A[i0 ] ) ηk ( s )I [ i0 ] + R − [i ]



−1



0



 ei0 , e j



i0



and



∞ Q (i + 1; s; x ) j 0 ψ[i0 ] (s; dx ) = 0



x + ηk ( s )



1 r i0 +1+ j π i0 + j +1







ηk (s)I [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] )



−1



 e0 , e j ,



Equation (19) follows. By solving the system of linear equations (19), we can compute the unknown functions h j (s) for j = 0, . . . , i0 . The function Fi0 +1 (s, ξ ) is then given by  1−



λ i0 μ i0 +1 π i0 Fi0 (s; ξ ) r i0 +1 r0



= −



1 r i0 +1



 



∞ Qi0 (s; x )2 0



ξ−x



 ψ[i0 ] (s; dx )



ξI [i0 ] + ( R[i0 ] )−1 (sI [i0 ] − A[i0 ] )



λi0 Fi0 (s; ξ ) r i0 r i0 +1







Fi0 +1 (s, ξ ) = −1



1 (sI [i0 ] − A[i0 ] ) ξI [i0 ] + R− [i ]



e0 , ( R [ i0 ] ) − 1 f [ i 0 ] ( ξ )



−1



0







1 ei0 , R − f (ξ ) + ξh(s) [ i ] [ i0 ] 0



 ,



(22)



i0



The function Fi0 (s, ξ ) is computed by using equation (22) and equation (15) for i = i0 . The other functions Fi (s, ξ ) are computed by using Lemmas 2 and 3. The above procedure can be applied for any value i0 but expressions are much simpler when i0 = 0, i.e., when there is only one state with negative net input rate. In that case, we have the following result, when the buffer is initially empty and the birth and death process is in state 1. Proposition 4. Assume that r0 < 0 and ri > 0 for i > 0. When the buffer is initially empty and the birth and death process is in the state 1 at time 0 (i.e., p0 (i ) = δ1,i for all i ≥ 0), the Laplace transform h0 (s) is given by r η ( s ) + s + λ0 μ F (s; η0 (s)) = 1 0 h0 ( s ) = 0 0 . (23) λ0 η0 (s)|r0 | r 1 | r 0 | η0 ( s ) where η0 (s) is the unique positive solution to the equation 1−



λ0 μ1 F0 (s; ξ ) = 0. r1 ( s + λ0 + r0 ξ )
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In addition, F1 (s, ξ ) =



 λ0 ξr0 h0 (s) F0 (s; ξ ) 1+ s + λ0 + r0 ξ . λ0 μ1 1− F0 (s; ξ ) r1 ( s + λ0 + r0 ξ ) 



1 r1



(24)



Proof. In the case i0 = 0, the unique root to the equation Q1 (s; x ) is ζ 0 (s) = (s + λ0 )|r0 |. The measure ψ[0] (s; dx ) is given by ψ[0] (s; dx ) = δζ 0 (s) (dx ) and Equation (18) reads 1−



λ0 μ1 1 F0 (s; ξ ) =0 r1 s + λ0 + r0 ξ



which has a unique solution η0 (s) > 0. When the buffer is initially empty and the birth and (0)



death process is in the state 1 at time 0, we have f i 



η0 ( s ) I



=



[0]



1 r1 π1



[0] −1



+ (R ) 



(sI



[0]



[0]



−A )



−1



(ξ ) = δ1,j . Then,



[0] −1 [0]



e0 , ( R )



η0 (s)I [0] + ( R[0] )−1 (sI [0] − A[0] )



f



−1







(η0 (s)) 



e0 , e0



= 



∞ 0



1 ψ[0] (s; dx ) η0 ( s ) + x



= F0 (s; η0 (s)), where we have used the resolvent identity (17) and the fact that (e0 ) x = Q[0] (s; x ). Moreover, 



1 (sI [0] − A[0] ) η0 ( s ) I [ 0 ] + R − [0]



−1



1 e0 , R − f (η (s)) + h(s) [0] [0] 0



=



 0



h0 ( s ) h0 (s)|r0 | ( e0 , e0 ) 0 = . η0 (s) + s+r0λ0 η0 (s) + s+r0λ0



By using Equation (19) for i0 = 0, Equation (23) follows. Finally, Equation (24) is obtained by using Equation (22).



4. Analysis of the stationary regime In this section, we analyze the stationary regime. In this case, we have to take s = 0 and f (0) ≡ 0. To alleviate the notation, we set ψ[i0 ] (0; dx ) = ψ[i0 ] (dx ), ψ[i0 ] (0; dx ) = ψ[i0 ] (dx ) and Q j (0; x ) = Q j ( x ) and Q j (i0 + 1; 0; x ) = Q j (i0 + 1; x ). Equation (20) then reads 



λ i μ i +1 π i0 1− 0 0 F i0 ( ξ ) r i0 +1 r0 



∞ Q i0 ( x )2 0



ξ−x



=



 ψ[i0 ] (dx )



Fi0 +1 (ξ )



λ i0 π i0 ξ F i0 ( ξ ) i0 ∑ rj hj r0 r i0 +1 j =0 



∞ Q (x)Q (x) j i0 0



ξ−x



ψ[i0 ] (dx ),



(25)
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where h j = limt−→∞ P (Λt = j, Xt = 0), Fi0 (ξ ) = Fi0 (0; ξ ) and Fi0 +1 (ξ ) = Fi0 +1 (0; ξ ). The continued fraction Fi0 (ξ ) has the following probabilistic interpretation:  μi0 +1 Fi0 (ξ )/ri0 +1 = E e−ξθi0 where θi0 is the passage time of the birth and death process with birth rates λn /|rn | and death rates μn /|rn | from state i0 + 1 to state i0 (see Guillemin & Pinchon (1999) for details). This entails in particular that Fi0 (0) = ri0 +1 /μi0 +1 . Let us ﬁrst characterize the measure ψ[i0 ] (dx ). For this purpose, let us introduce the polynomials of the second kind associated with the polynomials Qi ( x ). The polynomials of the second kind Pi ( x ) satisfy the same recursion as the polynomials Qi ( x ) but wit the initial conditions P0 ( x ) = 0 and P1 ( x ) = |r0 |/λ0 . The even numerators of the continued fraction de f



F (z) = F (0; z), where F (s; z) is deﬁned by Equation (9), are equal to n −1 even denominators to |λr0 ...λ Qn (−z). 0 ...rn−1 |



λ0 ...λn−1 P (−z) and the |r0 ...rn−1 | n



1 A in the Lemma 4. The spectral measure ψ[i0 ] (dx ) of the non negative selfadjoint operator R− [ i0 ] [ i0 ] Hilbert space Hi0 is such that 



∞ 0



Pi +1 (z) 1 ψ (dx ) = − 0 . z − x [ i0 ] Q i0 +1 ( z )



(26)



The measure ψ[i0 ] (dx ) is purely discrete with atoms located at the zeros ζ k , k = 0, . . . , i0 , of the polynomial Qi0 +1 (z). Proof. Let P[i0 ] (z) (resp. Q[i0 ] (z)) denote the column vector, which ith component for 0 ≤ i ≤ i0 is Pi (z) (resp. Qi (z)). For any x, z ∈ C, we have 



1 A ( P[i0 ] (z) + xQ[i0 ] (z)) = e0 − zI [i0 ] − R− [ i ] 0 [i ] 0



 λ i0  (z) + xQi0 +1 (z) ei0 . P | r i0 +1 | i0 +1



Hence, if z = ζ i for 0 ≤ i ≤ i0 , where ζ i is the ith zero of the polynomial Qi0 +1 ( x ), and if we take x = − Pi0 +1 (z)/Qi0 +1 (z), we see that 



1 A zI [i0 ] − R− [ i ] [ i0 ]



−1



0



Pi +1 (z) e0 = P[i0 ] (z) − 0 Q ( z ). Q i0 +1 ( z ) [ i0 ]



1 From the spectral identity for the operator R− A (similar to Equation (17)), we have [ i ] [ i0 ] 0







1 zI [i0 ] − R− A [ i ] [ i0 ] 0



−1







=



e0 , e0 i0 



∞ ((e0 ) x , e0 )i0 0



z−x



ψ[i0 ] (dx ) = −



Pi0 +1 (z) |r |. Q i0 +1 ( z ) 0



Since (e0 ) x = Q[i0 ] ( x ) because of the orthogonality relation (11), Equation (26) immediately follows.
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By using the above lemma, we can show that the smallest solution to the equation 1−



λ i0 μ i0 +1 π i0 F i0 ( ξ ) r i0 +1 r0 



∞ Q i0 ( x )2



ξ−x



0



ψ[i0 ] (dx ) = 0



(27)



is η0 = 0. The above equation is the stationary version of Equation (18). Lemma 5. The solutions η j , j = 0, . . . , i0 , to Equation (27) are such that η0 = 0 < η1 < . . . < ηi0 . For  = 1, . . . , i0 , η is solution to equation 1=



μ i0 +1 Q (ξ ) F ( ξ ) i0 . r i0 +1 i0 Q i0 +1 ( ξ )



(28)



Proof. The fraction Pi0 +1 (z)/Qi0 +1 (z) is a terminating fraction and from Equation (26), we have



∞ Pi0 +1 (−z) 1 = ψ[i0 ] (dx ). Qi0 +1 (−z) 0 z+x On the one hand, by applying Theorem 12.11d of Henrici (1977) to this fraction, we have Pi0 +1 (−z) P (−z) − i0 = Qi0 +1 (−z) Qi0 (−z) 



∞ Qi0 ( x )2 ψ[i0 ] (dx ) 0



Qi0 (−z)2



z+x



.



(29)



On the other hand, by using the fact that P (−z) Pi0 +1 (−z) |r0 | − i0 = , Qi0 +1 (−z) Qi0 (−z) λi0 πi0 Qi0 +1 (−z) Qi0 (−z) we deduce that 



∞ Q i0 ( x )2 0



x



ψ[i0 ] (dx ) =



(30)



|r0 | , λ i0 π i0



since Qi (0) = 1 for all i ≥ 0. In addition, by using the fact that Fi0 (0) = ri0 +1 /μi0 +1 , we deduce that the smallest root of Equation (27) is η0 = 0. The other roots are positive. Equation (27) can be rewritten as Equation (28) by using Equations (29) and (30). Note that by using the same arguments as above, we can simplify Equation (18). As a matter of fact, we have P (s, −z) Pi0 +1 (s, −z) |r0 | , − i0 = Qi0 +1 (s, −z) Qi0 (s, −z) λi0 πi0 Qi0 +1 (s, −z) Qi0 (s, −z) so Equation (18) becomes 1=



μ i0 +1 Q (s, ξ ) Fi0 (s, ξ ) i0 . r i0 +1 Qi0 +1 (s, ξ )



(31)



The quantities hi are evaluated by using the normalizing condition ∑ii0=0 hi = 1 − ρ, where ρ is deﬁned by Equation (3), and by solving the i0 linear equations  1 −1  = 1, . . . , i0 , ( η I − R − A ) e , h = 0, (32) i [ i ] 0 0 [i ] 0



i0
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where h is the vector which ith component is hi /πi . Once the quantities hi , i = 0, . . . , i0 are known, the function Fi0 +1 (ξ ) is computed by using relation (25). The function Fi0 (ξ ) is computed by using the relation Fi0 +1 (ξ ) =



λ i0 F (ξ )Fi0 (ξ ). r i0 +1 i0



This allows us to determine the functions Fi0 +1 (ξ ) and Fi0 (ξ ). The functions Fi (ξ ) for i = 0, . . . , i0 are computed by using Equation (15) for s = 0 and f (0) ≡ 0. The functions Fi (ξ ) for i > i0 are computed by using Equation (16) for s = 0 and f (0) ≡ 0. This leads to the following result. Proposition 5. The Laplace transform of the buffer content X in the stationary regime is given by  E e−ξX =



+



λ i0 r i0 +1



∞



∑



i =0



Fi (ξ ) =







Fi0 (ξ )



1 i0 r j ξh j r0 j∑ =0



μ i0 +1 F i0 ( ξ ) r0 



∞ Q ( x )Π( x ) j 0



ξ−x 



∞ Q i0 ( x ) Π ( x )



ξ−x



0



ψ[i0 ] (dx )



ψ[i0 ] (dx ) +



1 π i0 +1







∞ Π i0 ( x ) [ i0 ] ψ (dx ) 0



x+ξ



(33)



with Π( x ) = Π i0 ( x ) =



i0



∑ π i Q i ( x ),



i =0 ∞



∑ πi +1+i Qi (i0 + 1; x),



i =0



0 



∞ Q (x)Q (x) π i0 i0 j i0 r ξh ψ[i0 ] (dx ) j j r0 j∑ ξ − x 0 =0 . Fi0 (ξ ) =



∞ λ i0 μ i0 +1 π i0 Q i0 ( x )2 1− F i0 ( ξ ) ψ (dx ) r0 r i0 +1 ξ − x [ i0 ] 0



In the case when there is only one state with negative drift, the above result can be simpliﬁed as follows. Corollary 1. When there is only one state with negative drift, the Laplace transform of the buffer content is given by  



 ξ (1 − ρ )r0 λ1 ∞ Π0 ( x ) [0] −ξX = ψ (dx ) . 1+ (34) E e λ μ r1 0 x + ξ r0 ξ + λ0 − 0r1 1 F0 (ξ ) Proof. Since ψ[0] (dx ) = δζ 0 (dx ) with ζ 0 = λ0 /|r0 | and Π( x ) = 1, we have



∞ Π( x ) 0



r0 . ψ (dx ) = ξ − x [ i0 ] r0 ξ + λ0
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Moreover, we have h0 = 1 − ρ and then F0 (ξ ) =



(1 − ρ)ξr0 r0 ξ + λ0 −



λ0 μ1 r1 F0 ( ξ )



.



Simple algebra then yields equation (34). By examining the singularities in Equation (34), it is possible to determine the tail of the probability distribution of the buffer content in the stationary regime. The asymptotic behavior greatly depends on the properties of the polynomials Qi ( x ) and their associated spectral measure.



5. Busy period In this section, we are interested in the duration of a busy period of the ﬂuid reservoir. At the beginning of a busy period, the buffer is empty and the modulating process is in state i0 + 1. More generally, let us introduce the occupation duration B which is the duration the server is busy up to an idle period. The random variable B depends on the initial conditions and we deﬁne the conditional probability distribution Hi (t, x ) = P ( B ≤ t | Λ0 = i, X0 = x ). The probability distribution function of a busy period β of the buffer is clearly given by P ( β ≤ t) = Hi0 +1 (t, 0).



(35)



It is known in Barbot et al. (2001) that for t > 0 and x > 0, Hi (t, x ) satisﬁes the following partial differential equations ∂ ∂ H (t, x ) − ri Hi (t, x ) = −μi Hi−1 (t, x ) + (λi + μi ) Hi (t, x ) − λi Hi+1 (t, x ) ∂t i ∂x with the boundary conditions Hi (t, 0) = 1



if



t ≥ 0, ri ≤ 0,



Hi (0, x ) = 0



if



x > 0,



Hi (0, 0) = 0



if



ri > 0.



Deﬁne then conditional Laplace transform  θi (u, x ) = E e−uB | Λ0 = i, Q0 = x . By taking Laplace transforms in Equation (36), we have ri



∂ θ (u, x ) = uθi (u, x ) − μi θi−1 (u, x ) + (λi + μi )θi (u, x ) − λi θi+1 (u, x ) ∂x i



(36)
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By introducing the conditional double Laplace transform θ˜i (u, ξ ) = 



∞ 0



e−ξx θi (u, x )dx.



we obtain for i ≥ 0 ri ξ θ˜i (u, ξ ) − ri θi (u, 0) = uθ˜i (u, ξ ) − μi θ˜i−1 (u, ξ ) + (λi + μi )θ˜i (u, ξ ) − λi θ˜i+1 (u, ξ ) By introducing the inﬁnite vector Θ(u, ξ ), which ith component is θ˜i (u, ξ ), the above equations can be rewritten in matrix form as ξRΘ(u, ξ ) = RT (u) + (uI − A)Θ(u, ξ ),



(37)



where T (u) is the vector which ith component is equal to θi (u, 0). We clearly have θi (u, 0) = 1 for i = 0, . . . , i0 . For the moment, the functions θi (u, 0) for i > i0 are unknown functions. Equation (37) can be solved by using the same technique as in Section 3. In the following, we assume that the measure ψ[i0 ] (s; dx ) has a discrete spectrum with atoms located at points χk (s) > 0 for k ≥ 0. This assumption is satisﬁed for instance when the measure ψ(s; dx ) has a discrete spectrum (see Guillemin & Pinchon (1999) for details). Under this assumption, let χk (s) > 0 for k ≥ 0 be the solutions to the equation μi0 +1 Qi0 (u; −ξ ) F (u, −ξ ) = 1. ri0 +1 Qi0 +1 (u; −ξ ) i0 Proposition 6. The Laplace transforms θi0 +1+ j (u, 0) for j ≥ 0 satisfy the following linear equations: Qi0 (u; −ξ ) ∞ 1 ri0 +1+ j πi0 +1+ j θi0 +1+ j (u, 0) ri0 +1 πi0 +1 Qi0 +1 (u; −ξ ) j∑ =0



+



1 i0 |r j | π j |r0 | j∑ =0 



∞ Q (i + 1; u; x ) j 0 ψ[i0 ] (u; dx )



ξ−x



0 



∞ Q (u; x ) Q (u; x ) i0 j 0



ξ+x



ψ[i0 ] (u; dx ) = 0



(38)



for ξ ∈ {χk (s), k ≥ 0}. Proof. Equation (37) can be split into two parts. The ﬁrst part reads 



 λi 1 ξI [i0 ] − R− uI [i0 ] − A[i0 ] Θ[i0 ] = e[i0 ] − 0 θ˜i0 +1 (u, ξ )ei0 , [ i0 ] r i0



(39)



where e[i0 ] is the ﬁnite vector with all entries equal to 1 for i = 0, . . . , i0 and Θ[i0 ] is the ﬁnite vector, which ith entry is θ˜i (u, ξ ) for i = 0, . . . , i0 . The second part of the equation is   −1   μ i +1 ξI [i0 ] − R[i0 ] (40) uI [i0 ] − A[i0 ] Θ[i0 ] = T [i0 ] − 0 θ˜i0 (u, ξ )e0 , r i0 +1 where the vector T [i0 ] (resp. Θ[i0 ] ) has entries equal to θi0 +1+i (u, 0) (resp. θ˜i0 +1+i (u, ξ )) for i ≥ 0.
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By adapting the proofs in Section 3, we have for i = 0, . . . , i0 1 i0 |r j | π j θ˜i (u, ξ ) = |r0 | j∑ =0 



∞ Q (u; x ) Q (u; x ) i j



ξ+x



0



+



ψ[i0 ] (u; dx )



μ i0 +1 π i0 +1 ˜ θi0 +1 (u, ξ ) |r0 | 



∞ Qi0 (u; x ) Qi (s; x )



ξ+x



0



ψ[i0 ] (u; dx ),



(41)



and for i ≥ 0 μ i +1+ i ˜ θ (u, ξ ) θ˜i0 +i+1 (u, ξ ) = − 0 r i0 +1 i0



+ 



∞ Qi (i0 + 1; u; x ) [i0 ] ψ (u; dx )



ξ−x



0



∞



1 ri0 +1+ j πi0 +1+ j θi0 +1+ j (u, 0) ri0 +1 πi0 +1 j∑ =0 



∞ Q (i + 1; u; x ) Q (i + 1; u; x ) j 0 i 0 ψ[i0 ] (u; dx )



ξ−x



0



(42) By using Equation 41 for i = i0 and Equation (42) for i = 0, we obtain 



 μi0 +1 Qi0 (u; −ξ ) F (u, −ξ ) θ˜i0 (u, ξ ) = 1− ri0 +1 Qi0 +1 (u; −ξ ) i0 1 i0 |r j | π j |r0 | j∑ =0



+ 



∞ Q (u; x ) Q (u; x ) i0 j 0



ξ+x



ψ[i0 ] (u; dx )



Qi0 (u; −ξ ) ∞ 1 ri0 +1+ j πi0 +1+ j θi0 +1+ j (u, 0) ri0 +1 πi0 +1 Qi0 +1 (u; −ξ ) j∑ =0 



∞ Q (i + 1; u; x ) j 0 ψ[i0 ] (u; dx ) 0



ξ−x



where we have used the fact



∞ Qi0 (u; x )2 0



and



ξ+x 



∞ 0



ψ[i0 ] (u; dx ) =



|r0 | Qi0 (u; −ξ ) λi0 πi0 Qi0 +1 (u; −ξ )



1 ψ[i0 ] (u; dx ) = −Fi0 (u; −ξ ). ξ−x



Since the function θ˜i0 (u; ξ ) shall have no poles in [0, ∞), the result follows.



6. Conclusion We have presented in this paper a general method for computing the Laplace transform of the transient probability distribution function of the content of a ﬂuid reservoir fed with a source, whose transmission rate is modulated by a general birth and death process. This Laplace transform can be evaluated by solving a polynomial equation (see equation (18)). Once the zeros are known, the quantities hi (s) for i = 0, . . . , i0 are computed by solving the system of linear equations (19). These functions then completely determined the two critical functions Fi0 and Fi0 +1 , which are then used for computing the functions Fi for i > i0 + 1 and Fi for i < i0
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by using equations (16) and (15), respectively. Moreover, we note that the theory of orthogonal polynomials and continued fractions plays a crucial role in solving the basic equation (6). The above method can be used for evaluating the Laplace transform of the duration of a busy period of the ﬂuid reservoir as shown in Section 5. The results obtained in this section can be used to study the asymptotic behavior of the busy period when the service rate of the buffer becomes very large. Occupancy periods of the buffer then become rare events and one may expect that buffer characteristics converge to some limits. This will be addressed in further studies.



7. Appendix A. Proof of Lemma 1 From the recurrence relations (10), the quantities Ak (s) deﬁned by A0 (s) = 1 and for k ≥ 1 k



Ak (s) = |r0 . . . rk−1 | ∏ α2j (s) j =1



satisfy the recurrence relation for k ≥ 1 A k +1 ( s ) = ( s + λ k + μ k ) A k ( s ) − λ k −1 μ k A k −1 ( s ). It is clear that Ak (s) is a polynomial in variable s. In fact, the polynomials Ak (s) are the successive denominators of the continued fraction 1



G e (z) =



μ1 λ0



s + λ0 −



s + λ1 + μ1 −



μ2 λ1 . s + λ2 + μ2 − . .



which is itself the even part of the continued fraction α1



G(s) =



,



α2



z+



(43)



α3



1+ z+



α4 . 1 + ..



where the coefﬁcients αk are such that α1 = 1, α2 = λ0 , and for k ≥ 1, α2k α2k+1 = λk−1 μk ,



α2k+1 + α2(k+1) = λk + μk .



It is straightforwardly checked that α2k = λk−1 and α2k+1 = μk for k ≥ 1. The continued fraction G(s) is hence a Stieltjes fraction and is converging for all s > 0 if and only if ∑∞ k =0 a k =
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∞ where the coefﬁcients ak are deﬁned by 1 , a1



α1 =



αk =



1 for k ≥ 1. a k −1 a k



(See Henrici (1977) for details.) It is easily checked that for k ≥ 1 1 λ k −1 π k −1



a2k =



and



a2k+1 = πk .



Since the process (Λt ) is assumed to be ergodic, ∑k≥1 ak = ∞, which shows that the continued fraction G(s) is converging for all s > 0 and that there exists a unique measure ϕ(dx ) such that G(s) is the Stieltjes transform of ϕ(dx ), that is, for all s ∈ C \ (−∞, 0]



G(s) = 



∞ 0



1 ϕ(dx ). z+x



The support of ϕ(dx ) is included in [0, ∞) and this measure has a mass at point x0 ≥ 0 if and only if ∞ A (− x )2 ∑ λ0 . . . λk μ01 . . . μ < ∞. k −1 k k =0 Since the continued fraction G(s) is converging for all s > 0, we have ∞



A k ( s )2 = ∞. λ . . . λ k −1 μ1 . . . μ k k =0 0



∑



(44)



Since the polynomials Ak (s) are the successive denominator of the fraction G e (s), the polynomials Ak (−s), k ≥ 1, are orthogonal with respect to some orthogonality measure, namely the measure ϕ(dx ). From the general theory of orthogonal polynomials Askey (1984); Chihara (1978), we know that the polynomial Ak (−s) has k simple, real, and positive roots. Since the coefﬁcient of the leading term of Ak (−s) is (−1)k , this implies that Ak (s) can be written as Ak (s) = (s + s1,k ) . . . (s + sk,k ) with si,k > 0 for i = 1, . . . , k. Hence, Ak (s) ≥ 0 for all s ≥ 0 and then, for all k ≥ 0, αk (s) ≥ 0 for all s ≥ 0 and hence the continued fraction F (s, z) deﬁned by Equation (9) is a Stieljtes fraction. The continued fraction F (s, z) is converging if and only if ∑∞ k =0 ak ( s ) = ∞ where the coefﬁcients ak (s) are deﬁned by α1 ( s ) =



1 , a1 ( s )



αk (s) =



1 for k ≥ 1. a k −1 ( s ) a k ( s )



(See Henrici (1977) for details.) It is easily checked that a2k+1 (s) =



|r k | A k ( s )2 | r0 | λ k −1 . . . λ0 μ k . . . μ1



and



a2k = |r0 |



λ0 . . . λ k −2 μ1 . . . μ k −1 . A k ( s ) A k −1 ( s )
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For k > i0 , rk ≥ ri0 +1 and then by taking into account Equation (44), we deduce that for all s > 0, ∑∞ k =0 ak ( s ) = ∞ and the continued fraction F ( s; z ) is then converging for all s > 0. For s = 0, we have |r0 | a2k (0) = λ k −1 π k −1



and then ∑∞ k =0 ak (0) = ∞ since the process ( Λt ) is ergodic (see Condition (2)). This shows that the Stieltjes fraction F (s; z) is converging for all s ≥ 0. B. Selfadjointness properties



We consider in this section the Hilbert space Hi0 = Ci0 +1 equipped with the scalar product



(c, d)i0 =



i0



∑ c k d k |r k | π k .



k =0



The main result of this section is the following lemma. 1 (sI [i0 ] − A[i0 ] ) deﬁnes a selfadjoint operator in the Lemma 6. For s ≥ 0, the ﬁnite matrix − R− [ i0 ] Hilbert space Hi0 ; the spectrum is purely point-wise and composed by the (positive) roots of the polynomial Qi0 +1 (s; x ) deﬁned by Equation (8), denoted by ζ k (s) for k = 0, . . . , i0 . 1 (sI [i0 ] − A[i0 ] ) is given by Proof. The ﬁnite matrix − R− [i ] 0



⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝



λ0 − s+ |r | 0



μ1 |r1 |



0 .



λ0 |r0 | (s+λ +μ ) − |r1 | 1 1 μ2 |r2 |



.



0



λ1 . |r1 | ( s + λ2 + μ2 ) λ2 − |r | |r2 | 2



.



⎞



. . .



. . .



μ i0 | r i0 |



−



s + λ i0 + μ i0 | r i0 |



⎟ ⎟ ⎟ ⎟ ⎟. ⎟ ⎟ ⎠



The symmetry of the matrix with respect to the scalar product (., .)i0 is readily veriﬁed by using the relation λk πk = μk+1 πk+1 . Since the dimension of the Hilbert space Hi0 is ﬁnite, 1 (sI [i0 ] − A[i0 ] ) is selfadjoint and its spectrum is the operator associated with the matrix − R− [ i0 ] purely point-wise. 1 (sI [i0 ] − A[i0 ] ) associated with the eigenvalue x, then If f is an eigenvector for the matrix − R− [ i0 ] under the hypothesis that f 0 = 1, the sequence f n veriﬁes the same recurrence relation as Qk (s; x ) for k = 0, . . . , i0 − 1. This implies that x is an eigenvalue of the above matrix if an only if Qi0 +1 (s; x ) = 0, that is, x is one of the (positive) zeros of the polynomial Qi0 +1 (s; x ), denoted by ζ k (s) for k = 0, . . . , i0 .



Let us introduce the column vector Q[i0 ] (s, ζ k (s)) for k = 0, . . . , i0 , whose th component is Q (s, ζ k (s)). The vector Q[i0 ] (s, ζ k (s)) is the eigenvector associated with the eigenvalue ζ k (s)



1 of the operator − R− (sI [i0 ] − A[i0 ] ). From the spectral theorem, the vectors Q[i0 ] (s, ζ k (s)) for [ i0 ]
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k = 0, . . . , i0 form an orthogonal basis of the Hilbert space Hi0 . The vectors e j for j = 0, . . . , i0 such that all entries are equal to 0 except the jth one equal to 1 form the natural orthogonal basis of the space Hi0 . We can moreover write for j = 0, . . . , i0 ej =



i0



( j)



∑ αk



k =0



Q[i0 ] (s, ζ k (s)).



By using the orthogonality of the vectors Q[i0 ] (s, ζ k (s)) for k = 0, . . . , i0 , we have ( j)



(e j , Q[i0 ] (s, ζ k (s)))i0 = |r j |π j Q j (s, ζ k (s)) =  Q[i0 ] (s, ζ k (s))2i0 αk where for f ∈ Hi0 ,  f 2i0 = ( f , f )i0 . We hence deduce that



|r j | π j



i0



Q j (s, ζ k (s)) Q (s, ζ k (s))



k =0



 Q[i0 ] (s, ζ k (s))2i0



∑



= δj, ,



where δj, is the Kronecker symbol. It follows that if we deﬁne the measure ψ[i0 ] (s; dx ) by ψ[i0 ] (s; dx ) = |r0 |



i0



1 δζ (s) (dx )  Q ( s, ζ k (s))2i0 k [ i0 ] k =0



∑



(45)



the polynomials Qk (s, x ) for k = 0, . . . , i0 are orthogonal with respect to the above measure, that is, they verify



∞ |r0 | Q j (s, x ) Q (s, x )ψ[i0 ] (s; dx ) = δ , |r j |π j j, 0 and the total mass of the measure ψ[i0 ] (s; dx ) is equal to 1, i.e,



∞ 0



ψ[i0 ] (s; dx ) = 1.
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1. Introduction In this work we face the Routing problem defined as an optimal control problem, with control variables representing the percentages of each flow routed along the available paths, and with a cost function which accounts for the distribution of traffic flows across the network resources (multipath routing). In particular, the scenario includes the load balancing problem already dealt with in a previous work (Bruni et al., 2010) as well as the bottleneck minimax control problem. The proposed approaches are then compared by evaluating the performances of a sample network. In a given network, the resource management problem consists in taking decisions about handling the traffic amount which is carried by the network, while respecting a set of Quality of Service (QoS) constraints. As stated in Bruni et al., 2009a, b, the resource management problem is hardly tackled by a single procedure. Rather, it is currently decomposed in a number of subproblems (Connection Admission Control (CAC), traffic policing, routing, dynamic capacity assignment, congestion control, scheduling), each one coping with a specific aspect of such problem. In this respect, the present work is embedded within the general approach already proposed by the authors in Bruni et al., 2009a, b, according to which each of the various subproblems is given a separate formulation and solution procedure, which strives to make the other sub-problems easier to be solved. More specifically, the above mentioned approach consists in charging the CAC with the task of deciding, on the basis of the network congestion state, new connection admission/blocking and possible forced dropping of the in-progress connections with the aim of maximizing the number of accepted connections, whilst satisfying the QoS requirements. According to the proposed approach, the role of the other resource management procedures is the one of keeping the network as far as possible far from the congestion state. Indeed, the more the network is kept far from congestion, the higher is the number of new connection set-up attempts that can be accepted by the CAC without infringing the QoS constraints,
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and hence the traffic carried by the network increases. By so doing, the CAC and the other resource management procedures can work in a consistent way, while being kept independent. This work deals with the multipath routing problem. Multipath routing is a widespread topic in the literature. For example, Cidon et al., 1999, and Banner and Orda, 2007, demonstrate the advantages of multipath routing with respect to single-path routing in terms of network performances; Chen et al., 2004, considers the multipath routing problem under bandwidth and delay constraints; Lin and Shroff, 2006, formulate the multipath routing problem as a utility maximization problem with bandwidth constraints; Guven et al., 2008, extend the multipath routing to multicast flows; Jaffe, 1981, Tsai et al., 2006, Tsai and Kim, 1999 deal with the multipath routing as a minimax optimization problem. In this work we face the multipath routing problem formulated as an optimal control problem, with control variables representing the percentages of each flow routed along the available paths. As a matter of fact, in the most advanced networks each flow can be simultaneously routed over more than one path: the routing procedure has to decide the percentages of the traffic belonging to the considered flow which have to be routed over the paths associated to the flow in question. According to the above mentioned vision, we assume that other resource management control units (specifically the CAC) already dealt with and decided about issues such as how many, which ones, when and for how long connections have to be admitted in the network, with specific QoS constraints (related to losses and delays) to be satisfied. Therefore, the routing control unit has to deal with an already defined offered traffic. Thus, the admissible set for the routing control variables turns out to be closed, bounded and non-empty, and the existence of (at least) an optimal solution of the routing problem is guaranteed. The goal of an optimal routing policy aims the routing problem solution towards a network traffic pattern which should make QoS requirements and consequently the CAC task (implicitly) easier to be satisfied. The quality of the routing solution will be evaluated by different performance indices, which take a nominal capacity for each link into account. As far as the dynamical aspects of a routing problem, we first note that explicitly accounting for them would call for a reliable and sufficiently general dynamical model for the offered traffic. However it is widely acknowledged that such a model is not available and hard to design, due to unpredictable features of Internet traffic. And, in any case, the requested dynamical characters are committed to the CAC procedures, where the more reliable connection dynamics model along with the feedback structure may properly handle the issue. In addition, a non-dynamical set up for the routing problem makes it much easier to be dealt with. Moreover, this approach could be justified by assuming that the time scale for changes in the routing policy is surely slower than the bit rate fluctuations in the in-progress connections, but it is reasonably faster than the evolution of traffic statistical features. Thus, the routing policy has to be periodically computed to fit the most likely traffic pattern at each given period of time.
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In this work, we consider the possibility/opportunity of splitting the given network into sub-networks as detailed in Bruni et al., 2010 each one controlled by a separate subset of variables. This work is organized as follows. In Section 2, a definition for a reference communication network and its decomposition is given, which is useful for the routing problem; in Sections 3, we in depth study the optimal routing control problem with reference to a number of different cost functions; Section 4 shows some results in order to evaluate the performance and to compare the found optimal solutions for traffic balancing and bottleneck link management; finally, concluding remarks in Section 5 end the work.



2. Reference telecommunication network definition and decomposition At any fixed time, the telecommunication network can be defined in terms of its topological description as well as in terms of its traffic pattern. As far as network topology is concerned, we consider the network nodes n ∈ Ν = {n1,n2,…,nN} and the network links defined as ordered pairs of nodes l ∈ Λ = {l1,l2,…,lL}. To describe the network traffic request we first define a path v ∈ Ω = {v1,v2,…,vV} as a collection of consecutive links, denoted by Λv, from an ingoing node i to an outgoing node j (where i,j ∈ N). Moreover a certain set of different Service Classes k ∈ Κ = {k1,k2,…,kK}, is defined, each one characterized by a set of Quality of Service (QoS) parameters. According to the most recent trends, the QoS control is performed on a per flow basis, where a flow f ∈ Φ = {f1,f2,…,fF} is defined as the triple f = (ni,nj,kp), with ni denoting the ingoing node, nj denoting the outgoing node and kp denoting the service class. The traffic associated with a given flow f may possibly be routed on a set Ωf of one or more paths. We further introduce the set of indices {a(l,v), l ∈ Λ, v ∈ Ω}, defined as follows:  1, if l ∈ v a(l , v ) =  0, otherwise



(1)



For each link l ∈ Λ, at the given time, we may consider its occupancy level c(l) defined as the sum of all contributions to the occupancy due to the flows routed on the link itself. Each contribution of this type will be quantified by the bit rate R(l,f) which, in turn, is the sum of bit rates of all in-progress connections going through the link l and relevant to the flow f, possibly weighted by a coefficient α(l,f) which accounts for the specific need of the flow itself. Therefore we have: c( l ) =



 α (l , f )R(l , f )



(2)



f ∈Φ



where α(l,f) are positive known coefficients which take into account the fact that some technologies differentiate the classes of service by varying modulation, coding, and so on. For each link l, we consider the so-called nominal capacity cNOM(l), that is the value of the occupancy level suggested for a proper behaviour of the link (typically in terms of QoS)1. 1 c(l) and c NOM(l) can be interpreted as generalizations of “load factor” and “Noise Rise” in UMTS (see Holma and Toskala, 2002).
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that indicates the fraction of R(f) to be routed on path v ∈ Ωf. Then, due to the bit conservation law, we have: R(l , f ) =



 α (l , f )R( f )u( f , v)



(3)



v∈Ω f



where obviously:



u( f , v ) ∈ [0,1], ∀f ∈ Φ , ∀v ∈ Ω f







u( f , v ) = 1, ∀f ∈ Φ



(4)



v∈Ω f



As shown in Bruni et al., 2010, with reference to the routing control problem, the link set Λ might be decomposed into separated subclasses Λ(j), j = 0,1,2,…,P, each of them involving separate subsets of control variables, where Λ(0) is the set, possibly empty, of links that cannot be controlled by any control variable and which therefore they are not involved in any routing control problem. For every communicating class of links Λ(j) ⊂ Λ, there exists the (uniquely) corresponding communicating class of flows Φ(j) ⊂ Φ defined as the set of flows such that, for each f ∈ Φ(j), there exists (at least) a link l ∈ Λ(j), and therefore a pair of links (generally depending on f itself), which are controllable with respect to f. Clearly, the set Φ(0) coincides with the empty set. We now observe that the set {Φ(j), j > 0} of flow communicating classes forms a partition of Φ, corresponding to the fact that the set {Λ(j), j > 0} of link communicating classes forms a partition of Λ. This partition for Λ and Φ immediately induces a partition of the network. Note that each j-th part of the network is controlled by a corresponding subvector of control variables, later defined as u(j) independently of the other parts; the components of the vector u(j) are the variables u(f,v), f ∈ Φ(j), v ∈ Ωf. In the following {Λ(j), Φ(j)} will denote a sub-network. We will use the detailed network decomposition procedure described in Bruni et al., 2010, facing the routing control problem in each sub-network (but in Λ(0)).



3. A rationale for the network loading In the following, we will focus attention on the routing problem for any given sub-network {Λ(j), Φ(j)}. As mentioned above, any such problem is characterized by a set u(j) of control variables, which may be (optimally) selected independently of the other ones. As stated in Bruni et al., 2010, the admissible set for u(j) is defined by the constraints: u( f , v ) ∈ [0,1], ∀f ∈ Φ ( j ) , ∀v ∈ Ω f







v∈Ω f



u( f , v ) = 1, ∀f ∈ Φ( j )



(5) (6)



so that the set itself turns out to be convex. From here on, for sake of simplicity the apices j will be dropped.
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The optimal choice for u within its (convex) admissible set may be performed according to a cost function which assesses the network loading. In a previous work Bruni et al., 2010, the control goal was the normalized load balancing in the sub-network, evaluated by the function:  c( l )  − k J (u) =   c ( l ) l∈Λ  NOM 



2



(7)



with k a given constant. If, for any given u, we optimize (7) with respect to k, we get: k=



1 c( l )  L l∈Λ c NOM (l )



(8)



with L denoting the cardinality of Λ. In Bruni et al., 2010, and Bruni et al., 2010 (to appear), a shortcoming of (7) was enlightened, which is due to the partial controllability property (therein defined) of some of the links. These links, in the following referred to as “ballast”, are such that they are bound to accept traffic flows not controlled by the components of the control vector u. Thus other choices of the cost function might be considered which more explicitly account for the network overloading. One first possibility is to assess the link overflow setting k = 0 in (7), thus more generally arriving at the functions:  c( l )  J (u) =    l∈Λ  c NOM ( l ) 



m



(9)



for some integer m > 1. If the target is to give more importance to the links belonging to several paths the function (9) can be rewritten as follows: J (u) =



 c( l )     c (l )   v∈Ω l∈Λ v  NOM



m



(10)



According to (9), (10) we try to distribute the total load in the network in such a way that the higher the normalized load for a link is, the stronger is the effort in reducing it. This selective attention to the most heavily loaded links progressively increases with m. As m keeps increasing, then function (10) is approximated by: J (u) =



 ( Gv )



m



(11)



v∈Ω



where: Gv = max l∈Λ v



c( l ) c NOM (l )



(12)



Thus for each path v the optimization attention is just focused on the most heavily loaded link of the path itself (bottleneck). Eventually we can consider the worst bottleneck load over the whole sub-network:
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J ( u) = max Gv



(13)



v∈Ω



Remark. Some methods are proposed in the literature to solve the above minimax optimization problem (see Warren et al., 1967, Osborne and Wetson, 1969, Blander et al., 1972, Blander and Charambous, 1972). The original minimax problem (11) is equivalent to the following:



min J (u , g )



(14)



u , g∈U



J (u , g ) =



 [ g ( v )]



m



v∈Ω



 U = (u , g ) ∈ RV ( F + 1) : u( f , v ) ≥ 0,  u( f , v ) = 1, v∈Ω f  c( l )  ≤ g( v ), ∀f ∈ Φ , ∀v ∈ Ω f  c NOM ( l ) 



(15)



(16)



where g is the vector of auxiliary variables g(v), v ∈ Ω. This is a nonlinear (linear if m = 1, quadratic if m = 2) programming problem that can be solved by well-established methods. We observe that the equivalence lies in the fact that, once (14) (15) (16) is solved, the optimal value assumed by g(v) coincides with Gv in (12), for v ∈ Ω, i.e., it represents the normalized bottleneck link load of path v. The load balancing problem (7) (8), with constraints (5) (6) and the bottleneck load management problem (14) (15) (16) are easily seen to be convex. This allows standard minimization routines to be used for its solution, such as MatLab simulation tools. Remark. The cost function (13) enlightens a further advantage of network decomposition. Indeed, in case the decomposition had not been performed, then (13) would describe an illposed optimal control problem whenever the worst bottleneck over the whole network happens to be an uncontrollable link. Similar considerations hold for cost function (11).



4. Evaluation and comparison of optimal routing procedures 4.1 Network structure and decomposition



The considered scenario is composed by 16 nodes and 19 links (see Fig. 1 a)). The traffic pattern involves 4 traffic flows of the same service class k, from 4 source nodes ni, i = 1,..,4, to 4 different destination nodes nj, j = 11,..,14. The traffic pattern is described by the set of traffic flows Φ = {f1,f2,f3,f4}, where each traffic flow is identified by the following triples: f1 = (n1,n11,k), f2 = (n2,n12,k), f3 = (n3,n13,k), f4 = (n4,n14,k). After performing the network decomposition as in Bruni et al., 2010, we recognize three sub-networks (see, Fig. 1 b), c) and d)). The network topology is summarized in Table 1, where the network decomposition is reported as well.
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Table 1. Network Topology and Decomposition; the first row shows the nominal link capacities in [Mbps]; the generic entry (li,vj) is denoted by ‘x’ if li ∈ Λ(j)v; the generic entry (fi,vj) is denoted by ‘x’ if it is possible to route fi on path vj; the generic entry (li,Λ (j)) is denoted by ‘x’ if li ∈ Λ(j), or by ‘◊’ if li ∈ Λ(j) and li is a ballast link; the generic entry (fi,Λ (j)) is denoted by ‘x’ if fi ∈ Φ(j). The considered scenario has been simulated with MatLab. In particular we have tested two simuation sets reported in subsection 4.2 and 4.3respectively. In subsection 4.2 we considered the Bottleneck Link Management by varying the weights of the bottleneck loads, while in subsection 4.3 we made comparisons between Load Balancing and Bottleneck Link Management.
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b)



c)



d) Fig. 1. a) Global Network, b) Sub-network 0 (Λ(0)), c) Sub-network 1 (Λ(1)), d) Sub-network 2 (Λ(2)). 4.2 Optimal routing for different weights of bottleneck loads



In this simulation set we consider that the bit rate of traffic flows f1, f3, f4 is equal to 5 Mbps whilst the bit rate of traffic flow f2 is equal to 5.4 Mbps. Fig. 2 and 3 show the dependence of the optimal solutions on index m of the Bottleneck Link Management problem.
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c) Fig. 2. Sub-network 1: a) optimal control variables, b) bottleneck link loads, c) link loads.
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c) Fig. 3. Sub-network 2: a) optimal control variables, b) bottleneck link loads, c) link loads.
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4.3 Comparisons between load balancing and bottleneck link management



In this simulation set we consider that all the traffic sources transmit with an increasing trend from 4.5 Mbps to 8.5 Mbps. Tables 2-5 show the network load as the sources bit rate increase, and compares the optimal bottleneck control solutions for m = 1, 2, 3 with the load balancing optimal solution. In Tables 2-5, we denote by bold characters the normalized link loads exceeding 1; hereinafter, the corresponding links will be denoted as overloaded links. The bottleneck control for m ≥ 2 manages a higher network load than the load balancing approach. In fact, the tables show that the solutions of the bottleneck control problem are such that no link is overloaded until the flow rates exceed 5 Mbps, 6.5 Mbps and 6.5 Mbps for m = 1,2,3, respectively; on the other hand, the load balancing solutions are such that no link is overloaded until the flow rates exceed 5 Mbps. Similar results are obtained for subnetwork 2. Rate [Mbps]
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Table 2. Sub-network 1: Optimal Solutions under bottleneck control, m =1.
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Rate [Mbps] u(f1,v1) u(f1, v2) u(f4, v7) u(f4, v8) g(v1) g(v2) g(v7) g(v8) l1 l2 l5 l6 l7 l10 l11 l14 l16 l19
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Table 3. Sub-network 1: Optimal Solutions under bottleneck control, m =2. Rate [Mbps] u(f1,v1) u(f1, v2) u(f4, v7) u(f4, v8) g(v1) g(v2) g(v7) g(v8) l1 l2 l5 l6 l7 l10 l11 l14 l16 l19
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Table 4. Sub-network 1: Optimal Solutions under bottleneck control, m =3.
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Table 5. Sub-network 1: Optimal Solutions under load balancing control. 4.4 Decomposition evaluation



With the purpose of evaluating the decomposition strategy, in this simulation set we consider randomly generated networks, flows and paths, and use the decomposition algorithm to partition the network in sub-networks. The networks were generated starting from a grid of nodes; in particular, the considered network width is 10 nodes. Each column of the grid can be assigned a number of nodes; in the considered network, the number of nodes per column is [18, 18, 18, 16, 10, 10, 16, 18, 18, 18]. 30 flows were considered, starting from a random node of the first column of the network and directed to a random node of the last column. Similarly, each network path is directed from a node of the first column of the network and directed to a node of the last column Fig. 4 a) shows an example of randomly generated network, whereas Fig. 4 a) shows an example of sub-network. The results were obtained by averaging 20 simulations. The average number of variables of the original problem (i.e., the non-decomposed one) is 1984.8, whereas the decomposition manages to decompose the network in 10.2 sub-network (in the average): each sub-network optimization problem has therefore 194.6 variables, i.e., each sub-network problem is reduced by about one order of magnitude.
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a)



b) Fig. 4. a) example of a network (width=10, height=18), b) one of the sub-networks resulting from the decomposition of the network in Fig. 4 a).
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5. Conclusion In this work we formulate the multipath routing problem as an optimal control problem considering various performance indices. In particular, the scenario includes the load balancing problem already dealt with in a previous work Bruni et al., 2010, as well as the bottleneck minimax control problem, in which the traffic load of the bottleneck (raised to a given power m) is minimized. The mathematical structure of the problem might easily suggest some issues which are evidentiated by the results of Section 4, simply intended to provide a numerical example of more general behaviours. On one side, the load balancing performance index obviously allows to achieve a higher uniformity in the loading of the various links, but it cannot prevent overloading of possible ballast links (apart from ad hoc modifications suggested in Bruni et al., 2010). On the other side, the minimax (bottleneck) approach succeeds in keeping the bottleneck loads (including the ones of the ballast links), as low as possible, with an effort which happens to be more successful the higher the value of m is. This allows accommodating for a higher traffic flow. Moreover, we stress the fact that the choice of the proper performance index is a matter left to the network manager in charge of the routing control problem, who will have to take into account at the same time the network structure and capacity, as well as the admitted traffic flow and the possible presence of ballast links. As a final conclusion, we have considered several cost functions for the multipath routing which are suitable for a certain network load situation. Those cost functions can be properly switched during the operations according to the network needs. In that way our approach is strongly oriented with the most innovative vision of the Future Internet perspective (see Delli Priscoli, 2010), in which the core idea is to take consistent and coordinated decisions according to the present contest.
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1. Introduction There are various approaches to telecommunication and data networks (see for example Alderson et al. (2007), Baccelli et al. (2006), Baccelli et al. (2001), Kelly et al. (1998), Tanenbaum (1999), Willinger et al. (1998)). A ﬁrst model for data networks, similar to that used for car trafﬁc, has been proposed in D’Apice et al. (2006), where two algorithms for dynamics at nodes were considered and existence of solutions to Cauchy Problems was proved. Then in D’Apice et al. (2008), following the approach of Garavello et al. (2005) for road networks (see also Coclite et al. (2005); Daganzo (1997); Garavello et al. (2006); Holden et al. (1995); Lighthill et al. (1955); Newell (1980); Richards (1956)), sources and destinations have been introduced, thus taking care of the packets paths inside the network. In this Chapter we deal with the ﬂuid-dynamic model for data networks together with optimization problems, reporting some results obtained in Cascone et al. (2010); D’Apice et al. (2006; 2008; 2010). A telecommunication network consists in a ﬁnite collection of transmission lines, modelled by closed intervals of R connected by nodes (routers, hubs, switches, etc.). Taking the Internet network as model, we assume that: 1) Each packet seen as a particle travels on the network with a ﬁxed speed and with assigned ﬁnal destination; 2) Nodes receive, process and then forward packets which may be lost with a probability increasing with the number of packets to be processed. Each lost packet is sent again. Since each lost packet is sent again until it reaches next node, looking at macroscopic level, it is assumed that the packets number is conserved. This leads to a conservation law for the packets density ρ on each line: (1) ρt + f (ρ) x = 0. The ﬂux f (ρ) is given by v(ρ) · ρ where v is the average speed of packets among nodes, derived considering the amount of packets that may be lost.
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The key point of the model is the loss probability, used to deﬁne the ﬂux function. Indeed the choice of a non reasonable loss probability function could invalidate the model. To achieve the goal of the validation of the model assumptions, the loss probability function has been compared with the behaviour of the packet loss derived from known models used in literature to infer network performance and the shape of the velocity and ﬂux functions has been discussed. All the comparisons conﬁrm the validity of the assumptions underlying the ﬂuid-dynamic model (see D’Apice et al. (2010)). To describe the evolution of networks in which many lines intersect, Riemann Problems (RPs) at junctions were solved in D’Apice et al. (2006) proposing two different routing algorithms: (RA1) Packets from incoming lines are sent to outgoing ones according to their ﬁnal destination (without taking into account possible high loads of outgoing lines); (RA2) Packets are sent to outgoing lines in order to maximize the ﬂux through the node. One of the drawback of (RA2) is that it does not take into account the global path of packets, therefore leading to possible cycling to bypass congested nodes. These cyclings are avoided if we consider that the packets originated from a source and with an assigned destination have paths inside the network. Taking this in mind the model was reﬁned in D’Apice et al. (2008). On each transmission line a vector π describing the trafﬁc types, i.e. the percentages of packets going from a source to a destination, has been introduced. Assuming that packets velocity is independent from the source and the destination, the evolution of π follows a semilinear equation π t + v(ρ)π x = 0,



(2)



hence inside transmission lines the evolution of π is inﬂuenced by the average speed of packets. Different distribution trafﬁc functions describing different routing strategies have been analysed: • at a junction the trafﬁc started at source s and with d as ﬁnal destination, coming from the transmission line i, is routed on an assigned line j; • at a junction the trafﬁc started at source s and with d as ﬁnal destination, coming from the transmission line i, is routed on every outgoing lines or on some of them. In particular two ways according to which the trafﬁc at a junction is splitted towards the outgoing lines have been deﬁned. Starting from the distribution trafﬁc function, and using the vector π, the trafﬁc distribution matrix, which describes the percentage of packets from an incoming line that are addressed to an outgoing one, has been assigned. Then, methods to solve RPs according to the routing algorithms (RA1) and (RA2) have been proposed. Optimizations results have been obtained for the model consisting of the conservation law (1). In particular priority parameters and trafﬁc distribution coefﬁcients have been considered as controls and two functionals to measure the efﬁciency of the network have been deﬁned in Cascone et al. (2010): 1) The velocity of packets travelling through the network. 2) The travel time taken by packets from source to destination.
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Due to the nonlinear relation among cost functionals, the optimization of velocity and travel time can give different control parameters. The analytical treatment of a complex network is very hard due to the high nonlinearity of the dynamics and discontinuities of the I/O maps. For these reasons, a decentralized strategy has been adapted as follows: Step 1. The optimal controls for asymptotic costs in the case of a single node with constant initial data is computed. Step 2. For a complex network, the (locally) optimal parameters at every node are used. Thus, the optimal control is determined at each node independently. The optimization problem for nodes of 2 × 2 type, i.e. with two entering and two exiting lines, and trafﬁc distribution coefﬁcient α and priority parameter p as control parameters, constant initial data and asymptotic functionals has been completely solved. Then a test telecommunication network, consisting of 24 nodes, each one of 2 × 2 type has been studied. Three different choices have been tested for the trafﬁc distribution coefﬁcients and priority parameters: (locally) optimal, static random and dynamic random. The ﬁrst choice is given by Step 1. By static random parameters, we mean a random choice done at the beginning of the simulation and then kept constant. Finally, dynamic random coefﬁcients are chosen randomly at every instant of time for every node. The results present some interesting features: the performances of the optimal coefﬁcients are deﬁnitely superior with respect to the other two. Then, how the dynamic random choice, which sometimes is equal in performance to the optimal ones, may be not feasible for modelling and robustness reasons has been discussed. The Chapter is organized as follows. Section 2 reports the model for data networks. Then, in Section 3, we consider possible choices of the trafﬁc distribution functions, and how to compute the trafﬁc distribution matrix from the latter functions and the trafﬁc-type function. We describe two routing algorithms, giving explicit unique solutions to RPs. In Section 4, we discuss the validity of the assumption on the loss probability function, the velocity and ﬂux. The subsequent Section 5 is devoted to the analysis of the optimal control problem introducing the cost functionals. Simulations for three different choices of parameters (optimal, static and dynamic random) in the case of a complex network are presented. The paper ends with conclusions in Section 6.



2. Basic deﬁnitions A telecommunication network is a ﬁnite collection of transmission lines connected together by nodes, some of which are sources and destinations. Formally we introduce the following deﬁnition: Deﬁnition 1. A telecommunication network is given by a 7-tuple ( N, I , F , J , S , D , R) where Cardinality N is the cardinality of the network, i.e. the number of lines in the network; Lines I is the collection of lines, modelled by intervals Ii = [ ai , bi ] ⊆ R, i = 1, ..., N; ] → R, i = 1, ..., N; Fluxes F is the collection of ﬂux functions f i : [0, ρmax i Nodes J is a collection of subsets of {±1, ..., ± N } representing nodes. If j ∈ J ∈ J , then the transmission line I| j| is crossing at J as incoming line (i.e. at point bi ) if j > 0 and as outgoing line
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(i.e. at point ai ) if j < 0. For each junction J ∈ J , we indicate by Inc( J ) the set of incoming lines, that are Ii ’s such that i ∈ J, while by Out( J ) the set of outgoing lines, that are Ii ’s such that −i ∈ J. We assume that each line is incoming for (at most) one node and outgoing for (at most) one node; Sources S is the subset of {1, ..., N } representing lines starting from trafﬁc sources. Thus, j ∈ S if and only if j is not outgoing for any node. We assume that S = ∅; Destinations D is the subset of {1, ..., N } representing lines leading to trafﬁc destinations, Thus, j ∈ D if and only if j is not incoming for any node. We assume that D = ∅; Trafﬁc distribution functions R is a ﬁnite collection of functions (also multivalued) r J : Inc( J ) × S × D → Out( J ). For every J, r J (i, s, d) indicates the outgoing direction of trafﬁc that started at source s has d as ﬁnal destination and reached J from the incoming road i. 2.1 Dynamics on lines



Following D’Apice et al. (2008), we recall the model used to deﬁne the dynamics of packet densities along lines. We make the following hypothesis: (H1) Lines are composed of consecutive processors Nk , which receive and send packets. The packets number at Nk is indicated by Rk ∈ [0, Rmax ]; (H2) There are two time-scales: Δt0 , the physical travel time of a single packet from node to node (assumed to be independent of the node for simplicity); T, the processing time, during which each processor tries to operate the transmission of a given packet; (H3) Each processor Nk tries to send all packets Rk at the same time. Packets are lost according to a loss probability function p : [0, Rmax ] → [0, 1], computed at Rk+1 , and lost packets are sent again for a time slot of length T; (H4) The number of packets not transmitted for a whole processing time slot is negligible. Since the packet transmission velocity on the line is assumed constant, it is possible to compute an average velocity function and thus an average ﬂux function. Let us focus on two consecutive nodes Nk and Nk+1 , assume a static situation, i.e. Rk and Rk+1 are constant. Indicate by δ the distance between the nodes, Δt av the packets average transmission time, v¯ = Δtδ 0 the packet velocity without losses and v = Δtδav the average packets velocity. Then, we can compute: Δt av =



M



∑ nΔt0 (1 − p(Rk+1 )) pn−1 (Rk+1 ),



n =1



where M = [ T/Δt0 ] (here [·] indicates the ﬂoor function) represents the number of attempts of sending a packet and T is the length of a processing time slot. The hypothesis (H4) corresponds to assume Δt0 Γ. , i = 1, 2. In the ﬁrst case we set γˆ i = γmax i Let us analyze the second case in which we use the priority parameter q. Not all packets can enter the junction, so let C be the amount of packets that can go through: qC packets come from ﬁrst incoming line and (1 − q )C packets from the second. In the space (γ1 , γ2 ), deﬁne the following lines: 1−q r q : γ2 = γ1 , rΓ : γ1 + γ2 = Γ, q and P the point of intersection of rq and rΓ . Recall that the ﬁnal ﬂuxes should belong to the region: , i = 1, 2} . Ωin = {(γ1 , γ2 ) : 0 ≤ γi ≤ γmax i We distinguish two cases: a) P belongs to Ωin ,
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Fig. 2. P belongs to Ωin and P is outside Ωin . b) P is outside Ωin . In the ﬁrst case we set (γˆ 1 , γˆ 2 ) = P, while in the second case we set (γˆ 1 , γˆ 2 ) = Q, with Q = projΩin ∩r Γ ( P ) where proj is the usual projection on a convex set, see Figure 2. s,d As for the algorithm (RA1) πˆ is,d = π i,0 , i = 1, 2.



Let us now determine γˆ j , j = 3, 4. We have to distinguish again two cases : I Γmax out = Γ, II Γmax out > Γ. , j = 3, 4. Let us determine γˆ j in the second case, using the trafﬁc In the ﬁrst case γˆ j = γmax j distribution parameter α. Since not all packets can go on the outgoing transmission lines, we let C be the amount that goes through. Then αC packets go on the outgoing line I3 and (1 − α)C on the outgoing line I4 . Consider the space (γ3 , γ4 ) and deﬁne the following lines: r α : γ4 =



1−α γ3 , α



rΓ : γ3 + γ4 = Γ. We have to distinguish case 2a) and 2b) for the trafﬁc distribution function. 3.2.1 Case 2a)



Let us introduce the connected set



G=







 T Aγˆ inc :A∈A ,



and G1 and G2 its endpoints. Since in case 2a) we have an inﬁnite number of matrices A, each of one determines a line rα , we choose the most “natural” line rα , i.e. the one nearest to the statistic line determined by measurements on the network. Recall that the ﬁnal ﬂuxes should belong to the region:   , j = 3, 4 . Ωout = ( γ3 , γ4 ) : 0 ≤ γ j ≤ γmax j Deﬁne P = rα ∩ rΓ , R = (Γ − γ4max , γ4max ), Q = (γ3max , Γ − γ3max ). We distinguish 3 cases:
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a) G ∩ Ωout ∩ rΓ = ∅, b) G ∩ Ωout ∩ rΓ = ∅ and γ3 ( G1 ) < γ3 ( R), c) G ∩ Ωout ∩ rΓ = ∅ and γ3 ( G1 ) > γ3max . If the set G has a priority over the line rΓ we set (γˆ 3 , γˆ 4 ) in the following way. In case a) we deﬁne (γˆ 3 , γˆ 4 ) = projG∩Ωout ∩r Γ ( P ), in case b) (γˆ 3 , γˆ 4 ) = R, and ﬁnally in case c) (γˆ 3 , γˆ 4 ) = Q. Otherwise, if rΓ has a priority over G we set (γˆ 3 , γˆ 4 ) = min F (γ, rα , G) where F is a convex γ ∈Ωout



functional which depends on γ, rα and on the set G of the routing standards. The vector πˆ is,d, j = 3, 4 are computed in the same way as for the algorithm (RA1). 3.2.2 Case 2b)



In case 2b) we have a unique matrix A. The ﬂuxes on outgoing lines are computed as in the case without sources and destinations. We distinguish two cases: a) P belongs to Ω, b) P is outside Ω. In the ﬁrst case we set (γˆ 3 , γˆ 4 ) = P, while in the second case we set (γˆ 3 , γˆ 4 ) = Q, where Q = projΩ adm ( P ). Again, we can extend to the case of m outgoing lines. Finally we deﬁne πˆ is,d, j = 3, 4 as in the case 2a): n



i,s,d,j s,d π i (t, bi −, s, d) f (ρˆ i )



∑ αJ



πˆ j (t, a j +, s, d) = i=1



f (ρˆ j )



for every t ≥ 0, j ∈ {n + 1, ..., n + m}, s ∈ S , d ∈ D . Once solutions to RPs are given, one can use a Wave Front Tracking algorithm to construct a sequence of approximate solutions.



4. Model assumptions The aim of this section is to verify that the assumptions underlying the data networks ﬂuid-dynamic model (shortly FD model) are correct. Here we focus on the ﬁxed-point models to describe TCP, and considering various set-ups with TCP trafﬁc in a single bottleneck topology, we investigate queueing models for estimating packet loss rate. In what follows we suppose ρmax = 1 and σ = 12 . 4.1 Loss probability function



It is reasonable to assume that the loss probability function p is null for some interval, which is a right neighborhood of zero. This means that at low densities no packet is lost. Then p should be increasing, reaching the value 1 at the maximal density, the situation of complete stuck. With the above assumptions the loss probability function in (4) can be written as:  0, 0 ≤ ρ ≤ 1/2, (16) p (ρ) = 2ρ −1 , 1/2 ≤ ρ ≤ 1. ρ



Simulation andRouting Optimal Routing Flows Simulation and Optimal of Data Flows Using a of FluidData Dynamic ApproachUsing a Fluid Dynamic Approach



433 13



We analyze some models used in literature to evaluate the packets loss rate with the aim to compare its behaviour with the function depicted in Figure 1. 4.1.1 The proportional-excess model



Let us consider the transmission of two consecutive routers. The node that transmits packets is called sender, while the receiving one is said receiver. Among the nodes, there is a link or channel, with limited capacity. Assume that the sender and the receiver are synchronized each other, i.e. the receiver is able to process in real time all packets, sent by the sender. In few words, no packets are lost. The packets loss can occur only on the link, due to its ﬁnite capacity. Under the zero buffer hypotheses the loss rate is deﬁned as the proportional excess of offered trafﬁc over the available capacity. If R is the sender bit rate and C is the link capacity, we have a loss if R > C. The model is said proportional-excess or brieﬂy P/E and suppose deterministic arrivals. The packets bit rate is:  0, R < C, (17) p = R−C , R > C. C In Figure 3, loss probability for P/E model (continuous curve) and FD model (dashed curve) are shown, assuming C = σ = 1/2. For values C < ρ < 2C, the FD model overestimates the loss probability. p Ρ 1 0.8 0.6 0.4 0.2
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Fig. 3. Loss probabilities. Dashed line: FD model. Continuous line: P/E model. Observe that the P/E model is not realistic. In fact, the sender and the receiver are never synchronized each other and whatever transmission protocol is used by the transport layer, the receiver has a ﬁnite length buffer, where the packets wait to be processed and eventually sent to the next node. Thus queueing models are needed, to infer about network performance. 4.1.2 Models with ﬁnite capacity



Queueing models are good at predicting loss in a network with many independent users, probably using different applications. Consider the trafﬁc from TCP sources that send packets through a bottleneck link. The trafﬁc is aggregated and used as an arrival process for the link. The arrival process, being the aggregation of independent sources, is approximated as a Poisson process, and the aggregated throughput is used as the rate of the Poisson process (see Wierman et al. (2003)). These considerations justify the assumption that the times between the packets arrivals are exponentially distributed. Depending on the hypothesis on the length of
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packets arriving to the queue the data transmission can be modelled with different queueing models, as M/D/1/B and M/M/1/B, characterized by deterministic and exponentially distributed lengths, respectively, and a buffer with capacity B − 1. From the queue length distribution, known in closed formulas or iteratively in the ﬁnite buffer case, expected time in queue and in the system, as well as packet loss rate can be derived. In what follows we denote the arrival intensity by λ, the service intensity by μ and deﬁne the load as ρ = λ/μ. 4.1.2.1 Fixed packets dimension In a scenario where all senders use the same data packets size, the queueing model M/D/1/B is the most natural choice. The probability that the buffer is full gives the loss rate: p(ρ) = where α B (ρ) =



1 + ( ρ − 1) α B ( ρ ) , 1 + ρα B (ρ)



(18)



B −2 ρ ( B − k −1) e (−1)k



( B − k − 1) k ρ k , B ≥ 2. k!



∑



k =0 p Ρ 0.2
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Fig. 4. Loss rates. Dashed line: M/D/1/B model. Continuous line: FD model. Figure 4 shows a comparison among the loss rate (16) and (18), assuming B = 10. However, an M/D/1/B queue predicts a lower loss rate and higher throughput than is seen in the true network. This is due to fact that in real routers packet sizes are not always ﬁxed to the maximum segment size, therefore packet sizes are more variable than a deterministic distribution. 4.1.2.2 Exponentially distributed packets size Assume the packet size is exponentially distributed. This assumption is true if we consider the total amount of trafﬁc as the superposition of trafﬁc ﬂuxes, coming from different TCP sources, each conﬁgured to use its own packet size. The M/M/1/B queue is a good approximation of the simulated bottleneck link shared among TCP sources under any trafﬁc load (Wierman et al. (2003)). The loss rate for the M/M/1/B queueing model is: p(ρ) =



ρ B (1 − ρ ) . 1 − ρ B +1



(19)



In Figure 5, left, the loss bit rate for different values of the buffer (B = 10, 20, 30) is reported. Notice that, increasing the B values, dashed lines tend to the continuous one.
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Fig. 5. Left: Loss bit rate for different values of the buffer. Right: Loss probability function. Dashed lines: M/M/1/B. Continuous line: P/E model. In fact, the loss probability of the FD model represents for σ = 1 (up to a scale factor equal to 2) a limit case of (19):  0, 0 < ρ ≤ 1, ρ B (1 − ρ ) = ρ −1 lim , ρ > 1. B → ∞ 1 − ρ B +1 ρ The loss probability for the queueing model (dashed line) and the P/E one (continuous line) is shown in Figure 5, right. The two curves almost match for small bit rate values, i.e. in the load range 0.9σ < ρ < 1.1σ. For greater loads values, the P/E model overestimates the loss probability. Theoretical and simulative studies pointed out that M/D/1/B and M/M/1/B queueing models give good prediction of the loss rate in network with many independent users performing short ﬁle transfers (shorts FTP). In literature other queueing models have been considered to describe different scenarios, as bach arrivals. For a comparison among different models see Figure 6, where the packet loss rate for M/D/1/B, M/M/1/B, M2 /M/1/B, M5 /M/1/B and the P/E models are reported for the case B = 100 and loads in the interval 0.8 < ρ < 1.1. Observe that Mr /M/1/B denotes a queue with Poisson batch arrivals of size r and describes the fact that TCP trafﬁc is likely to be quite bursty due to synchronized loss events that are experienced by multiple users. p Ρ 0.14
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Fig. 6. Comparison of different queueing models. Signiﬁcant difference are restricted to the range 0.9σ < ρ < 1.1σ. As the load increases above 1.1 the loss estimates become very close in the different queueing models. Any of these models
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predict the loss rate equally well. However, under low loss environments, the best queueing model depends on the type of transfers by TCP sources, i.e. persistent or transient. It is shown in Olsen (2003) that M/D/1/B queues estimations of the loss rate can be used for transient sources. However, for sources with a slightly longer on and off periods, M/M/1/B queues best predict the loss rate, and for (homogeneous) persistent sources, Mr /M/1/B queues give better performance inferences, due to the trafﬁc burstiness stemming from the TCP slow-start and source synchronization effect. Even if some models are more appropriate in situations of low load, others when the load is heavy, Figure 6 shows that the assumption on the loss probability function of the FD model is valid. 4.2 Velocity



The loss probability, inﬂuencing the average transmission time, has effects on the average velocity of packets: v(ρ) = v¯ (1 − p(ρ)) . The behaviour of the average velocity in the FD model  ¯ v, 0 ≤ ρ ≤ /2, v (ρ) = 1− ρ v¯ ρ , 1/2 ≤ ρ ≤ 1,



(20)



is depicted in Figure 1. Notice that the velocity is constant if the system is free (no losses). Over the threshold, losses occur, and the average travelling time increasing reduces the velocity. The average packet velocity for the P/E model and the M/M/1/B model is plotted in Figure 7. Such two curves ﬁt the curve of the FD model, conﬁrming the goodness of its assumptions. v Ρ



v Ρ



1



1



0.8



0.8



0.6



0.6



0.4



0.4



0.2



0.2



0.2



0.4 Σ 0.6



0.8



Ρmax



Ρ



0.4



Σ 1.2



1.6



Ρmax



Ρ



Fig. 7. Average velocity. Left: P/E model. Right: M/M/1/B model. 4.3 Flux



Once the velocity function is known, the ﬂux is given by: f (ρ) = v(ρ)ρ. 



In case of the FD model f (ρ) =



¯ vρ, 0 ≤ ρ ≤ 1/2, v¯(1 − ρ), 1/2 ≤ ρ ≤ 1,



(21)
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see Figure 1. For the P/E model, we get  f (ρ) =



¯ ρv,



¯ (2σ − ρ ) vρ , σ



0  ρ  σ, σ  ρ  ρmax .



(22)
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Fig. 8. Flux. Left: P/E model. Right: M/M/1/B (for B = 5, B = 15, B = 25). The ﬂux in the P/E model and M/M/1/B model are depicted in Figure 8. Note the effects of a ﬁnite buffer on the maximal value of the ﬂux. If B tends to inﬁnity, the ﬂux best approximates the FD model ﬂux. For small B values, the maximal ﬂux decreases and the load value in which the maximum is attained is shifted on the right due to the fact that packets are lost for load values smaller than the threshold.



5. Optimal control problems for telecommunication networks Now we state optimal control problems on the network. We have a network (I , J ), with nodes of at most 2 × 2 type, and an initial data ρ0 = (ρi,0 )i=1,...,N . The evolution is determined by equation (9) on each line Ii and by Riemann Solvers RS J , depending on priority and trafﬁc distribution parameters, q and α, respectively. For the deﬁnition of RS J see the case when the trafﬁc distribution function is of type 2b). We now consider α and q as controls. To measure the efﬁciency of the network, it is natural to consider two quantities: 1) The average velocity at which packets travel through the network. 2) The average time taken by packets from source to destination. Clearly, to optimize 1) and 2) is the same if we refer to a single packet, but the averaged values may be very different (since there is a nonlinear relation among the two quantities). As the model consider macroscopic quantities, we can estimate the averages integrating over time and space the average velocity and the reciprocal of average velocity, respectively. We thus deﬁne the following:  J1 (t) =



∑ i



J2 (t) =



∑ i







Ii



Ii



v(ρi (t, x )) dx,



1 dx, v(ρi (t, x ))
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and, to obtain ﬁnite values, we assume that the optimization horizon is given by [0, T ] for some T > 0. Notice that this corresponds to the following operation: - average in time and then w.r.t packets, to compute the probability loss function; - average in space, to pass to the limit and get model (9); - integrate in space and time to get the ﬁnal value. The value of such functionals depends on the order in which averages and integrations are taken. Summarizing, we get the following optimal control problems: Data. Network (I , J ); initial data ρ¯ = (ρ¯ i )i=1,...,N ; optimization horizon [0, T ], T > 0. Dynamics. Equation (9) on each line I ∈ I and Riemann Solver RS J for each J ∈ J , depending on controls α and q. Control Variables. Trafﬁc distribution parameter t → α J (t) and priority parameter t → q J (t), i.e. two controls for every node J ∈ J . Control Space. {(α J , q J ) : J ∈ J , α J , q J ∈ L ∞ ([0, T ], [0, 1])}. Cost functions. Integrated functionals:  T



max



0



J1 (t) dt,



 T



min



0



J2 (t) dt.



Deﬁnition 7. We call (Pi ) the optimal control problem referred to the functional Ji :



(P 1 ) max J1 , subject to (9). (α,q )



(P 2 ) min J2 , subject to (9). (α,q )



The direct solution of problems (Pi ) corresponds to a centralized approach. We propose the alternative approach of decentralized algorithm more precisely: Step 1 For every node J and Riemann Solver RS J , solve the simpliﬁed optimal control problem: max (or min) Ji ( T ), for T sufﬁciently big, on the network formed only by J with constant initial data, taking approximate solutions when there is lack of existence. Step 2 Apply the obtained optimal control at every time t in the optimization horizon and at every node J, taking the value at J on each line as initial data. Notice that, for T sufﬁciently big, we can assume that the datum is constant on each line: this strongly simpliﬁes the approach. We consider a single node J with incoming lines, labelled by 1 and 2, and with outgoing lines, labelled by 3 and 4.     , 0 ≤ ρ ≤ 12 , and ρ = 1 − γ , 12 ≤ ρ ≤ 1, we have that v ρϕ = H − s ϕ + Since ρ = γ
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        1−ρ H s ϕ , ϕ = 1, 2, v ρψ = H − sψ + ρψ ψ H sψ , ψ = 3, 4, where H ( x ) is the Heavyside function and s ϕ and sψ are determined by the solution to the RP at J:  −1, if ρ ϕ,0 ≤ 12 and Γ = Γ in , or ρ ϕ,0 ≤ 12 , q ϕ Γ = γmax and Γ = Γ out , ϕ sϕ = ϕ = 1, 2, +1 if ρ ϕ,0 > 12 , or ρ ϕ,0 ≤ 12 , q ϕ Γ < γmax and Γ = Γ out , ϕ 1− ρϕ ρϕ



 sψ =



−1, if ρψ,0 < 12 , or ρ ϕ,0 ≥ 12 , αψ Γ < γmax and Γ = Γ in , ψ ψ = 3, 4, 1 1 +1 if ρψ,0 ≥ 2 and Γ = Γ out , or ρψ,0 ≥ 2 , αψ Γ = γmax and Γ = Γ in . ψ 



with: qϕ =



q, if ϕ = 1, 1 − q, if ϕ = 2,



 αψ =



α, if ψ = 3, 1 − α, if ψ = 4.



Then, for T sufﬁciently big, J1 ( T ) = 2 [v (ρ1 ) + v (ρ2 ) + v (ρ3 ) + v (ρ4 )] ;



(23)



J2 ( T ) = t (ρ1 ) + t ( ρ2 ) + t (ρ3 ) + t (ρ4 ) ,



(24)



with t (ρx ) =



ρx . H (s x ) + ρx [ H (− s x ) − H (s x )]



We want to maximize the cost J1 ( T ) and to minimize the cost J2 ( T ) with respect to the parameters α and q. In Marigo (2006) and Cascone et al. (2007), you can ﬁnd a similar approach for telecommunication networks and road networks, respectively, modelled with ﬂux function (8). Let γ4max Γ − γ3max + , β = , β− = γ3max Γ − γ4max max max Γ − γ1 γ2 p− = , p+ = . γ1max Γ − γ2max Theorem 8. Consider a junction J of 2 × 2 type. If Γ = Γ in = Γ out and T is sufﬁciently big, the cost functionals J1 ( T ) and J2 ( T ) depend neither on α nor q. If Γ = Γ in , the cost functionals J1 ( T ) and J2 ( T ) depend only on α. The optimal values for J1 ( T ) are the following:   (i) if s3 = s4 = +1, and β− ≤ 1 ≤ β+ , β− β+ > 1, or 1 ≤ β− ≤ β+ , α ∈ 0, 1+1β+ ;     (ii) if s3 = s4 = +1, and β− ≤ 1 ≤ β+ , β− β+ = 1, α ∈ 0, 1+1β+ ∪ 1+1β− , 1 ;   (iii) if s3 = s4 = +1, and β− ≤ 1 ≤ β+ , β− β+ < 1, or β− ≤ β+ ≤ 1, α ∈ 1+1β− , 1 ;   (iv) if s3 = − s4 = −1, α ∈ 0, 1+1β+ in the cases: β− ≤ 1 ≤ β+ , 1 ≤ β− ≤ β+ , or β− ≤ β+ ≤ 1;   (v) if s3 = − s4 = +1, α ∈ 1+1β− , 1 in the cases: β− ≤ 1 ≤ β+ , 1 ≤ β− ≤ β+ , or β− ≤ β+ ≤ 1. If Γ = Γ in , the optimal values for J2 ( T ) are the following: (i) if s3 = s4 = +1 or sc = − sd = −1, and β− ≤ 1 ≤ β+ , α = 12 ;   (ii) if s3 = s4 = +1, and β− ≤ β+ ≤ 1, α ∈ 0, 1+1β+ ;   (iii) if s3 = s4 = +1, and 1 ≤ β− ≤ β+ , α ∈ 1+1β− , 1 ;   (iv) if s3 = − s4 = −1, and 1 ≤ β− ≤ β+ , or β− ≤ β+ ≤ 1, α ∈ 0, 1+1β+ ;
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(v) if s3 = − s4 = +1, and β− ≤ 1 ≤ β+ , or 1 ≤ β− ≤ β+ , or β− ≤ β+ ≤ 1, α ∈







1 1+ β − , 1



 .



If Γ = Γ out , the cost functionals J1 ( T ) and J2 ( T ) depend only on q. The optimal values for J1 ( T ) and J2 ( T ) are the same for α when Γ = Γ in , if we substitute α with q, β− with p− , and β+ with p+ . 5.1 A case study



In what follows, we report the simulation results of a test telecommunication network, that consists of nodes of 2 × 2 type. The network, represented in Figure 9, is characterized by: • • • •



24 nodes; 12 incoming lines: 1, 2, 5, 8, 9, 16, 19, 20, 31, 32, 45, 46; 12 outgoing lines: 6, 17, 29, 43, 48, 50, 52, 54, 56, 58, 59, 60; 36 inner lines: 3, 4, 7, 10, 11, 12, 13, 14, 15, 18, 21, 22, 23, 24, 25, 26, 27, 28, 30, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 44, 47, 49, 51, 53, 55, 57. 5
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Fig. 9. Network with 24 nodes. We distinguish three case studies, that can be called, case A, B, and C. In Table 1, we report the initial conditions ρi,0 and the boundary data (if necessary) ρbi,0 for case A. As for case B, instead, we consider the same initial conditions of case A, but boundary data equal to 0.75. Table 2 contains initial and boundary conditions for case C. An initial condition of 0.75 is assumed for the inner lines of the network, that are not present in Table 2. As in Bretti et al. (2006), we consider approximations obtained by the numerical method of Godunov (Godunov (1959)), with space step Δx = 0.0125 and time step determined by the CFL condition (Godlewsky et al. (1996)). The telecommunication network is simulated in a time interval [0, T ], where T = 50 min. We study four simulation cases, choosing the ﬂux function (7) or the ﬂux function (8):
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Line ρi,0 ρbi,0 Line ρi,0 ρbi,0 Line ρi,0 ρbi,0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20



0.4 0.35 0.3 0.2 0.35 0.2 0.25 0.4 0.35 0.3 0.2 0.1 0.1 0.25 0.3 0.4 0.3 0.2 0.4 0.35



0.4 0.35 / / 0.35 0 / 0.4 0.35 / / / / / / 0.4 0 / 0.4 0.35



21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40



0.3 0.2 0.1 0.1 0.2 0.1 0.2 0.25 0.2 0.4 0.35 0.3 0.2 0.35 0.2 0.25 0.4 0.35 0.3 0.2



/ / / / / / / / 0 / 0.35 0.3 / / / / / / / /



41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60



0.1 0.1 0.25 0.3 0.4 0.3 0.2 0.4 0.35 0.3 0.2 0.1 0.1 0.2 0.1 0.2 0.25 0.2 0.15 0.15



/ / 0 / 0.4 0.3 / 0 / 0 / 0 / 0 / 0 / 0 0 0



Table 1. Initial conditions and boundary data for the lines of the network for case A. Line ρi,0 ρbi,0 Line ρi,0 ρbi,0 Line ρi,0 ρbi,0 1 2 5 6 8 9 16 17



0.4 0.5 0.5 0.4 0.4 0.5 0.4 0.4



0.4 0.5 0.5 0.7 0.4 0.5 0.4 0.7



19 20 29 31 32 43 45 46



0.4 0.5 0.4 0.4 0.4 0.4 0.4 0.5



0.4 0.5 0.7 0.4 0.4 0.7 0.4 0.5



48 50 52 54 56 58 59 60



0.5 0.5 0.4 0.5 0.4 0.5 0.5 0.5



0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7



Table 2. Initial conditions and boundary data for the lines of the network for case C. 1. at each node parameters, that optimize the cost functionals J1 and J2 (optimal case); 2. random α and q parameters (static random case) chosen in a random way at the beginning of the simulation process (for each simulation case, 100 static random simulations are made); 3. dynamic random parameters (dynamic random case) which change randomly at every step of the simulation process. In the following pictures, we show the values of the functionals J1 and J2 , computed on the whole network, as function of time. A legend for every picture indicates the different simulation cases. The algorithm of optimization, which is of local type, can be applied to complex networks, without compromising the possibility of a global optimization. This situation is evident if we
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Fig. 10. J1 for ﬂux function (8), case A, and zoom around the optimal and dynamic random case (right). J2 120
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Fig. 11. J2 for ﬂux function (8), case B, and zoom around the optimal and dynamic random case (right). J1 36
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Fig. 12. J1 and J2 for ﬂux function (7), case C. consider the behaviour of J1 for case A and J2 for case B. For cases A and B, the cost functionals simulated with ﬂux function (7) are constant, which is not surprising since the initial data on the lines is less than 12 . In case C, we present the behaviour of the cost functionals J1 and J2 for ﬂux function (7). Boundary data are of Dirichlet type (unlike case A and B where we have considered Neumann boundary conditions) and the network is simulated with high incoming ﬂuxes for the incoming lines and high initial conditions for inner lines. We can see, from Figure 12, that J1 and J2 are not constant as in cases A and B. Moreover, we have to take in mind that we have two different optimization algorithms for J1 and J2 . Notice that the dynamic random case follows the optimal case for J2 and not for J1 . Indeed, the optimal algorithm for J1 presents an interesting aspect. When simulation begins, it is worst than the static random conﬁguration. In the steady state, instead, the optimal conﬁguration is the highest.
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As for the dynamic random simulation, its behaviour looks very similar to the optimal one for cases A and B (for case C, only J2 presents optimal and dynamic random conﬁgurations, that are very similar). Hence, we could ask if it is possible to avoid the optimization of the network, and operate in dynamic random conditions. Indeed, this last case originates strange phenomena, that cannot be modelled, hence it is preferred to avoid such a situation for telecommunication network design. To give a conﬁrmation of this intuition, focus the attention on line 13, that is completely inside the network and it is strongly inﬂuence by the dynamics at various nodes. In Figure 13, we see that, using optimal parameters, the density on line 13 shows a smoother proﬁle than the one obtained through a dynamic random simulation. Ρ10,x 0.75 0.7 0.65 0.6 0.55 0.2



0.4



0.6



0.8



1



x



Fig. 13. Behaviour of the density on line 13 of the network of Figure 9, for t = 10, ﬂux function (7), case C, in optimal and dynamic random simulations. Dashed line: optimal simulation for J2 ; solid line: dynamic random simulation.



6. Conclusions A ﬂuid-dynamic model for data networks has been described. The main advantages of this approach, with respect to existing ones, can be summarized as follows. The ﬂuid-dynamic models are completely evolutive, thus they are able to describe the trafﬁc situation of a network every instant of time, overcoming the difﬁculties encountered by many static models. An accurate description of queues formation and evolution on the network is possible. The theory permits the development of efﬁcient numerical schemes for very large networks. The model is based on packets conservation at intermediate time scales, whose ﬂux is determined via a loss probability function (at fast time scales) and on a semilinear equation for the evolution of the percentage of packets going from an assigned source to a given destination. The choice of the loss probability function is of paramount importance in order to achieve a feasible model. The ﬂuid dynamic model has been compared with those obtained using various queueing paradigms, from proportional/excess to models with ﬁnite capacity, including different distributions for packet sizes. The ﬁnal result is that such models give rise to velocity proﬁles and ﬂux functions which are quite similar to the ﬂuid dynamic ones. In order to solve dynamics at node,Riemann Solvers have been deﬁned considering different trafﬁc distribution functions (which indicate for each junction J the outgoing direction of trafﬁc that started at source s, has d as ﬁnal destination and reached J from an assigned incoming road) and rules RA1 and RA2. The algorithm RA1, already used for road trafﬁc models, requires the deﬁnition of a trafﬁc distribution matrix, whose coefﬁcients describe the percentage of packets, forwarded from incoming lines to outgoing ones. Using the algorithm
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RA2, not considered for urban trafﬁc as redirections are not expected from modelling point of view (except in particular cases, as strong congestions or road closures), priority parameters, indicating priorities among ﬂows of incoming lines, and distribution coefﬁcients have to be assigned. The main differences between the two algorithms are the following. The ﬁrst one simply sends each packet to the outgoing line which is naturally chosen according to the ﬁnal packet destination. The algorithm is blind to possible overloads of some outgoing lines and, by some abuse of notation, is similar to the behaviour of a “switch”. The second algorithm, on the contrary, sends packets to outgoing lines in order to maximize the ﬂux both on incoming and outgoing lines, thus taking into account the loads and possibly redirecting packets. Again by some abuse of notation, this is similar to a “router” behaviour. Hence, RA1 forwards packets on outgoing lines without considering the congestion phenomena, unlike RA2. Observe that a routing algorithm of RA1 type working through a routing table, according to which ﬂows are sent with preﬁxed probabilities to the outgoing links, is of “distance vector” type. Reverse, an algorithm of RA2 type can redirect packets on the basis of link congestions, so it works on the link states (hence on their congestions) and so it is of “link-state” type. The performance analysis of the networks was made through the use of different cost functionals, measuring average velocity and average travelling time, using the model consisting of the conservation law. The optimization is over parameters, which assign priority among incoming lines and trafﬁc distribution among outgoing lines. A complete solution is provided in a simple case, and then used as local optimal choice for a complex test network. Three different choices of parameters have been considered: locally optimal, static random, and dynamic random (changing in time). The local optimal outperforms the others. Then, the behaviour of packets densities on the lines, that permits to rule out the dynamic random case has been analyzed. All the optimization results have been obtained using a decentralized approach, i.e. an approach which sets local optimal parameters for each junction of the network. The cooperative aspect of such decentralized approach is the following. When a router optimizes the (local) functionals, it takes into considerations entering and exiting lines. Such lines reach other nodes, which beneﬁt from the optimal choice. This in fact reﬂects in good global behavior as showed by simulations, described below. In future we aim to extend the optimization results to more general junctions and to explore global optimization techniques.
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