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Preface Materials with nanoporous surfaces are used widely in industry as adsorbents, particularly for applications where selective adsorption of one fluid component from a mixture is important. Nanostructured materials are also of current interest for use in nanofluidics devices. In view of their past, current and potential future importance it seems timely to collect together key articles on relevant aspects of computational methods and applications which underpin progress in this field. Nick Quirke Imperial College London 2005
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chapter one



Adsorption and transport at the nanoscale D. Nicholson N. Quirke Imperial College Contents 1.1 Adsorption and characterisation 1.2 Transport 1.3 Summary References



1.1 Adsorption and characterisation Materials with amorphous nanoporous surfaces are used widely in industry as adsorbents, particularly for applications where selective adsorption of one fluid component from a mixture is important. Some materials, such as high surface area carbons, are quoted [1] to have a (BET) surface area higher than 3000 m2/ g. Analysis of adsorption isotherms for such materials by molecular based methods reveals that much of the nanoporosity is on the scale of 3 nm or less. Similarly zeolites and clays may have pore sizes typically 1 nm or less, while single walled nanotubes can have sub nanometre inner diameters. At this scale adsorption is dramatically influenced by nanoscale (surface) geometry, by molecular size and the influence of both on cohesive energies. Naturally, to model adsorption in nanoporous materials, a successful approach will require an atomic model of the surface and a molecular theory of adsorption equilibrium. The characterisation of (nano) porous materials has engaged the attention of a large community of physical scientists over several decades. For example a series of tri-annual meetings* has been devoted solely to this * http://www.cops7.up.univ-mrs.fr/cops7/
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topic since the early 70’s, and characterisation generally forms an important section in many other meeting series centred around problems related to adsorption and adsorbents amongst which may be mentioned the Fundamentals of Adsorption series* started in 1983, a series of meetings on the theme of heterogeneity in adsorption,** held in Poland since 1992, and a more recent series on porous materials held in Princeton*** and in the Pacific Basin countries.**** It is reasonable to ask — why is this not a solved problem? Part of the answer lies in the wide and ever increasing variety of porous materials, part in the randomness of many materials and part in the subtlety and complexity of matter at the nanoscale. Moreover, porous materials find many applications in industry, as well as being ubiquitous in the natural world, so there is a strong motivation behind the sustained interest they evoke. The adsorption of nitrogen at liquid nitrogen temperature was a well established technique by the early years of the last century, and has continued to dominate the scene as a standard method of characterisation, encouraged by the more recent ready availability of fully automated equipment [1]. It forms the basis of many thousands of surface area measurements (via the BET method) and pore size distribution determinations carried out daily in industrial laboratories worldwide. The interpretation of adsorption data has benefited greatly from simulation studies (methodological details are given in Sweatman and Quirke, this volume), although this has continued to be largely centred on underlying conceptual models of cylindrical pores or pores of other simplified geometry, with a distribution of cross-sectional sizes (although more detailed models are used for crystalline nanoporous materials such as zeolites, see for example Boutin et al., this volume and [2]). A major step forward in the 50s and 60s, was the recognition of the importance micropores, especially by Sing and his co-workers. This in turn led to the standard classification of pore sizes into micropores (< 2 nm), mesopores (2–50 nm) and macropores (> 50 nm), the latter being beyond the size range easily detectable by the capillary condensation of sub-critical nitrogen. Notwithstanding the issues raised by the use of an idealized pore model, it is not always recognised that this classification has its origin specifically in the adsorption of nitrogen at liquid nitrogen temperature [3]. At this low temperature, nitrogen condenses in mesopores and isotherms for pores in this size range exhibit a hysteresis loop. Isotherm shapes and loop shapes vary considerably, and the mapping of these shapes onto underlying models, characterised by a minimal set of parameters, continues to be an intriguing problem. Most typically, the goals for a material with pores wholly in the mesopore size range would be a pore size distribution and pore network connectivity, where the latter is, to some extent, determined by the form of the hysteresis loop. * http://academic.csuohio.edu/foa8/ ** http://hermes.umcs.lublin.pl/~rudzinsk/3.htm *** http://www.triprinceton.org/workshop2006/Default.htm **** http://sepapuri.yonsei.ac.kr/pbast-1.htm
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A simple program along these lines has been proposed by several authors in the past [4]. However, from what has been said above, it is clear that many difficulties stand in the way of its implementation and that alternative approaches may lead to more effective characterisation procedures. Computer simulation has contributed significantly toward the recognition and resolution of fundamental problems in adsorption in porous materials. Some advances stemming from this source may be highlighted: • the extraordinary robustness of the BET method of surface area measurement [5,6] • the demonstration that pores at the lower end of the micropore range are filled by liquid nitrogen at extremely low pressure [7] • the demonstration of the effect of confinement on melting transitions (see S´liwinska-Bartkowiak et al., this volume) • the revelation that the Kelvin equation fails badly, even within the mesopore size range, and is really only valid for macropores [8] • the analysis of isotherms using databases of simulated isotherms, following the earlier use (and validation) of methods based on databases generated by density functional theory [9,10,11,12] • the recognition that using apparently nonporous (or low surface area carbons) as reference states for adsorbent-adsorbate interactions may be flawed and that the use of reference materials closer in surface structure to the adsorbents of interest can lead to much improved pore size distributions that can be predictive for some gases and gas mixtures [20,21] • a significant contribution to the use of ambient temperature adsorption in the characterisation of microporous materials [13,14] • the investigation of idealised models that have helped to throw light on the complexities of the adsorption hysteresis phenomenon [15] Experimentally, adsorption techniques have not been restricted solely to nitrogen adsorption. Much interest has focussed on the adsorption of argon [16], again at low temperatures. The appeal of this adsorbate arises from its simple rare gas structure, and consequently that it should be easier to understand at the theoretical level than molecular dinitrogen. Similarly, both krypton and xenon adsorption have been explored in the hope that they would be more effective probes for micropores [1,17, see also Pellenq and Levitz, this volume]. More recently, advances in low temperature and pressure measuring techniques have led to pioneering efforts to establish helium adsorption as a tool to augment characterisation methods. [18] The use of high pressure room temperature carbon dioxide adsorption has been recommended by a number of authors [3,19,14, see Samios et al., this volume]. Sweatman and Quirke [14, 20, 21], for example, have investigated the ability of pore size distributions (PSDs) obtained from one gas to predict the adsorption of the other gases at the same temperature. They found that carbon dioxide PSDs are the most robust in the sense that they
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can predict the adsorption of other small molecules such as methane and nitrogen with reasonable accuracy. Although the majority of experimental measurements of adsorption concentrate on adsorption isotherms, heats of adsorption offer a supplementary source of information that is often neglected. One reason for this, of course, is that the isotherm route to heats of adsorption requires that at least three isotherms be measured at three different temperatures, which confronts the experimentalist with the problem of arranging thermostatting, as well as the time-consuming additional measurements. An alternative, extensively exploited by Rouquerol and co-workers in Marseille, is to make direct calorimetric measurements of adsorption heats [22]. It has been shown that micropore distributions based on heats exhibit characteristic signatures that are absent from adsorption isotherms [23]. A concept that has played a prominent role in discussions of adsorption over many decades is that of surface heterogeneity. In its most elementary form, the effect of heterogeneity is manifested by sites of different energy on the adsorbent surface. For example, steps and kinks on a disordered surface have more atom-atom contacts with an adsorbate an open site on an identical open surface, and therefore a lower adsorption energy. This kind of effect becomes much more dramatic when isolated ionic sites, such as may occur in some zeolite cages, interact with a polar molecule, as shown for example by comparison of simulations of nitrogen adsorption in pure silica- and Ca-chabazite [24]. At the same time it has to be recognised that structural heterogeneity effects of this type can become intermingled with geometrical effects. This is illustrated by what is often referred to as the fundamental equation of adsorption, Γ( p) =



∫ Γ(p, ε) f (ε) dε



(1.1)



Here Γ(p, ε) is a local isotherm for adsorption at a site of energy ε at pressure p, and f(ε) is a distribution of site energies. However, in micropores especially, the adsorption energy varies with pore size, and an exactly analogous expression to (1.1) can be written in which ε is replaced by R, a measure of pore width. The problem is further obscured by adsorbate-adsorbate interactions, since the total energy from this source is lowered as adsorbate loading increases. Much theoretical work has been carried out on the effects of heterogeneity on adsorption, particularly by Polish and Russian groups, and several equations, often incorporating model site energy distributions, have been offered as expressions for the overall adsorption. When put to the test by comparison with simulation data [25,26] these are generally found to be barely adequate for the task [27], and more robust models have been proposed [28]. A signature considered to be characteristic of surface heterogeneity is a steep decline in the heat of adsorption with coverage (see for example
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Siperstein et al., this volume). Model studies suggest that atomic disorder alone is insufficient to give this, but that suitable distributions of micropores that include very narrow pore sizes can do so [29]. This in turn suggests that characteristic “heterogeneous” heat curves may result from adsorbate occupying inter-particle crevices between nanoscale particles. Whilst simple models can be enlightening, they leave open the question of whether additional “emergent” phenomena may be occurring due to the effects of interactions between adsorbate held in the complex interstices of real materials. With the rapid increase in computing power that has become available in recent years, a number of studies, motivated by this consideration, have been made in which collective representation of porous materials has been sought. Models of this type include: disordered media of random spheres [30,31], simulations in which the laboratory preparation of materials is imitated in simulation [32,33] and reverse Monte Carlo and simulated annealing, in which the structure factors of the real material are used as target functions in the reconstruction of the simulated adsorbent [34]. Subsequent simulation of adsorption in these materials can be compared with simpler models and interpreted in terms of known correlations relating to the solid structures. [35,36].



1.2 Transport A detailed understanding of molecular transport through nanostructured materials is fundamental to the rational design of new materials and devices for separation processes (see for example Travis and Gubbins this volume). It is also central to the new field of nanofluidics and applications to problems involving, for example, high throughput characterisation, analysis and sequencing. Our current understanding of the processes involved in fluid motion (where we include both steady state [37] and transient flow) in nanoporous solids, in particular, the appropriate boundary conditions to use with hydrodynamic models, and the kinetics of fluid imbibition has progressed through advances in both theory [38,39,40,41] and simulation [42,43,44,45,46]. However, the precise relation between the transport of fluids in nanopores and the details of the interactions of the fluid with the pore wall remains an open problem. A key parameter characterising the applicability of the continuum equations (Navier Stokes equation [47]) is the Knudsen number Kn, defined as the ratio of the molecular free path to the transverse dimensions of the system. Computer simulation studies of Couette and Poiseuille flow in model slit pores [48,49,50] have shown that the flow of fluids in the small Kn regime is described remarkably well by macroscopic phenomenological hydrodynamics even for pore widths down to ten molecular diameters. What has remained unanswered by these theories, however, is the question of the precise relation between molecular properties of the interface and the hydrodynamic boundary conditions, inevitably appearing when the solid is approximated by a continuum. [51–54] The usual assumption made in continuum fluid dynamics is that the fluid velocity vanishes
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at the solid wall: the so-called “no-slip” boundary condition. In molecular models, where the solid is modelled as a continuum, the boundary conditions are usually specified by postulating a scattering law, e.g. diffuse or Knudsen’s cosine law [55,56] boundary conditions, which may not be correct or even physically reasonable. Since it is clear that both equilibrium and non-equilibrium properties of the system can depend strongly on the imposed boundary conditions [43] it is vital that realistic boundary conditions are employed in molecular simulations. An approach which leads to simple yet physically correct boundary conditions can be based on Maxwell’s theory of slip. In the appendix to his paper on stresses in rarefied gases, published in 1879, [57] Maxwell developed a theory in which slip boundary conditions were obtained as a consequence of the molecular corrugation of the solid. This theory is based on the assumption that a particle, colliding with the wall, is thermalised by the wall with some probability α, or specularly reflected with probability (1 − α), resulting in a scattering law, which is a mixture of slip and stick boundary conditions. Since the derivation was made within the framework of the kinetic theory of gases, the theory does not of course, include the effects of adsorption According to Maxwell’s theory of slip, the distribution function for the velocity component parallel to the wall in the direction of flow is a linear combination of specularly reflected particles and those thermalised by the wall,



f M (υ||) = (1 − α ) f (υ|| − uin ) + α f (υ||),



(1.2)



where it is assumed that both distributions can be described by the Maxwellian,



f (w ) =



 mw 2  m exp  − , 2π kT  2 kT 



and uin is the mean streaming velocity of the particles approaching the wall. When the streaming velocity at the wall is significantly smaller than the mean thermal velocity, it is easy to show from Equation (1.2) and the definition of the mean velocity that the following relation holds uout = (1 − α) uin,



(1.3)



where uout is the mean tangential velocity of scattered molecules in the direction of flow. From Equation (1.3) we can find α as α = ∆u/uin, where we used ∆u ≡ uin − uout. The streaming velocity at the wall, uw , is defined as a simple mean of uin and uout, and taking into account Equation (1.3), we obtain uw = (1 – 0.5α)uin.
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Table 1.1 Values of the Maxwell Coefficient for Nanopores Material †



WC [62] WC [62] WC [62] WC [62] Graphite‡ Rare gas [58]‡ SWCT(16,16)䉫 SWCT(16,16)䉫 SWCT(16,16)䉫 Rare gas (′16,16’)䉫 SWCT(16,16)∆ SWCT(10,10)∆ SWCT(7,7) [46] Rare gas (‘7,7’) [46]



Geometry



Width/ Diameter



slit slit slit slit slit slit cylinder cylinder cylinder cylinder cylinder cylinder cylinder cylinder



nm 200 200 200 200 7.1 7.1 2.172 2.172 2.172 2.172 2.172 1.36 0.951 0.951



Fluid



T



Density



α



Ne* Ar* Kr* N2* CH4* CH4* N2䉫 N2䉫 N2䉫 N2䉫 CH4* CH4* C10H22 C10H22



K 293 293 293 293 298 298 300 300 300 300 300 300 300 300



kg/m3 28 56 117 39 296 296 408 272 170 170 233 207 106 618



0.009 0.006 0.007 0.008 0.013 0.54 0.0016 0.0015 0.0017 0.022 0.0023 0.0012 0.000002 0.0002



*modelled as a single LJ site, †(0001) crystal basal plane of tungsten carbide, ‡Table 2, reference 43, 䉫Table 2 reference 59 ∆Table 1 reference 61



One way of calculating α in a non equilibrium molecular dynamics simulation (NEMD) is to calculate velocities of sub-ensembles of molecules colliding with the wall and leaving it after the collision to obtain uin and uout. The friction force per particle exerted on a surface can be calculated from α and uw using [43] Fy = − χ m



2α u 2−α w



(1.5)



where χ is the collision frequency and m the mass of the colliding molecules. For N gas molecules in slit pores χ/N is of the order of 1 ps–1. Maxwell’s coefficient α has been calculated using NEMD [43] and EMD [59,44] for a range of simple fluids as well as nanoparticle suspensions and solutions [60] flowing in (mostly) carbon nanopores (see table) and can be used to impose boundary conditions in a smooth wall model which reproduce the interfacial characteristics of the full molecular model [61]. However in order to get correct fluxes it is necessary to use values of α, which are almost twice those obtained from the full molecular simulation with molecular walls. This is likely to be the result of approximations in Maxwell’s model including the fact that the wall friction is applied instantaneously to colliding particles. From the table, the values of α for decane in carbon nanotubes are significantly smaller than for nitrogen and methane. This could be interpreted as being due to the larger size of the decane molecule with respect to the surface corrugation (D. Nicholson and S.K. Bhatia, “Scattering and



Copyright 2006 by Taylor & Francis Group, LLC



8



Adsorption and Transport at the Nanoscale



tangential momentum accommodation at a 2D adsorbate–solid interface,” J. Membrane Sci. (in press)). In addition, the values of α for the graphitic pores are significantly less than for the rare gas pores. This is because the surface density of the rare gas pore is a fifth of that for the graphitic pore, leading to a higher degree of corrugation of the surface potential and thus a higher value of α. The value of α is a strong function of geometry since the corrugation of the surface decreases as the curvature increases and this is evident in the reduction of α between a 16,16 and a 10,10 nanotube for methane. Tungsten carbide has a surface density, and hence corrugation, intermediate between the rare gas pores and graphite (ρsWC /ρsC = 0.36). At the low densities reported here, α for the WC slits is comparable to that for graphite slits. The prediction of fluxes in nanoscale gaps has an important (and perhaps unexpected) practical application to pressure standards where a knowledge of the frictional drag force on a falling piston due to gas flowing in gaps, of the order of 200 nm, is required [62]. Another application is to nanofluidics where recent work has shown how a knowledge of α can be used to predict the non equilibrium dynamics of capillary filling (imbibition) of nanotubes. The radially averaged filling velocity is given by [46,63]  c (1 − e − at ) dL 1  V= =  1a dt 2  c 2 e − at −1 t + ( ) a a 



(



)



  1  2  



(1.6)



and the density profile by



ρ( x , t) = .5ρertc(( x + x0 − Vt)/ 4 Dt )



(1.7)



In the above equation c = 4∆γ /ρr ∆γ = γ sv − γ sf where γsv is the solid surfacevapour surface tension and γsf is the surface tension for the imbibing fluid, ρ is the mass density of the fluid, a = χα, the number of wall collisions that result in thermalization per molecule per second ( χ is the mean number of surface collisions per molecule per second, α , is Maxwell’s coefficient64), V is the average flow velocity of the fluid in the pore, x is the axial distance along the pore from the wet pore entrance, x 0 the initial position of the wetting fluid interface at t = 0, D is the diffusion coefficient (see reference 63 for a discussion of the meaning of this parameter in nanopores). Given a = χα and c for an arbitrary nanotube, Equations (1.6,1.7) provide a complete description of the wetting dynamics. One challenge for the future is to extend this description of surface friction to heterogeneous surfaces, especially at the nanoscale, and to more complex fluids such as electrolytes (see Suh et al., this volume). We note that wetting by simple fluids of striped and hexagonal chemically nanopatterned surfaces (homogeneous solid fluid surface tensions γ1, γ2) has been shown [65] to obey Cassie’s law [66] for small surface contrast. Cassie’s law states that the surface tension of a
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patterned interface can be calculated from the properties of the homogeneous surfaces using the fractional coverage of the surface c by component one,



γ = cγ1 + (1 − c) γ2 There is some evidence from simulation [67] of a similar “Cassie law” behaviour for the Maxwell coefficient of a chemically patterned surface where the effective α is defined by



α ~ cα1 + (1 − c)α 2 However the general behaviour is likely to be very complex and requires detailed study. It is of particular importance to look at the effect of physical disorder and especially the role of surface features of nanoscale dimensions. Another aspect of this problem is the breakdown of the hydrodynamic description for very small pores ( ( z) = 2πρwε fwσ ∆  −  −  3∆(z + 0.61∆)3    5  z   z    2 fw



(3.2)



Here, the σ s and ε s are the size and energy parameters in the LJ potential, the subscripts f and w denote fluid and wall respectively, ρw is the density of wall atoms, ∆ is the spacing between successive layers of wall atoms, and z is the distance between the adsorbate atom and the nearest point in the wall. The carbon-carbon potential parameters and structural data were taken from Steele [21]. The values are: ρw = 114 nm–3, σww = 0.34 nm, εww/k = 28 K, ∆ = 0.335 nm. For a given pore width H, the total potential energy from both walls is given by



φ pore ( z) = φfw ( z) + φfw (H − z)



(3.3)



The intermolecular potential parameters were obtained as follows [7]. The intermolecular potential parameters for aniline–aniline interactions were obtained by fitting molecular simulation data for the bulk phase melting point at 1 atm pressure to experimental data [22,23]; this gave εff/k = 395 K, σff = 0.514 nm. This effective Lennard–Jones potential accounts for the dipolar forces in a crude way through the enlarged value of the well depth parameter. Lennard–Jones interactions were also used for the fluid–wall interactions.
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The parameters were estimated using the Lorentz–Berthelot combining rules; the above values were used for the carbon–carbon parameters, but for the aniline–aniline parameters we used those determined for the Stockmayer potential as fitted to second virial coefficients [24] so that the well depth parameter reflects the dispersion interaction without dipolar effects. These latter parameters for aniline were εff/k = 358 K, and σff = 0.514 nm. The relative strength of the fluid-wall to the fluid-fluid interaction is deter2 ∆/ε ff . In the case of aniline in mined by the parameter α = (2/3) ρwε fwσ fw activated carbon fibers, α = 1.2. Our objective is to calculate the freezing temperatures in the confined phase to compare with the experimental results. The simulation runs were performed in the grand canonical ensemble, fixing the chemical potential µ, the volume V of the pore, and the temperature T. A pore width of H = 3σff was chosen to enable comparison with our experimental results. A rectilinear simulation cell of dimensions L × L (where L equals 60σff) in the plane parallel to the pore walls was used. Typically, the system contained approximately 12,000 adsorbate molecules. The adsorbed molecules formed distinct layers parallel to the plane of the pore walls. The simulation was set up such that insertion, deletion and displacement moves were attempted with equal probability, and the displacement step was adjusted to have a 50% probability of acceptance. Thermodynamic properties were averaged over 2000 million individual Monte Carlo steps. The length of the simulation was adjusted such that a minimum of 50 times the average number of particles in the system would be inserted and deleted during a single simulation run. The method for obtaining the free energy relies on the calculation of the Landau free energy as a function of an effective bond orientational order parameter Φ, using GCMC simulations [2]. The Landau free energy, Λ, is defined by, Λ[Φ] = − kBT ln(P[Φ]) + constant



(3.4)



where P[Φ] is the probability of observing the system having an order parameter value between Φ and Φ + δ Φ. The probability distribution function P[Φ] is calculated in a GCMC simulation as a histogram, with the help of umbrella sampling. The grand free energy Ω is then related to the Landau free energy by



∫



exp(− β Ω) = dΦ exp(− βΛ[Φ])



(3.5)



The grand free energy at a particular temperature can be calculated by numerically integrating Equation 3.5 over the order parameter space. We use a two-dimensional order parameter to characterize the order in each of the molecular layers. 1 Φ6 j = Nb
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∑ exp(i6θ ) =|〈exp(i6θ )〉 j| k



k =1



k



(3.6)
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Φ6j measures the hexagonal bond order within each layer j. Each nearest neighbor bond has a particular orientation in the plane of the given layer, and is described by the polar coordinate θ. The index k runs over the total number of nearest neighbor bonds Nb in layer j. The overall order parameter Φ6 is an average of the hexagonal order in all the layers. We expect θ6j = 0 when layer j has the structure of a two-dimensional liquid, θ6j = 1 in the two dimensional hexagonal crystal phase, and 0 < Φ6j < 1 in an orientationally ordered layer.



3.4 Results 3.4.1



Experiment



The capacitance C and loss tangent tan (δ ) were measured as a function of frequency and temperature for bulk aniline and for aniline adsorbed in ACF, from which the dielectric permittivity κ ′(T , ω ) and the loss tangent κ′′(T,w) were calculated. Results of the measurements of C for bulk aniline as a function of T and at the frequency of 0.6 MHz are shown in Figure 3.1. There is a sharp increase in C at T = 267 K, the melting point of the pure substance, due to the contribution to the orientational polarisation in the liquid state from the permanent dipoles [17,18]. In the frequency interval studied we could only detect the low-frequency relaxation of aniline. Analysis of the Cole–Cole representation of the complex permittivity for solid aniline has shown that the relaxation observed should be approximated by a symmetric distribution of relaxation times described formally by the Cole–Cole Equation 3.1. Examples of the experimental results and the fitted curves are given in Figure 3.2(a) for the bulk solid phase at 260 K. From the plot of κ ′ and κ ′′ vs. log10(ω) the
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Figure 3.1 Capacitance, C, vs. temperature, T, for bulk aniline at ω = 0.6 MHz.
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Figure 3.2 (a) Spectrum plot for aniline at 260 K. The solid and the dashed curves are fits to the real and imaginary parts of κ. (b) Representation of the spectrum plot in the form of a Cole–Cole diagram for bulk aniline at 260 K.



relaxation time can be calculated as the inverse of the frequency corresponding to a saddle point of the κ ′ plot or a maximum of the κ ′′ plot. An alternative graphical representation of the Debye dispersion equation is the Cole–Cole diagram in the complex κ plane, shown in Figure 3.2(b). Each relaxation mechanism is reflected as a semicircle in the Cole–Cole diagram. From the plot of κ′′ vs. κ ′, the value of τ is given as the inverse of the frequency at which κ′′ goes through a maximum. In Figure 3.3 the variation of the relaxation time with temperature is presented for bulk aniline, as obtained from fitting Equation 3.1 to the dispersion spectrum. In the solid phase (below 267 K), our measurements showed a single relaxation time of the order of 10–3 –10–4 s in the temperature range from 240 to 267 K. The liquid branch above 267 K has rotational relaxation times of the order of 10–11 s [17,18]. This branch lies beyond the possibilities of our analyser. In the presence of dipolar constituents, one or more absorption regions are



Copyright 2006 by Taylor & Francis Group, LLC



50



Adsorption and Transport at the Nanoscale



1.5



Bulk melting



Relaxation time log(τ/ms)



2.0



1.0



0.5



0.0



–0.5 240



250



260



270 T[K]



280



290



300



Figure 3.3 Dielectric relaxation time, τ, vs. temperature for bulk aniline.



present, not all of them necessarily associated with the dipolar dispersion. At the lowest frequencies (especially about 1 KHz), a significantly large κ ′′ value arises from the conductivity of the medium and interfacial (Maxwell–Wagner) polarisation is found if the system is not in a single homogeneous phase. For aniline, a homogeneous medium whose conductivity is of the order of 10–9 Ω–1 m–1, the absorption region observed for the frequencies 1–10 KHz is related to the conductivity of the medium. The Joule heat arising from the conductivity contributes to a loss factor κ′′ (conductance) so the value at low frequency is: κ′′ (total) = κ′′ (dielectric) + κ′′ (conductance), and the system reveals the energy loss in processes other than dielectric relaxation. In Figure 3.3 the branch above 267 K, corresponding to relaxation times of the order of 10–2 s, characterises the process of adsorption related to the conductivity of the medium. This branch is characteristic of the liquid phase and is a good indicator of the appearance of this phase. The behavior of C vs. T for aniline in ACF at a frequency of 0.6 MHz is shown in Figure 3.4. The sample was introduced between the capacitor plates as a suspension of ACF in pure aniline. The sharp increase in C at 267 K seen in Figure 3.4(a) is due to the bulk solid–liquid transition, and we do not observe additional changes of C characteristic of phase transitions for temperatures lower than the bulk melting point. The behavior of C vs. T for aniline in ACF at temperatures in the range 290–340 K for frequencies of 0.01, 0.1 and 1 MHz is shown in Figure 3.4(b). In this temperature range we observe two sudden changes in C that are not observed in the case of bulk aniline, and must be related to changes in the aniline confined within ACF. These changes occur at 298 and 324 K, and indicate
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Figure 3.4 (a) Capacitance vs. temperature for aniline in ACF at frequency ω = 0.6 MHz at lower temperatures, (b) C vs. T for aniline in ACF at different frequencies for temperatures 290–340 K.



phase or structural transitions in the confined phase. The latter change is very similar to that corresponding to the melting of a dipolar liquid placed in porous glass [3,20], where a significant increase in C indicated a phase transition to the liquid phase. These results suggest that the melting process
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Figure 3.5 Dielectric relaxation times, τ vs. T for aniline in ACF.



of aniline confined in ACF has two steps: from solid to intermediate phase (at 298 K), and from intermediate phase to liquid at 324 K. The characteristic relaxation times related to molecular motion in particular phases are presented at Figure 3.5, where the behavior of the relaxation times as a function of temperature for aniline in ACF is depicted. For the temperature range 273–340 K there are several different kinds of relaxation. The larger component of the relaxation time of the order 10–2 s is related to the conductivity of aniline in pores and testifies to the presence of a liquid phase in the system. This component appears at 324 K, where the second transition was observed in Figure 3.4(b). A relaxation time related to the Maxwell–Wagner polarisation, of the order 10–3 s and characteristic of interfacial polarisation, is observed over the whole temperature range. At temperatures below 298 K we observe a relaxation time of the order 10–4 s, which is typical of the aniline solid (crystal) phase. Above this temperature, in the range 298–324 K, a branch of relaxation time of the order 10–5 s appears. This branch can be related to a Debye-type dispersion in the intermediate phase, which could be a hexatic phase [20].



3.5 Simulation results The reduced melting temperature of the bulk Lennard–Jones fluid at 1 atm. pressure is kBTf/εff = 0.682. For our model of aniline this corresponds to a melting temperature of 269 K, very close to the experimental value of 267 K. During the course of our GCMC simulations the distribution function P[Φ]
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was calculated as a function of Φ, and hence the Landau free energy and grand free energy were obtained from Equations 3.4 and 3.5, respectively. At most temperatures, the Landau free energy plots versus Φ showed three local minima, corresponding to three phases. At a given temperature, one of these minima was the global one, indicating the thermodynamically stable phase at that temperature; at temperatures at which two of the phases were in thermodynamic equilibrium two of these minima had the same Landau free energy. The state conditions of phase coexistence were determined by requiring the grand free energies of the two confined phases to be equal. The resulting grand free energy curves for the three phases are shown in Figure 3.6. Two thermodynamic phase transitions are observed, one at 296 K and the other at 336 K. The phase transitions are seen to be first order, at least for this size of simulation box. These free energies give no information about the nature of the phases involved. However, we note that in these confined systems, because of the slit-shaped pore and narrow pore width, the adsorbate molecules are confined to layers that are quasi-two-dimensional systems. Nelson and Halperin [25] proposed the KTHNY (Kosterlitz–Thouless– Halperin–Nelson–Young) mechanism for the melting of a two dimensional crystal in two dimensions, which involves two transitions of the Kosterlitz– Thouless [26] type. The first is a transition from the two-dimensional crystal phase, with quasi-long range positional order and long-range orientational order, to a hexatic phase with long-range orientational order but positional disorder;
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Figure 3.7 Pair correlation functions in the two confined molecular layers of aniline in ACF from simulation: (a) g(r) in the liquid phase; (b) g(r) in the hexatic phase; (c) g(r) in the crystal phase; (d) G6j(r) in the liquid phase; (e) G6j(r) in the hexatic phase; (f) G6j(r) in the crystal phase.



the second transition is from the hexatic phase to a liquid (having neither long range positional or orientational order). The hexatic phase was first observed experimentally in electron diffraction experiments on liquid crystalline thin films [27]. Molecular simulation studies by Zangi and Rice [28] for quasi-two dimensional films in which some out of plane motion is permitted showed two phase transitions as proposed by the KTHNY mechanism, with the hexatic phase as the intermediate one between crystal and liquid. In order to determine the nature of the phases shown in Figure 3.6 we calculated the in-plane pair positional and orientational correlation functions at each temperature, since these provide a clear signature of fluid, crystal and hexatic phases. Typical results are shown in Figure 3.7 for temperatures in the stable regions of the three different phases. In this figure g(r) is the usual two-dimensional in plane pair correlation function, or radial distribution function. The orientational pair correlation function, G6j(r), for the confined molecular layer j is defined as G6 j (r ) = 〈Φ 6* j (0)Φ 6 j (r )〉



(3.7)



At the highest temperature, 330 K, the g(r) is isotropic in nature with a rapid damping of the oscillations, while the orientational correlation function shows exponential decay; these are signatures of a fluid or liquid phase. At the intermediate temperature of 310 K the g(r) is isotropic, with oscillations that are longer in range, while the orientational correlation function decays algebraically, i.e., as l/r; this is a clear signature of a hexatic phase with short
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range positional order, but quasi-long range orientational order. At the lowest temperature of 280 K the g(r) is anisotropic and typical of a somewhat disordered crystal, while the orientational correlation function shows long range order, again indicating a crystal phase. Examination of snapshots showed that the low temperature phase had a 2-D hexagonal crystal structure.



3.6 Discussion and conclusions Both the experimental and simulation results show that aniline confined within ACF melts at a temperature higher than the bulk value of 267 K. The experiment gave a melting temperature for the confined system of 298 K, while simulation gave 296 K, an elevation due to confinement of 31 and 29 K, respectively. Such an increase is expected based on our knowledge of the global freezing behavior [7] in view of the high value of α = 1.2 for this system, and is consistent with other experimental results for confinement in ACF [5–9]. The experiments show two transitions for the confined system, one at 298 and the second at 324 K. Analysis of the dielectric relaxation times for the three phases shows that for temperatures below 298 they are characteristic of a crystal aniline phase, while above 324 K they are characteristic of liquid phases. For the intermediate phase, between 298 and 324 K, the dielectric relaxation times are of the order 10–5s, which is of the order found for hexatic phases. The simulations also show two transitions, at 296 and 336 K, respectively. Analysis of the positional and orientational pair correlation functions shows that the intermediate phase is a hexatic phase, and is the stable phase between 296 and 336 K; thus the lower transition temperature corresponds to melting of the hexagonal crystal to a hexatic phase, while the upper transition temperature is for a hexatic to liquid transition. The molecular models used in the simulations (slit pore, smooth walls, simple Lennard–Jones potentials) are crude. Nevertheless we believe they capture the physics involved in these transitions. There is good qualitative agreement between the experiment and simulation, and even fairly good quantitative agreement. The results suggest that confinement within narrow slit pores having strongly adsorbing walls, thus enforcing strong layering of the adsorbate, promotes the stability of a hexatic phase, so that it can be observed for simple adsorbate molecules over a rather wide temperature range, 26 K in the experimental system. This is in contrast to previous studies, which have usually been for thin films of liquid crystal phases, where the hexatic phase is only stable over a narrow temperature range. Thus, such confined systems seem promising for further study of hexatic phases.
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4.1 Introduction Templated mesoporous materials have attracted a lot of attention from the scientific community since their introduction in 1992 by researchers at Mobil [2] although synthesis of similar materials had been reported earlier in the *Corresponding author. Reprint from Molecular Simulation, 27: 5–6, 2001. http://www.tandf.co.uk
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literature dating back to a patent filed in 1969 [3] which was later shown to yield a material with the same properties as MCM-41 [4] and the synthesis of FSM-16 in 1990 [5]. Several synthesis procedures have been proposed since then, using a variety of surfactant-inorganic pairs. Although some syntheses have been performed using a true liquid crystal templating technique [6] where the initial surfactant solution is at a high enough concentration to form liquid crystal phases, most syntheses start with a dilute surfactant solution [7]. In this case, the final structure of the porous solid does not resemble the micellar structure in the surfactant solution used for the synthesis. The prediction of the final structure of the porous materials is complicated because the physics underlying these syntheses is not well understood, mainly due to the overlapping self-assembly and inorganic polymerization processes. The key to predicting structures of templated mesoporous materials is to understand how a dilute solution with spherical micelles becomes a liquid crystal phase when silica is added to the system. The detailed simulation of micelle formation alone is a challenging problem for today’s computer power. Simulations using detailed atomistic potentials have, for the most part, focused on the evolution of prearranged structures, but are usually unable to span real times that are long enough to observe formation and destruction of micelles [8]. Coarse-grained approaches, either on- or off-lattice, are normally used to study the formation of micelles. Although off-lattice simulations are typically more versatile and realistic, lattice simulations allow larger systems to be studied, and can be made more realistic through lattice discretization [9]. Lattice Monte Carlo simulations have been used to study micellization processes and to determine binary and ternary phase diagrams containing spherical micelles, hexagonal, lamellar and cubic structures. Generally the model surfactant molecules are made up of m hydrophilic head groups H and n hydrophobic tail groups T, i.e. HmTn, and are distributed across lattice sites with one group per site. Solvent molecules, S, occupy single sites, and oil molecules if present occupy one or several sites [10–17]. Recently lattice Monte Carlo simulations have been used to study evaporation driven selfassembly to describe dip-coating synthesis of templated materials [18]. In this work, we show that synthesis of templated materials in bulk solution can be interpreted with an equilibrium triangular diagram for surfactant, solvent and silica where different liquid crystal phases can be located. The liquid crystal-like behavior of silica-surfactant phases has been observed experimentally under no polymerization conditions [19]. The equilibrium diagram is calculated using a lattice Monte Carlo approach, specifying the appropriate interaction parameters to represent each component. Two extreme cases are studied, one where the three binaries are completely miscible and another where the solvent and the inorganic oxide (silica) are immiscible. In the former case, a favorable interaction between the silica and the surfactant head produces an immiscibility gap inside the ternary diagram, while in the latter case a larger region of phase separation occurs due to the immiscibility between the solvent and the oxide. The shape and location
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of the immiscibility gap determines the different liquid crystal phases that can be formed. Model porous materials are obtained by assuming that the silica polymerization is sufficiently fast that no modification of the liquid crystal structure occurs. Silica polymerization is followed by removal of the surfactant chains. Adsorption isotherms and heats of adsorption of argon on a model material with cylindrical pores are calculated using grand canonical Monte Carlo simulations. Heats of adsorption, calculated from fluctuations in the energy and number of molecules [1] during the GCMC simulations, decrease with coverage for loadings below one statistical monolayer, in agreement with experimentally measured heats of adsorption of argon and krypton on MCM-41 [20,21].



4.2 Simulation technique 4.2.1



Lattice Monte Carlo



We used Larson’s lattice model [10] with a fully occupied cubic lattice in which a site interacts equally with all 26 sites that lie within one lattice spacing in directions (1,0,0), (1,1,0) and (1,1,1). Each segment of the surfactant (HmTn), solvent (S) or silica (inorganic oxide, I) occupies a single point on the lattice. H4T4 was used as a model surfactant molecule, which consists of a sequence of four hydrophilic head segments H, and four hydrophobic tail segments T. A site on the surfactant chain can be connected to any of its z = 26 nearest-neighbors or diagonally nearest-neighbors. Each molecular unit (H, T, S and I) is characterized by an interaction energy εab(a, b = H, T, S, I). The net energy change associated with any configuration rearrangement depends on a set of interchange energies ωab: 1 ω ab = εab − (εaa + ε bb ) with a ≠ b 2



(4.1)



and not on the individual interaction energies εab. The surfactant-solvent interaction parameters are the same as those used by other researchers [14–16]: ωHT/kBT = ωST/kBT = 0.153846 and ωHS = 0. A strong inorganic-head attraction to mimic the strong affinity between silica and surfactant heads was specified as ωIH/kBT = –0.307692 and wTT = 0.153846. Two extreme cases were studied, one where the inorganic component and the solvent are completely miscible (wIS = 0) and another where they are immiscible (wIS/kBT = 0.153846). The reduced temperature is defined using the head–tail DA6"\char"32}tail interchange energy by T* = kBT/wHT. All Monte Carlo simulations were performed in the canonical ensemble (NVT) with periodic boundary conditions. Reputation and “kink” -like moves were considered in addition to chain regrowth using the configurational bias method [22]. Ternary liquid–liquid equilibria were calculated using a direct interfacial approach. One dimension of the simulation box was increased with respect to the other two by a factor of eight to make the formation of planar
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interfaces preferable to curved interfaces [15]. The box size used in the simulation was 40 × 40 × 320. Bulk coexisting densities were estimated from ensemble averages of the system densities away from the interfaces. The reduced temperature was chosen to be the same as that used by Larson in his work (T * = 6.5). Up to 125,000 cycles were needed for the system to equilibrate, where each cycle consists of 40 × 40 × 320 configurations. Different density profiles were used as the initial configuration for the ternary liquid–liquid equilibrium calculations, as a check that the system had reached equilibrium. The starting configuration was obtained as follows. A high surfactant concentration slab was obtained by equilibrating at infinite temperature a 40 × 40 × 40 or 40 × 40 × 80 box with periodic boundary conditions in the x and y directions and had walls in the z direction. Typically, the high-surfactant concentration box contained 60% in volume of surfactant while the rest was solvent. After equilibration, the box with the high surfactant concentration was placed in the 40 × 40 × 320 box, resulting in a slab having 60% surfactant. Silica and solvent units were distributed randomly over the whole 40 × 40 × 320 box not allowing for overlaps with the previously arranged surfactant chains. This selection of initial configuration favored the formation of only two interfaces (Figure 4.1). The final surfactant concentration in the high surfactant concentration slab varied between 40 and 80% in volume when phase separation was observed. Formation of spherical micelles was observed in the absence of silica. Some simulations were carried out starting from a completely homogeneous box, but the equilibration time was considerably larger and the formation of more than two interfaces was observed. Nevertheless, the compositions far from the interface were the same for different initial configurations.



Figure 4.1 Initial configuration (top) and snapshot after 15 × 109 configurations (bottom) at T * = 6.5 for the system with complete miscibility between solvent and silica. Surfactant heads are in yellow, surfactant tails are in red and silica units are in gray. The system is converging into a lamellar phase.
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The materials obtained from the direct interfacial simulation do not present perfectly flat interfaces, and are not convenient to use for adsorption measurements because the interface curvature generates unrealistic large pores when periodic boundary conditions are used in the x, y and z directions. Removing the interface curvature does not yield a proper periodic material. Therefore, some simulations were carried out at the bulk density of the high-surfactant high-silica phase obtained from the liquid–liquid equilibrium calculation to obtain model materials without having the problems due to the interfaces. These simulations were performed in a cubic box (between 203 and 803) with periodic boundary conditions. A typical run consisted of 2 – 7 × 108 configurations for the system to equilibrate. After the system reached equilibrium it was assumed that connected silica units polymerize without modification of the mesostructure, and the surfactant and unconnected silica units were removed from the system.



4.2.2



Material characterization



Adsorption isotherms and heats of adsorption of argon in a prototype material with cylindrical pores obtained from the mimetic synthesis were calculated using grand canonical Monte Carlo simulations. The material was obtained at a surfactant concentration of 55% and silica concentration of 35%, with the remainder being solvent. The structure of the material as obtained from the lattice simulation is shown in Figure 4.2. The material shows cylindrical pores with diameter of eight lattice segments. The positions of the silica segments obtained from the lattice simulation were scaled to obtain a material with a pore diameter of 4 nm. Thus, the distance between each lattice point was assumed to be 0.5 nm. A sphere of 0.5 nm is considerably larger than the oxygen diameter in silica materials (0.27 nm); therefore, it was assumed that each silica sphere corresponded to a collection of silica units. The distance between connected silica spheres in the lattice can be between 1 and 1.73 ( 3 ) times the separation between lattice points. Therefore, each silica sphere was assumed to have a hard core center of 0.72 nm to avoid the formation of micropores between each silica sphere. Each sphere has a density of 2.7 g/cm3 [23] and the interactions between these spheres and adsorbed fluids were modeled following the work of Kaminsky and Monson [24], where the solid–fluid potential is given by: 6 12 4 2 2 4  6  σ sf6 16 3 (r + (21/5)r R + 3r R + (1/3)R )σ sf usf (r ) = π ⑀sf ρs R  −  (r 2 − R 2 )9 (r 2 − R 2 )3  3 



(4.2)



where R is the hard core radius of the solid sphere and rs its density; esf and ssf are the Lennard–Jones interaction parameters between a fluid molecule and an oxygen atom in a siliceous material that were taken from argon–oxygen interaction parameters in silicalite [25]. Parameters used for the simulation
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Figure 4.2 Model silica structure showing the hexagonal arrangement of independent cylindrical pores. 2 × 2 × 1 simulation boxes are shown.



are summarized in Table 4.1. The solid sphere radius, R, was taken as 3.25 Å to allow some overlap between the silica spheres. Simulations were performed using periodic boundary conditions. The system was allowed to equilibrate during the first 1 × 105 – 1 × 106 cycles of each simulation point. Statistics were taken over the following one million cycles. Each cycle corresponded to a displacement and a creation or deletion. Each simulation was divided into ten blocks. Partial averages in each block were used to calculate standard deviations in total amount adsorbed and energy of the system. Simulations were carried out at 77 K for pressures up to 0.5 bar.



Table 4.1 Constants of Lennard–Jones12–6 potential [25] Fluid–fluid Fluid–solid
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s(nm)



e/k (K)



0.3405 0.3335



119.8 93.0
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Heats of adsorption were calculated as [1]: qst = −



f (N , U ) + kT f (N , N ) − N G



(4.3)



where the fluctuations are defined as f(X, Y) = 〈XY〉 – 〈X〉〈Y〉 and N G is the number of molecules at the bulk gas density in the same volume as the system. In our case, N G was ignored because it is negligible compared with f(N,N).



4.3 Results 4.3.1



Synthesis of silica materials



The phase diagram obtained for solvent-H4T4 was in good agreement with the one reported by Larson [14]. Addition of a silica source to a surfactant solution results in a phase separation where a surfactant-rich silica-rich phase is in equilibrium with a surfactant-poor silica-poor phase [9]. The surfactant rich phase presents liquid crystal type behavior. Phase separation in a ternary system where two binaries are completely miscible can be achieved either by an effective attraction between two components strong enough to form a two-phase region, or by an effective repulsion between molecules of two different components that is sufficiently strong to induce the phase separation. The former process is known as associative and the latter as segregative phase separation [26]. These types of phase separation have been observed in systems containing a polyelectrolyte (hyaluronate) and a cationic surfactant (alkyltrimethyammonium-bromide) [27]. Ternary diagrams for associative and segregative phase separations are shown in Figure 4.3. The formation of a surfactant-rich phase is observed in both cases. This phase can adopt different liquid–crystal type structures, such as lamellar, perforated lamella, and hexagonal The formation of a bicontinuous phase was observed, but not of a cubic phase. The formation of a cubic phase is not observed when the size of the simulation box does not correspond to an integer multiple of the unit cell parameters of the cubic structure. More detailed studies are needed in the borders between lamellar and hexagonal phases to observe the formation of cubic phases. The associative phase diagram is similar to the behavior observed for the ternary system water–sodium hyaluronate (NaHy)-alkyltrimethylammonium bromide (CTAB) in the absence of salt [27]. This behavior was expected, since at the synthesis conditions the silica source is a highly charged oligomer. An important difference between the solvent–silica–CTAB and water–NaHy–CTAB systems is that for the latter the high-surfactant concentration phase contains no more than 30% of surfactant, which probably is not enough to observe the formation of surfactant liquid–crystal phases. Some general trends observed experimentally were found in our mimetic synthesis. For example, variation of the surfactant/silica ratio result in the formation of different mesophases [28]. Hexagonal phases are observed for
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Figure 4.3 Associative (top) and segregative (bottom) phase diagrams for H4T4–solvent–silica at T* = 6.5.
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low surfactant/silica ratios (ca. 0.6) and lamellar phases are observed for higher surfactant/silica ratios (ca. 1.3). We observe a lamellar phase for surfactant/silica ratios of 1.0 and hexagonal phases for surfactant/silica ratios of 0.13–0.20. These ratios are practically independent of whether the mixture is associative or segregative. The exact boundaries for these phases have not been calculated. At high surfactant/silica ratios (ca. 2) perforated lamella are observed and for surfactant/silica ratios of 10 it is observed that the silica is deposited between adjacent micelles. No cubic phases were found, which experimentally are observed at a surfactant/silica ratio of 1.0. The cubic octamer, observed experimentally at a surfactant/silica ratio of 1.9, is not observed, mainly due to the lack of structure of the silica in our simulations and to the different number of possible interactions between one surfactant chain and silica units. Experimental evidence shows that one silica unit interacts with the ammonium group of one surfactant chain, while in our simulations the limit is specified by the connectivity of the lattice. Another important difference is that a commonly used source of silica for the synthesis of templated materials is TEOS (tetraethoxiorthosilane), which produces ethanol upon polymerization. The addition of an alcohol to a surfactant system changes the solubility of the surfactant and the structure of the micelles and liquid crystal phases, which is a phenomena not accounted for in our simulations.



4.3.2



Material characterization



Simulation studies of gas adsorption on MCM-41 type materials using an idealized pore geometry show that surface energetic heterogeneity needs to be considered in order to describe correctly low coverage nitrogen adsorption isotherms [23]. Heats of adsorption of simple fluids (argon [20] and krypton [21]) on MCM-41 decrease by approximately 3 kJ/mol on going from zero coverage to half saturation, confirming the adsorbent heterogeneity. Heats of adsorption on homogeneous cylinders calculated using non-local DFT [29] increase with coverage as a result of adsorbate–adsorbate interactions. When surface heterogeneity is present, as in corrugated surfaces, heats of adsorption decrease with coverage [30]. Heats of adsorption calculated in our model material decrease with coverage from about 13 down to 6 kJ/mol (Figure 4.4). Our model presents less high-energy sites than what would be expected from experimental measurements, consequently, the decrease in the heats of adsorption in our modeled material extends only to approximately 20% of saturation whereas in real materials it extends to 40% of saturation. An argon adsorption isotherm calculated on our model material is compared with experimental isotherms in Figure 4.5. The calculated isotherm has qualitatively the same shape as the experimental one, and differences between experimental and simulated isotherms are consistent with the differences observed in the heats of adsorption. The uptake at low pressures is
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Figure 4.4 Isosteric heats of adsorption for argon on MCM-41 type material at 77 K. Symbols are simulation results and solid line shows experimental results [20]. The simulated amount adsorbed is normalized by the amount adsorbed at f/f 0 = 0.4 and experimental results at P/P 0 = 0.8.



less than what is observed experimentally, which is consistent with a smaller number of high-energy sites compared with real materials. Snapshots of the simulation at low and high relative pressure are shown in Figure 4.6. The influence of the lattice used for the synthesis is evident from the solid structure. At low relative pressures a cylindrical monolayer is formed and at high relative pressures the complete pore is filled with argon.



4.4 Conclusions We have developed a methodology to determine silica porous structures following a typical templating material synthesis in bulk solution. The range of structures obtained is in qualitative agreement with experimental observations: hexagonal phases are observed at low surfactant/silica ratios and lamellar phases at high surfactant/silica ratios. Grand canonical Monte Carlo simulations of argon adsorption were used to characterize the materials obtained with the mimetic simulation. Adsorption properties in the materials modeled are comparable with experimental measurements and they indicate that the adsorbent has less high-energy sites
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Figure 4.5 Argon adsorption isotherms at 77 K for argon on MCM-41. Open symbols are simulation results and the solid line is an experimental isotherm taken from Ref. [20].



than real materials. A more detailed description of the silica spheres may account for a broader surface heterogeneity. The choice of surfactant produces a material with walls that are considerably thicker than in MCM-41 type materials. The wall thickness depends



Figure 4.6 Snapshot of adsorption simulation at f/f 0 = 0.1 (left) and f/f 0 = 0.2 (right). Solid silica structure is in gray and argon is in blue. Argon atoms are shown to a reduced scale for better visualization.
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on the length of the hydrophilic section of the surfactant; thus using a surfactant with a smaller head to tail ratio will yield a more realistic material. The structure of silica materials is not well reproduced by cubic lattices because the tetrahedral arrangement between silica units cannot be reproduced. Future work will be concentrated on using a more realistic description of the silica for the synthesis of templated materials.
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5.3 Result and discussion 5.3.1 Effect of the surface roughness 5.3.2 Xe adsorption and condensation in a Vycor-like having a mixed micro and mesoporosity 5.4 Conclusion Acknowledgments References



5.1 Introduction It is known from theoretical and simulation studies on simple pore geometry (slits and cylinders) that confinement strongly influences the thermodynamics of confined fluid [1]. However, the effect of matrix disorder in terms of pore morphology (pore size and shape), topology (the way the pores distribute and connect in space) and surface roughness on the thermodynamics of confined molecular fluids still remains to be clarified. Real silica mesoporous materials exhibit different types of disorder. For regular cylindrical pores, MCM-41, the exact nature (roughness or microporosity) of the pore surface texture is still under investigation [2]. In the case of another mesoporous silica material, SBA-15, cylindrical pores are known to be connected by intra-wall microporous channels (i.e., pores of a few molecular diameter large) [3]. Controlled porous glasses (CPG) constitute another class of silica materials among which Vycor is. Although being a disordered material having a rough inner interface [4], Vycor is also known to exhibit no real microporosity. However CPG’s can exhibit microporosity depending on synthesis conditions and chemical and heat treatments. Despite many characterization studies, the distinction between surface roughness and microporosity remains unclear: the core matrix of a mesoporous solid limited by a rough interface with a typical characteristic length on the order of a few nanometers can be considered as containing a microporous texture. The questions addressed in this chapter are thus the following: (i) what is the effect of the surface roughness or microporosity on adsorption/ condensation phenomena of fluids confined in real mesoporous solids? (ii) Do surface roughness and microporosity lead to different effects on adsorption/ condensation phenomena in the mesoporous regions? In other words, does gas adsorption enable to unambiguously distinguish surface roughness from microporosity? In order to get some insights on those questions, we have simulated by means of Grand Canonical Monte Carlo technique (GCMC), Xe adsorption at 195 K in mesoporous solids having either a microporous texture or a nanometric surface roughness. This study is carried out for ordered (MCM-41 type) and disordered (controlled porous glass) atomistic silica mesopores. Results are compared with those obtained in the case of a silica mesoporous solid having smooth cylindrical pores.
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We have also calculated the reference adsorption isotherm and isosteric heat curves for Xe in silicalite at the same temperature (silicalite being a pure siliceous zeolite). This chapter is organized as follows. The second section presents the numerical procedure used to prepare atomistic silica pores of various morphologies and topologies and the GCMC technique used to simulate adsorption/ desorption processes. The third section compares results for xenon adsorption and condensation at 195 K in mesoporous solids having either a microporous texture or a surface roughness.



5.2 Computational details 5.2.1



Generating porous solids 5.2.1.1 Silicalite



The silicalite-1 crystal structure has a porous network consisting of straight channels crossing so-called zig-zag channels; both types having their diameter around 5 Å. This microporous crystal belongs to the Pnma symmetry group. The crystallographic cell contains 288 atoms (Si96O192) with lattice parameters a = 20.07 Å, b = 19.92 Å and c = 13.42 Å [5]. The GCMC simulations in our study were performed at 195 K in a periodic simulation box containing three silicalite unit cells stacked along the c-direction.



5.2.1.2 Rough/smooth pore All other porous matrices used in our simulations were prepared from a cubic non-porous siliceous solid (cristoballite). We cut out portions of this initial volume in order to obtain different porous media (from a single regular cyndrical pore to a disordered porous matrix made of interconnected pores of a complex morphology). In order to model the pore inner surface in a realistic way, we first remove all silicon atoms that are in an incomplete tetrahedral environment. At a second step, we remove all non-bonded oxygen atoms (two dangling bonds). This procedure ensures that (i) all silicon atoms have no dangling bonds and (ii) oxygen atoms have at least one bond with a Si atom. Finally, the electroneutrality of the simulation box is ensured by saturating all oxygen dangling bonds with hydrogen atoms. The latter are placed in the pore void, perpendicularly to the pore surface, at a distance of 1 Å from the closest unsaturated oxygen atom. Regular or irregular cylindrical pores can be easily prepared with this procedure: pore voids are defined by simple mathematical functions. We have prepared a rough cylindrical pore composed of several strips having the same thickness (1.07 nm) but different random diameters. The mean pore size is 4.12 nm and the dispersion along the pore axis is about 1 nm (strip radii are reported in Table 5.1). We have also prepared a smooth atomistic cylindrical pore having a diameter of 4.12 nm. Figure 5.1 shows a transversal view of the rough and smooth 4.12 nm pores.
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Adsorption and Transport at the Nanoscale Table 5.1 Series of strip radii used to prepare the rough pore shown in Figure 5.1(a) Strip



Radius (nm)



Strip



Radius (nm)



1 2 3 4 5



2.00 2.50 1.58 2.15 1.63



6 7 8 9 10



2.34 1.76 2.22 2.03 2.42



5.2.1.3 Vycor porous glass The numerical method described in the previous subsection can be also used to generate complex porous structures. However, the case of disordered porous solids needs an important effort to produce 3D numerical matrices and account for the morphology and the topology of the real material. As far as mesoporous Vycor is concerned, we have used an off-lattice reconstruction algorithm in order to numerically generate the mesoporous region, which has the main morphological and topological properties of real (low-specific surface area −100 m2/g) Vycor in terms of pore shape. The off-lattice functional represents the Gaussian field associated to the volume autocorrelation function of the studied porous structure [3]. It allows cutting



Figure 5.1 (a) Transversal view of a cylindrical silica nanopore with a rough surface. The pore is defined as an assembly of strips (1.07 nm thick) with a random diameter. The average diameter is 4.12 nm and the size dispersion is about 1 nm. (b) Transversal view of a regular cylindrical nanopore with a diameter of 4.12 nm and a length of 10.695 nm. White and gray spheres are respectively oxygen and silicon atoms. Black spheres correspond to hydrogen atoms, which delimitate the pore surface.
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Figure 5.2 A numerical reconstruction of 220 m2/g-Vycor. The box size is 10.7 nm. One sees through the silica matrix; the porosity is in grey.



out portions of the initial volume in order to create, in our case, the mesoporosity of the resulting structure (assuming a mesoporosity at φmeso = 30% which corresponds to that of many silica porous glasses including Vycor). Note that this approach encompasses a statistical description: it allows generating a set of morphologically and topologically equivalent numerical samples of pseudo-Vycor. An example of a pure mesoporous pseudo-Vycor is given in Figure 5.2. A close inspection of molecular self-diffusion shows that the off-lattice reconstruction procedure reproduces many properties of real Vycor such as tortuosity, and in and out pore two-point correlation functions [6]. In agreement with the experiments, the small angle scattering spectrum of the reconstructed Vycor shows a correlation peak which corresponds to a minimal (pseudo) unit-cell size around 270 Å [4]; this simulation box is too large to be correctly handled in an atomistic Monte-Carlo simulation of adsorption in a reasonable amount of CPU time. Hence, we have applied a homothetic reduction with a factor of 2.5 that preserves the mesoporous morphology but reduces the average pore size from 70–90 Å to roughly 30–35 Å [7]. Interestingly enough, the numerical pseudo-Vycor with a pure mesoporosity has a specific area and an average pore size that are close that of the real high specific surface area Vycor (around 4 nm and 220 m2/g respectively) [8]. The homothetically reduced functional is then applied to cut out the porosity from a cube of cristoballite of (106.95)3 Å3 i.e., containing (15 × 15 × 15) unit cells (the resulting structure is shown in Figure 5.2).
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5.2.1.4 Mixed (meso/micro) porous Vycor An atomistic description of a mixed (meso and micro) porosity solid can be obtained by applying the same off-lattice functional described in the previous subsection to a box containing the silicon and oxygen atoms of 5*5*7 unit cells of orthorhombic silicalite [9] (the simulation cell volume is again 106.953 Å3). Our numerical sample thus contains both micro and meso porous regions. Obviously the resulting value of the total porosity is not any more that of a pure mesoporous glass since the matrix also contains zeolitic microporosity. One can then consider our mixed structure as a defective silicalite crystal having mesoporous cracks. This may not be far from the reality since hysteretic adsorption isotherms (characteristics of mesoporosity as will be seen below) have been found experimentally in the case of nitrogen adsorption at 77 K in silicalite. [10]



5.2.2



The Grand Ensemble Monte-Carlo simulation 5.2.2.1 Intermolecular potentials



In this work, we have used a PN-TrAZ potential function as reported for adsorption of rare gases in silicalite. It is based on the usual partition of the adsorption intermolecular energy which can be written as the sum of a dispersion interaction term with the repulsive short range contribution and an induction term (no electrostatic interaction in the rare gas/surface intermolecular potential function) [11]. The dispersion and induction parts in the Xe/H potential are obtained assuming that hydrogen atoms have a partial charge of 0.5e (qO = −1e and qSi = −2e respectively) and a polarizability of 0.58 Å3. Only the Xe/H repulsive contribution is adjusted on the experimental (Vycor) low coverage isosteric heat of adsorption (Qst (0) = 17 kJ/mol) [12]. One may infer that the isosteric heat of adsorption at zero coverage on a purely mesoporous pseudo-Vycor numerical sample should be higher than that measured on the real material due to higher surface curvature induced by the homothetic reduction. In fact, Qst(0) does not depend strongly upon surface curvature for pores larger than 8 Å in size: in the case of the Xe/ silicalite system at 121 K (pore diameter 5 Å), Qst(0) = 27.4 kJ/mol [11,13], it decreases to 17.9 kJ/mol in the cavity of NaY zeolite (pore diameter 8 Å [14]. Note that in the last case, Qst(0) is only 1 kJ/mol larger than that in Vycor. Therefore, we can safely consider that the isosteric heat of adsorption at zero coverage in non-microporous numerical pseudo-Vycor samples is that of the real material that has slightly larger pores than its numerical counterpart. In this work, two Xe/Xe Lennard-Jones potentials have been used. In the case of silicalite and the mixed silicalite/Vycor structure, we have used the potential parameters reported by Barker (e = 281 K and s = 3.89 Å) which gives a good fit of the “true” two-body Xe/Xe potential [15]. The corresponding bulk saturation pressure is then 65000 Pa at 195 K according to the LennardJones equation of state proposed by Kofke [16]. The reason for this choice is that in the micropores of silicalite, Xe atoms have a very low coordination
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number (compared to the bulk liquid), hence a “true” two-body is relevant. By contrast, in nanopores where one expects capillary condensation to occur, an appropriate bulk-like potential should be preferred if one aims at describing the energetics of the liquid phase. Thus, in the case of smooth and rough cylindrical pores, we have used the potential parameters reported by Steele for bulk liquid xenon (e = 211 K and s = 0.41 nm); the bulk saturating pressure being 587366 Pa [16]. In the case of the silicalite/Vycor system, we have chosen the Xe-Xe intermolecular potential, which describes the best properties of the fluid confined in the zeolitic regions.



5.2.2.2 The Grand Canonical Monte-Carlo technique as applied to adsorption in pores In the Grand Canonical Ensemble, the independent variables are the chemical potential, the temperature and the volume [17]. At equilibrium, the chemical potential of the adsorbed phase equals that of the bulk phase which constitutes an infinite reservoir of particles at constant temperature. The chemical potential can be related to the temperature and the pressure of the bulk phase according to the equation of state for an ideal gas. The adsorption isotherm can be readily obtained from such a simulation technique by evaluating the ensemble average of the number of adsorbate molecules. Plots of the number of adsorbed molecules and internal energy versus the number of Monte-Carlo steps were used to monitor the approach to equilibrium. Acceptance rates for creation or destruction were also followed and should be equal at equilibrium. After equilibrium has been reached, all averages were reset and calculated over several millions of configurations (3⋅105 Monte-Carlo steps per adsorbed molecules). In order to accelerate GCMC simulation runs, we have used a grid-interpolation procedure in which the simulation box volume is split into a collection of voxells [13]. The Xe/Silica adsorption potential energy is calculated at each corner of each elementary cube. A cut through a grid is presented in Figure 5.3 in the case of the mixed zeolite/Vycor sample: one can see the microporous zeolitic channels. In our GCMC simulations, periodic boundary conditions have been applied in the x, y and z directions to avoid finite size effects. Note that the off-lattice method used to generate the disordered matrices is adapted from its original version to meet this requirement [6].



5.3 Result and discussion 5.3.1



Effect of the surface roughness



We first consider in this study adsorption in a mesoporous system having a nanometric surface roughness. We have considered Xe adsorption at 195 K in the 4.12 nm rough and smooth cylindrical pores shown in Figure 5.1. Figure 5.4 presents GCMC configurations of Xe atoms adsorbed for different pressures in these pores. These simulation snapshots correspond to transversal views (slice) of the adsorbed Xe atoms. We have also reported hydrogen atoms, which delimitate the pore surface. In the case of the rough pore, we have separated:
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Figure 5.3 A 2D energy grid map. The two in-plane dimensions are x and y space dimensions (in Å) while the third dimension is the adsorbate/matrix potential energy. Darkest areas correspond to lowest adsorbate/matrix potential energy sites. In the mesoporous regions, adsorption sites are located near to the interface in the regions of large curvature. In the microporous regions, the adsorption sites are in the zeolitic channels at well-defined locations.



(i) trapped atoms in the troughs of the wall texture, and (ii) adsorbed atoms on the remaining surface. An Xe atom located at a z-position corresponding to the ith strip is defined “trapped” if its distance to the pore axis is greater than either Ri+1 or Ri−1 (the latter are the radius of the i + 1th and i − 1th strips, respectively). “Adsorbed” atoms are Xe atoms that do not obey to this rule. Xe atoms in the rough/smooth pores do not uniformly cover the pore surface but rather form atomic clusters. Even for high pressures, Xe adsorption does not lead to a flat gas/adsorbate interface. Pellenq et al., have obtained similar simulation results showing that Xe atoms do not wet the Vycor surface but form micro-droplets in the pore regions of highest surface curvature (the other parts of the pore surface being uncovered) [18]. Although Xe atoms adsorb in the primary adsorption sites of lower potential energy at the very first step of the adsorption process, incoming adsorbed atoms tend to aggregate with atoms already adsorbed and, consequently, form clusters (or droplets) located in the regions of space of higher (local) curvature. Interestingly, we have found a different behavior for Ar adsorption at 77 K in a similar rough silica pore: once Ar atoms have filled the troughs, the adsorbate covers uniformly the pore surface [19]. This different “wetting” behavior for Ar and Xe atoms is due to the stronger Xe/Xe interaction than that for Ar atoms. As revealed by snapshots in
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Figure 5.4 (a) Transversal views of Xe atoms adsorbed at 195 K in the 4.12 nm rough pore (bottom) and in the 4.12 smooth pore (top). Gray and white spheres are respectively trapped atoms and adsorbed atoms (see text). Black points are hydrogen atoms, which delimitate the pore surface. Pressures are from the left to the right P = 0.15 P0 , P = 0.26 P0, P = 0.31 P0, and P = 0.41 P0.



Figure 5.4, the filling mechanism for both the rough and smooth pore is a continuous process. As the pressure increases, the pore filling proceeds through important density fluctuations along the pore axis, which lead to the presence of gas micro-bubbles enclosed by liquid-like bridges. Figure 5.5 shows Xe adsorption isotherms at 195 K for the 4.12 nm rough and smooth pores. As expected from simulation snapshots in Figure 5.4, the condensation mechanism in the rough/smooth pore does not correspond to a discontinuous transition between two distinct situations (partially filled and completely filled pores). In addition, we have checked that those mechanisms are reversible. These results show that for this pore size (4.12 nm) the pseudo-critical temperature, defined as the temperature at which adsorption/ desorption hysteresis disappears, is lower than 195 K. The effect of the surface roughness is to shift toward the low-pressure end the filling pressured Copyright 2006 by Taylor & Francis Group, LLC
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Figure 5.5 Xe adsorption isotherm at 195 K in a 4.12 nm cylindrical pore (empty circles) and in a 4.12 rough pore (filled circles).



of the pore compared to the case of the smooth pore. We have already observed a similar effect in the case of Ar adsorption at 77 K in a pore with morphological defects (pore with a constriction, ellipsoidal pore) [20]. Also, we observe that, due to the surface roughness, the adsorbed amounts in the rough pore are larger than those obtained for the smooth pore. The adsorption branch for the rough pore is smoother than that for the smooth pore. We have already noted [19,21] that the pore size dispersion induced by the morphological disorder (constriction or surface roughness) leads to a dispersion of the filling pressures and, thus, to a smooth adsorption branch. Note that the type of the adsorption isotherm for the rough pore does not correspond to any type in the IUPAC classification [22]. Figure 5.6 shows the adsorbed amounts due to trapped atoms in the troughs of the pore wall. We have also reported the Xe adsorption isotherm obtained at 195 K for the silicalite zeolite sample, which is a purely (ordered) microporous sample. Adsorbed amounts have been normalized to the maximum number of atoms. Both adsorption isotherms correspond to the type I in the IUPAC classification [22], which is usually interpreted as the signature of microporous adsorbents. We observe that for all pressures, the adsorbed amounts for the zeolitic pore are always larger than those obtained for the rough pore. This result is due to the fact that silicalite pores (5 Å) are smaller than the characteristic size of the troughs of the rough pore (10 Å). In Figure 5.7 we show the isosteric heat curve versus the pore filling fraction for the smooth and rough cylindrical nanopores. We have also reported the data for the silicalite sample. The isosteric heat of adsorption for the rough pore at very low coverage (29.0 kJ/mol) is surprisingly close to that obtained
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Figure 5.6 Xe adsorption isotherm at 195 K: (filled circles) in the troughs of the 4.12 nm rough pore (i.e., contribution due to trapped atoms). (empty circles) are for Xe adsorption at 195 K in silicalite.



for the silicalite pore (27.0 kJ/mol). However, the overall shape of the isosteric heat of adsorption curves for those two samples is different when considered over the entire adsorption process. In the case of the ordered microporous adsorbent (silicalite), the isosteric heat of adsorption is constant



Figure 5.7 Isosteric heat of adsorption versus the pore filling fraction for Xe at 195 K: (empty circles) 4.12 nm smooth pore, (filled circles) 4.12 rough pore, (filled diamonds) experimental data from [12]. The horizontal dashed line indicates the heat of liquefaction of bulk Xe (13.5 kJ/mol).
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Figure 5.8 Adsorption isotherm of xenon in a purely-mesoporous pseudo-Vycor system at 195 K compared to that in the smooth cylindrical pore.



whatever the filling fraction while it is a decreasing function for the rough pore. This behavior for the isosteric heat in the rough pore is obviously due to the adsorption of Xe atoms in the mesoporous region of the pore. Figure 5.8 compares Xe adsorption isotherms at 195 K for the purely mesoporous Vycor sample (Figure 5.3) and that for the smooth cylindrical pore (Figure 5.1). For each porous matrix, adsorbed amounts have been normalized to the geometrical surface (Vycor 400 nm2, smooth cylindrical pore 138 nm2). The adsorption isotherm for the Vycor sample presents a hysteresis loop corresponding to the irreversibility of the capillary gas-liquid transition in a mesoporous structure (due to metastable states upon both condensation and evaporation). At low pressure, the adsorption isotherm is nearly linear with increasing pressure and can be classified as being of type III in the IUPAC classification [22]. As already mentioned, an analysis of atomic configurations (snapshots) reveals that xenon does not “wet” the inner surface of such mesoporous solids [7,18]. This result is in full agreement with that obtained in the case of xenon adsorption and condensation in the smooth and rough cylindrical mesopores presented here above. At higher pressure, the adsorption/desorption presents a type II hysteresis loop in IUPAC classification as usually found in the experiments for a disordered mesoporous matrix [22]. For the Vycor sample, the average pore size (3.6 nm), given from the first momentum of the chord length distribution, is smaller than the diameter of the smooth cylindrical pore (4.12 nm). It thus may be surprising to find a hysteresis loop for the Vycor sample while the adsorption isotherm for the smooth cylindrical pore is reversible. A possible explanation for this result is the following: capillary condensation occurs in the largest cavity of the Vycor sample, which are domains with a characteristic
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pore size of 5 nm (as estimated from the chord length distribution calculated by Pellenq and Levitz [7]). Consequently, the hysteresis observed for the Vycor sample is due to the Xe condensation in the largest cavity while the filling of the other regions is reversible. The different adsorption/condensation behaviors for the smooth cylindrical pore and the Vycor structure show that the regular pore model cannot capture the essential features of the adsorption isotherm for complex disordered porous matrix. It is interesting to see that, once normalized to the surface area, the smooth cylindrical pore adsorbs more Xe atoms that the Vycor-like sample although Vycor exhibits an intrinsic surface roughness. At a first step, one has to inspect for both samples the so-called isosteric heat curve, Qst, that represents the different energetics of the filling process. This quantity has two components: the adsorbate/adsorbate and the adsorbate/substrate contributions. Figure 5.9 presents the isosteric heat curve for the smooth cylindrical pore and the Vycor sample as a function of the gas relative pressure. This type of isosteric heat curve is usually interpreted as being characteristic of adsorption in an energetically heterogeneous environment: the decrease of the isosteric heat as loading increases is due to the decrease of the adsorbate/ silica contribution; the adsorbate/adsorbate being of course an increasing function of loading. For both the cylindrical pore and the Vycor sample, the total isosteric heat tends to the enthalpy of liquefaction for Xe at 195 K, Qst = 13.5 kJ/mol. As shown in Figure 5.9, both adsorption in the smooth cylindrical pore or Vycor exhibit the same energetics (within less than one kJ/mol). Two questions now arise: (i) how is it possible that a smooth cylindrical surface can adsorb more than the rough one of Vycor and (ii) how a smooth
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Figure 5.9 Isosteric heat versus loading curve at 195 K for Xe/smooth cylindrical pore and the Vycor system, respectively.
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cylindrical pore can have a heat curve allure of heterogeneous environment. The question about the roughness of Vycor was addressed many years ago: the intrinsic surface roughness of Vycor was evidenced by small angle neutron scattering experiments showing that the scattered intensity does not obey the Porod law [4,6]. The difference in adsorbed amounts between the smooth cylindrical pore and the Vycor sample can be qualitatively explained by introducing the concept of active surface for adsorption (ASA). In the case of a smooth cylindrical pore, the entire geometrical surface is available and, therefore, active for adsorption. In a disordered material like Vycor, at a first sight, the ASA corresponds to regions of the surface having a positive curvature (concave). As shown in Figure 5.3, the void/matrix interface in Vycor necessarily exhibits more positive curvature than negative curvature. However, the inner Vycor surface also exhibits regions with negative curvature (convex) that explain the smaller affinity with the fluid for this disordered porous structure compared to the smooth cylindrical pore. Consequently, this may explain why the number of atoms adsorbed per unit of surface (using the geometrical surface area) is smaller for the Vycor sample. The different adsorbed amounts for the Vycor sample and the cylindeical pore (Figure 5.8) are thus due to different surface curvatures of the inner surface and not to the surface chemistry that is identical for both samples. This is confirmed by the fact that the heat of adsorption as a function of the chemical potential is the same for the Vycor sample and the smooth cylindrical (Figure 5.9). One may define the ASA as the part of the geometrical surface that is actually involved in the adsorption of the first atoms. As mentioned above, the ASA for the Vycor sample is a priori made of the surface regions having a positive curvature and, thus, should have a similar adsorption capacity (atoms per unit of surface) to that for the smooth cylindrical pore. On the basis of this definition, we have estimated that the ASA for the Vycor sample is about 81 m2/g, i.e., 37%, of the geometrical surface. It is striking that this value is in a very good agreement with the BET surface area measured from the simulated Xe adsorption isotherm (86 m2/g) [7] also in full agreement with the experimental value determined from xenon adsorption [12] at 195 K. A further analysis of such an adsorption process in Vycor has shown that the specific surface area as measured from xenon adsorption isotherm at 195 K was underestimated by a factor of two compared to the geometrical value obtained from the chord length distribution [7,18] in agreement with experiment on real disordered silica mesoporous solids [12]. Note that the ASA is an adsorbate dependent concept, i.e., its value depends on the ‘‘wetting” behavior of the adsorbed atoms. For instance, we expect the ASA for Ar atoms to be larger than that for Xe atoms since the Ar atoms are less sensitive to the negative curvature of the Vycor surface and tend to uniformly cover the pore wall (see discussion above). Assuming that the BET method provides an estimation of the ASA, the different wetting behavior for Xe and Ar atoms may explain the much higher BET surface assessed from Ar adsorption (145 m2/g) compared to that obtained from Xe adsorption (86 m2/g).
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Figure 5.10 Simulated adsorption isotherm of xenon in silicalite at 195 K compared to experiment.



5.3.2



Xe adsorption and condensation in a vycor-like having a mixed micro and mesoporosity



We now consider a mesoporous Vycor having a microporous texture (zeolitic channels) as described earlier. All results presented in this section have been obtained using the “true” two-body potential for the Xe-Xe interaction. Figure 5.10 shows the GCMC adsorption isotherm of Xe in silicalite at 195 K, which is in good agreement with experimental data [16]. The adsorption isotherm is reversible and characteristics of microporous solids (type I in the IUPAC classification [22]). Note that in the case of adsorption in silicalite, there is no adsorbate/hydrogen interaction to consider since silicalite is a pure silica structure and the adsorbate/matrix potential used throughout this work is the same as far as oxygen and silicon species are concerned. A statistical sampling of the porosity of silicalite obtained by probing the adsorbate/silicalite potential energy grid, gives a porosity in the case of Xe at around φsilicalite = 12.4%. The maximum adsorbed amount is around 16 Xe per unit cell: this corresponds to a density of 0.0240 Xe/A3. The xenon adsorbed phase in silicalite is much denser that in the liquid bulk phase at the same temperature (0.0129 Xe/A3). This effect was also observed in the case of argon confined in silicalite at 77 K [23]: 0.0467 Ar/A3 (in silicalite confined), 0.0232 Ar/A3 (bulk solid). This shows that the Gurvitch rule [22], which states that the confined fluid has the same density as the bulk liquid, is not valid. It is worth noting that recent molecular simulations of nitrogen adsorption at 77 K in realistic microporous carbons have reached the same conclusion concerning the Gurtvich rule [24].
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Figure 5.11 Isosteric heat versus loading curve for the Xe/silicalite system at 195 K. Its two contributions (ads/ads/ and ads/solid) are also shown. The horizontal dashed line indicates the value of the heat of liquefaction of bulk xenon (13.5 kJ/mol).



Figure 5.11 presents for the silicalite sample the isosteric heat of adsorption versus the filling fraction of the porosity. This curve is characteristic of adsorption on an energetically homogeneous hypersurface of potential energy: the adsorbate/zeolite contribution remains constant as loading increases. The total isosteric heat being the sum of the adsorbate/adsorbate and the adsorbate/surface terms, is then an increasing function of loading since the adsorbate/adsorbate contribution also increases with loading. However, note that at loading corresponding to 16 Xe per unit cell, the total isosteric heat curve presents a slight decrease, which allows one to locate the maximum amount that can be adsorbed in silicalite zeolite. These features on the isosteric heat curve have been also reported for Xe and CH4 adsorption in NaY zeolite [14]. We now consider adsorption in the pure Vycor mesoporous structure as obtained from the off-lattice method (see figure 5.2). Figure 5.12 presents the Xe adsorption isotherm at 195 K. This curve has been obtained with the “true” Xe-Xe pair potential as in the case of the silicalite sample and, thus, differs from the Xe adsorption isotherm for the same Vycor sample which has been obtained using the effective Xe/Xe pair potential (shown in figure 5.8). We have given the adsorption characteristics curves (adsorption isotherm and isosteric heat curve) for both silicalite zeolite and Vycor. We now consider a porous matrix having both microporous and mesoporous region. As explained earlier the mixed porous system was obtained by applying the off-lattice method for the reconstruction of Vycor to a simulation box originally containing 5*5*7 unit cells of orthorhombic silicalite [9]. Figure 5.13
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Figure 5.12 Adsorption of xenon in the pure Vycor system at 195 K (note the Xe-Xe potential is that used in the case of silicalite).



presents the Xe adsorption/desorption isotherm at 195 K in such a mixed porous material. One can see that this curve still exhibits the hysteresis phenomenon characteristic of capillary condensation (this point will be discussed below). One can see that in the low-pressure range, the shape of the Xe adsorption isotherm for the mixed porous material closely resembles that for the pure zeolitic material (see Figure 5.10). This is obviously due the presence of microporous regions embodied in the core of this essentially mesoporous material. The density of the matrix was evaluated at 1.249 g/cm3 which corresponds to a mesoporosity at φmeso = 30% (ρmixed = 0.3* ρsilicalite; ρsilicalite = 1.785 g/cm3 [9]). However, if the density of the mixed material is compared to that of non-porous silica ρsilicalite = 2.15 g/cm3, the porosity of the mixed material is found to be 42%. Figure 5.14 presents the corresponding isosteric heat curve. Two regions can be distinguished. The first region corresponds to adsorption within the microporosity. Indeed, the shape of the isosteric heat curve is the same as that obtained for the pure silicalite sample (see Figure 5.11). In particular, the maximum adsorbed amount in the microporosity can be identified by locating the abrupt decrease at around 1900 Xe. This corresponds to a density of 0.0234 Xe/A3 (very close to that found in the case of xenon adsorption in pure silicalite at the same temperature). This density value is obtained by multiplying the total simulation box volume (938917 A3) by the factor [φsilicalite* (1-φmeso)] in order to have the microporous volume of our numerical mixed porosity sample (81207 A3). Therefore, we infer that the analysis of the isosteric heat curve of a mixed porous material is an efficient tool to calculate a microporous volume rather than analysing the adsorption
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Figure 5.13 Adsorption of xenon in the mixed-porosity system at 195 K (note the Xe-Xe potential is that used in the case of silicalite).



isotherm, which has the almost same shape in the case of a microporous environment or a rough surface. This calorimetry-based method is especially valid when the energetics contrast between adsorption in the micro and mesoporous regions is large as is the case for xenon adsorption in silica pores. Note that the isosteric heat of adsorption after capillary condensation remains to a value being about 4 kJ/mol higher than the enthalpy of liquefaction by contrast to that obtained in the case of the smooth and rough cylinders (see above). This is clearly the consequence of the different adsorbateadsorbate potential functions used in the two studies. We have used in the case of the mixed silicalite/Vycor system the potential function which describes the best the fluid confined in the zeolitic region; this potential that we called “true two-body” potential being more appropriate to describe xenon in low coordination environment. The low-pressure snapshot presented in Figure 5.15a does indeed confirm the overall xenon adsorption mechanism: the vast majority of the xenon atoms are adsorbed in the microporous channels of silicalite; there are very few xenon atoms adsorbed in the vicinity of the micropore openings (connections to mesoporous domains). In the case of argon adsorption, the isosteric heat of adsorption at 77 K is 14,5 kJ/mol when adsorbed in silicalite [11,13]
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Figure 5.14 Isosteric heat versus loading curve for the Xe/mixed-porosity system at 195 K. Its two contributions (ads/ads/ and ads/solid) are also shown. The horizontal dashed line indicates the value of the heat of liquefaction of bulk xenon (13.5 kJ/mol).



while it is around 13 kJ/mol in mesoporous silica [7]. Therefore one expects that adsorption in the microporosity and in the mesoporosity will occur on the same pressure range. As a consequence, the isosteric heat curve will not distinguish between these two processes. Interestingly, the adsorbed amount required to fill the microporous part is reached just at the onset of the capillary condensation in the mesoporosity. This result confirms that there is no Xe adsorbed film inside the mesoporosity; Xe gradually condenses in the high curvature regions of the mesoporous interface (see Figure 5.15b and 5.15c). The ratio between the microporous volume of the mixed material with that of pure silicalite (φsilicalite Vsilicalite) is 78.7. The original Xe/silicalite adsorption isotherm multiplied by this number 78.7 is thus the microporous contribution to the total adsorption isotherm for the mixed porous material. The addition of such a contribution to the pure mesoporous isotherm gives a composed (micro/meso) isotherm shown in Figure 5.16. One can see that the composed adsorption isotherm is in good agreement with that directly obtained for the mixed porous material. This further demonstrates that adsorption and condensation for Xe atoms proceed in two distinct steps: (i) filling of the microporosity and (ii) adsorption/condensation in the mesoporosity. Thus, the adsorption of Xe at 195 K seems to provide an interesting method that enables to distinguish micro and mesoporosity for silica nanopores. We further stress that it may not be applicable to other simple usual gases such as argon or nitrogen at 77 K since the energetics contrast between the filling of the micro- and meso-porous regions may not be sufficient.
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(a)



(b)



Figure 5.15 (a) Xe adsorbed phase (x,y) snapshot at low pressure, (b) idem just before capillary condensation (c) idem at mesopore completion.



We now discuss the hysteresis phenomenon observed for both the pure mesoporous and the mixed porous materials. Capillary condensation is often seen as a first order transition: theoretical and simulation studies have demonstrated that it is indeed the case for simple pore geometries where no disorder is present (neither in terms of pore morphology nor in terms of network topology). However, the possibility of having no first order phase transition for disordered systems is now considered in some cases (even for
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(c)



Figure 5.15 (Continued).



Figure 5.16 Comparison between the composed isotherm and that obtained directly from GCMC calculations of the mixed porosity material.
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adsorption/desorption isotherms presenting the hysteresis phenomenon): due to the collection of different curvatures, the system possesses a large number of metastable states of roughly the same grand free energy. The existence of such a complex energy landscape tends to avoid phase coexistence [25]. However, the hysteresis loop observed in experiments for disordered systems does have the usual behaviour found in the case of simple pore geometries (such as slit pores) for which capillary condensation/evaporation is a true first order transition: it shrinks and disappears at a temperature that we defined as a pseudo or apparent critical temperature [26]. If one postulates that there is indeed a pore critical point, then at constant temperature, a confined fluid will be supercritical in small pores and there will be a pore critical size above which the fluid remains sub-critical. In terms of confinement, we can thus consider a fluid confined in a zeolitic microporous network to be supercritical (having large density fluctuations). If a given mesopore is connected to another one through some micropores, diffusion between mesopores can always be achieved thanks to the micropores since there will be no gas-liquid interface. In other words, a given mesopore can always empty through smaller pores filled with supercritical fluid. However, the critical property of such a confined fluid may not show up since the adsorption/desorption mechanisms in a nanometric confinement is triggered by the solid/fluid interaction. The thermodynamics, dynamics and structure of the adsorbed phase are dominated by the solid/fluid contribution to the total energy (even in the high loading regime). As shown in Figure 5.13, the presence of a hysteresis loop in the adsorption/desorption isotherm seems to indicate that mesoporous part of the mixed material is still below the pseudo-critical point. The microporosity seems to have no influence on the capillary phenomenon that occurs in the mesoporosity. Monson and Sarkisov [27] have shown that the GCMC approach to simulate adsorption and desorption processes is strictly equivalent to brutal force (dual controlled volume) molecular dynamics (GCMD): adsorption/ desorption isotherms for a Lennard-Jones fluid confined in a disorder mesoporous material are identical with both methods. Thus, the sampling of the phase space in the GCMC scheme is not at fault and does nicely describe capillary condensation. However, one may legitimately think that some cautions must be taken because the standard GCMC algorithm allows the creation and destruction of particles anywhere in the system “bypassing” pore constrictions. Indeed, GCMD results for a Lennard-Jones fluid, confined in an ideal model describing a mixed porous material made of small micropores connected to a larger pore, have shown that pore-blocking effects can occur upon melting of the adsorbed phase in the microporosity leading to pore blocking effects [28]. In the case of real mesoporous materials having an additional microporous texture, such an effect is not relevant since access to the mesoporous region does not depend on diffusion through the microporosity. In fact, the converse is more probable: mesoporosity makes easier the access to microporosity.
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5.4 Conclusion We have performed Grand Canonical Monte Carlo simulations of Xe adsorption at 195 K in silica mesoporous matrices having either a microporous structure or a nanometric surface roughness. The purpose of this study is to gain some insights on the influence of the surface texture on the adsorption/ condensation phenomena. We have first considered the adsorption in a rough cylindrical pore composed of strips of different diameters (the mean pore size is 4.12 nm and the size dispersion about 1nm). The results for this rough pore have been compared with those obtained for a smooth pore having a diameter of 4.12 nm. Both Xe adsorption isotherms are reversible for the temperature at which our simulations were performed, 195 K. The filling pressure of Xe atoms in the rough pore is lower than that obtained for the smooth cylindrical pore. Also, we have found that the morphological disorder of the rough pore (i.e., varying pore diameter) leads to an adsorption branch much smoother than that obtained for the regular cylindrical pore. We have also compared the results for the smooth cylindrical pore and those obtained for a realistic model of porous glass Vycor. We show that the Xe adsorption isotherm at 195 K for a simple model, i.e., a regular cylindrical pore, cannot reproduce the main features of the adsorption isotherm for the disordered porous matrix Vycor. In particular, the capillary condensation for the Vycor sample (mean pore size 3.6 nm) is found to be irreversible while the adsorption isotherm for the 4.12 nm cylindrical pore exhibits no hysteresis loop (the temperature is below the pseudocritical point for this pore size). The metastability-driven irreversibility observed for the filling/ emptying of the Vycor porous sample is explained as follows: the capillary condensation/evaporation occurs in the largest cavity of the disordered structure having a size larger than 4.12 nm for which the pseudo-critical temperature is above the temperature of our simulations (195 K). The adsorbed amounts per unit of geometrical surface are found to be larger for the smooth cylindrical pore than those for the Vycor sample. This result is explained by introducing the concept of Active Surface for Adsorption (ASA). The ASA represents the part of the geometrical surface that is actually involved in the adsorption of the first adsorbate atoms. In the case of the cylindrical pore the ASA equals the geometrical pore surface that has only a positive curvature (preferential adsorption sites). In contrast, the Vycor inner surface possesses both regions of positive and negative curvature. Consequently, the ASA for the disordered porous structure necessarily is lower than the geometrical surface. Note the value of the ASA is adsorbate dependent and is expected to strongly depart from the geometrical surface for adsorbate, such as Xe, that does not uniformly cover the inner surface. Interestingly, we have found that the ASA surface is very close to the surface assessed using the BET method (in which it is assumed that the adsorbate forms a uniform monolayer on the pore wall). In a second set of simulations, we have simulated the Xe adsorption isotherm at 195 K for a disordered porous material having both mesoporous
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and microporous regions. The latter has been obtained by convoluting the functional (giving the distribution of the porous voids) of the purely mesoporous Vycor sample and that for a zeolite silicalite microporous adsorbent. The Xe adsorption/desorption isotherm at 195 K for this mixed micro/ meso-porous material shows that the difference of energetics between zeolitic micropores and CPG mesopores leads to two distinct adsorption processes which occur consecutively: (i) micropore filling and (ii) adsorption/condensation in the mesoporous regions. As a consequence, both the microporous and the mesoporous can be assessed independently. In particular, we show that the adsorption isotherm for the mixed structure is equivalent to the sum of the adsorption isotherm for a pure silicalite sample and that for the pure mesoporous Vycor sample. We suggest that the use of xenon at 195 K may be an efficient way to distinguish between microporous and mesoporous volumes, which can be directly evaluated thanks to a straightforward analysis of the isosteric versus loading curve.
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6.1 Introduction Zeolitic materials and related open-framework inorganic materials are gaining increasing importance in industrial applications. In two of the most widespread applications, i.e., molecular sieving and catalysis, a crucial role is played by adsorption and transport of the guest molecules. From a more academic point of view, the behavior of fluids in confined geometries has also attracted much interest in the past few years. While the macroscopic science of this field is well developed, there is a need for a more fundamental microscopic understanding of the phenomena, as well as means for predicting thermodynamics and transport properties in a variety of guest-host systems. Molecular simulation, in conjunction with experiments, has played an important role in the past few years in developing our understanding of the relationship between microscopic and macroscopic properties of confined molecular fluids in zeolitic materials. Two principal types of theoretical treatments of guest molecules in zeolite hosts can be found in the literature. On one hand, ab initio quantum chemistry techniques are used to address the problem of molecular chemisorption processes and reactions at Brønsted acid sites. On the other hand, classical Monte Carlo (MC)/Molecular Dynamics (MD) simulations are used to study adsorption and transport of molecules in zeolite pores. The quantum chemistry approach is rather time consuming and, for this reason, calculations were often limited in the past to finite cluster models of zeolite. Modern ab initio MD codes can now be used to study larger systems, such as a methanol molecule interacting with the Brønsted site in a periodic model of chabazite [1,2]. The classical MC/MD approach has been widely used to study the behaviour of simple molecules (e.g., rare gases or simple hydrocarbon molecules) in silicious zeolites such as silicalite. A large number of different equilibrium configurations of the system can be generated through these techniques, enabling one to compute ensemble average quantities that can be related to thermodynamics and transport properties of the guest molecules. This approach relies on semi-empirical intermolecular potentials, which constitutes a main drawback of the classical methods. Bridging the gap between the quantum chemistry and the classical approaches is a major challenge in molecular simulation. Electronic density functional theory based MD codes are still far from being able to address long time diffusion and high loading adsorption processes. This is not only a problem of computing time. Basic problems remain open, such as the long range dispersion interaction between species which are still not properly handled in the theory. The development of mixed quantum/classical methods, once the embedding problems are solved, is expected to yield new powerful methods for zeolite catalysis studies. For the time being, the classical, semi-empirical, approach is the only feasible way of addressing thermodynamic and transport phenomena in complex guest/host systems in which no chemical reactivity takes place.
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Recently developed techniques allow the simulation of systems that a few years ago were considered impossible to study via computer simulation. Systems of relevance to commercial applications, such as normal and branched alkanes [3], benzene [4], alkyl benzene isomers [5] and halocarbon molecules [6] in aluminosilicate hosts are now being studied by molecular simulation. The MC algorithms used to obtain reliable thermodynamic data (adsorption isotherms and heats) as well as the newly developed semi-empirical forcefields which allow a better transferability of the parameters from one guest/host system to another have been reviewed recently [7]. In this chapter, we address the specific question of reliability and transferability of the forcefield. Most authors agree on the fact that there is no single optimum forcefield for predicting adsorption properties. Some of them believe in an “engineering” approach in which the simplest (and cheapest) potential function should be used, and the potential parameters be readjusted whenever a quantitative prediction is needed. Others try to develop new strategies to derive semi-empirical potentials on a firmer basis. The performance of these two approaches is compared here, for several guest/host systems: argon and methane/AlPO4-5, xylene isomers/faujasite. It is shown that simple, Kiselev type, forcefields can do a good job for the so-called “simple” systems (small guest molecules in a neutral framework). Full scale potentials are needed, however, to model complex systems. These latter forcefields allow a better transferability of the parameters from one system to another, and still make use of a limited number of adjustable parameters.



6.2 Computational methodologies 6.2.1



Monte Carlo (MC) simulations



MC simulations are particularly convenient for computing equilibrium thermodynamic quantities such as the average number of adsorbed molecules 〈N〉, the isosteric heat of adsorption qst , and the Henry’s constants K. In addition, MC simulations provide detailed structural informations, in particular the location and distribution of adsorbed molecules in the pores. Adsorption quantities have been computed in the Grand Canonical (GC) statistical ensemble in which the chemical potential (m), volume (V) and temperature (T) are fixed [8]. These thermodynamic conditions are close to the experimental conditions where one wants to obtain information on the average number of particles in the porous material as a function of the external conditions. At equilibrium, the chemical potentials of the fluid bulk phase and the adsorbed phase are equal. The pressure in the reservoir fluid can be calculated from an equation of state, and it is thus directly related to the chemical potential in the adsorbed phase. The ensemble average number of molecules in the zeolite, 〈N〉, is computed directly from the simulation. By performing simulations at various chemical potentials, at a given temperature, one obtains the adsorption isotherm. Experimental adsorption isotherms yields the excess number of molecules adsorbed in the porous
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medium which is not, in principle, directly comparable to 〈N〉. Since zeolite pores are small, the correction is negligible under normal conditions. A full development of the statistical mechanics of the mVT ensemble, the description of the corresponding Monte Carlo algorithms, and the bias MC moves that have been suggested in order to increase the acceptance probability of the insertion/deletion step for anisotropic molecules such as xylene isomers, have been given in several publications, e.g., [8–10] and will not be repeated here.



6.2.2



Potential energy models



The potential energy model is an important input to a molecular simulation. Although the guest–host interaction is the most significant part of the total potential energy, some attention should be paid to the accuracy of the guest–guest interaction as we will see in the discussion section. The zeolite is usually modeled as a rigid crystal. Following Kiselev [11], most authors have used a rather simplified guest–host potential function UGH. In this model, a Lennard–Jones repulsion–dispersion term acts between the atoms of the guest adsorbate (G) and the oxygen atoms (O) and M+ cations of the host material (H). In the case where the adsorbate molecules are multipolar, an electrostatic term is added, which acts between all atoms of the zeolite (Oxygen, tetrahedrally coordinated (T) atoms and M+ cations) and of the adsorbate:
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(6.1)



where rGH is the distance between the guest G and the host H atoms, and qG and qH are the partial charges borne by the guest and host atoms, respectively. Some authors have used formal charges for the framework atoms, but usually partial charges are assigned using some quantum chemistry calculation. In most studies, the other part of the potential function, i.e., the host–host interaction, takes the form of an effective two-body potential derived from bulk simulations. In both the guest–host and guest–guest potentials, the well-known Lorenz–Berthelot combining rules are used to handle cross interactions. Pellenq and Nicholson have developed a full scale guest–host semi-empirical potential (hereafter called the PN potential) with the aim of obtaining a more accurate and transferable potential model [12–20] PN PN PN PN UGH = Uel + U pol + Udisp + U rep



(6.2)



in which the first term is the electrostatic interaction calculated in the same way as in the Kiselev potential. Induced interactions, due to partial charges of the
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framework species, are calculated using the first term of the multipole expansion PN U pol =−



1 2



∑ αE i



2 T , O , M+



(6.3)
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where ai, is the dipole polarizability of atom i of a guest molecule and E is the electrostatic field at the position occupied by atom i due to the partial charges carried by all the host species. The back-polarization and higher order terms are neglected. The dispersion interaction includes the r–6, r–8 and r–10 terms, as well as the three-body dispersion Axilrod–Teller term:  CGH CGH C GH  PN Udisp = − 66 − 88 − 10 + U3 body 10   r r r GH GH GH   G ,H∈T ,OO ,M+ 
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where the three-body interaction involving triplets of species i, j and k can be expressed in terms of geometrical factors Wijk and electronic functions Zijk in the following general form: U ijk ( l1 , l2 , l3 ) =
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The dispersion coefficients in Equation 6.4 are estimated from a knowledge of the dipole polarizabilities and the partial charges of all interacting species. The calculation of the three-body dispersion term requires the same set of parameters as the two-body terms. All atoms of the framework are considered here, not only the oxygen atoms as in the Kiselev potential. Finally, the repulsion interaction is represented with an exponential Born-Mayer term: PN Urep =
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In this latter case, Böhm–Ahlrichs combining rules are used to handle cross interactions: 2 b ii b jj A = ( A A ) , b = ii b + b jj ij
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Usually, the repulsive interaction between the adsorbate and the T atoms can be neglected since the guest molecules are only sensitive to the repulsion from the oxygen atom and the extra-framework cations (when they are present). Although the PN potential is more sophisticated and rather more time consuming to use in simulations than the Kiselev potential, it should be
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stressed here that no extra adjustable parameters are introduced in the full GH scale PN potential. Since the dispersion coefficients C6–10 are calculated from a knowledge of dipole polarizabilities and the effective number of electrons of the interacting species, the only adjustable parameters are the A’s and b’s of the repulsion energy. The PN potential function has been successfully used in a variety of systems: rare gases and small molecules in silicalite [12–16], faujasite [21] and AlPO4-5 [22,23], and benzene and xylene molecules in faujasites [5,10,21]. In the following section, we revisit some of the key results obtained by using different types of potential models. We then discuss the usefulness of either using the simple effective model or the full scale model. We also suggest some further developments in the methods used for modeling adsorption of complex mixtures (such as water+hydrocarbons) in cationic zeolites, which constitutes a major challenge for the future.



6.3 Results 6.3.1



Adsorption of argon in AlPO4-5



The aluminophosphate AlPO4-5 is a microporous crystal with a neutral framework. It consists of alternate tetrahedral aluminium and phosphorus atoms bridged by oxygen atoms. The crystalline lattice is hexagonal space group P6cc for ordered Al and P, and was taken from X-ray scattering and neutron powder diffraction studies. The full model has been described in earlier publications [22,23]. The micropores are not interconnected and form unidimensional channels of ~7.3 Å diameter parallel to the crystallographic c direction (AFI structural network). The rather simple AlPO4-5 inner surface consists of a regular hexagonal array of oxygen atoms. The computed adsorption isotherms of argon in AlPO4-5 are shown in Figure 6.1, where they are compared to experiments. The first set of data (K for Kiselev-like potential) was obtained using oxygen–argon (O–Ar) Lennard– Jones parameters (see Table 6.1, parameters set 1) obtained from a combination of Smit et al.’s oxygen–alkane potential [24,25] and argon–argon potential parameters [26] using Lorentz–Berthelot combination rules. A rather good agreement is obtained between simulation and experiments. Very similar results were obtained previously [22,23] using slightly different O–Ar potential parameters (Table 6.1, set 2). The computed isotherm obtained through the use of the Full-Scale (FS) potential (Table 6.1, parameters set 3) is also shown in Figure 6.1. It also agrees quite well with experiments.



6.3.2



Adsorption of methane in AlPO4-5



This system displays an interesting kink (or “step”) in the experimental adsorption isotherm [27] at low temperatures, instead of the usual smooth Langmuir (or “type I”) isotherm. This step is akin to a phase transition of the confined methane fluid and has first been reproduced by Boutin et al.
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Figure 6.1 Adsorption isotherms of argon in AlPO4-5.



[22,23] through GCMC simulations, using a PN-type potential function. In the first instance, it was thought that a full-scale potential form was presumably needed in order to reproduce such subtle effects as a kink in the isotherm. This was based on the fact that these authors could not find the step using a Kiselev-like potential (with the parameters set 6 given in Table 6.1). Later, Maris et al. [24] found that this step could be reproduced by using a simple Kiselev-like potential. This has been checked here by performing GCMC simulations, using exactly the same potential parameters (Table 6.1, set 4). As shown in Figure 6.2, the step is indeed obtained in such conditions. The hysteresis observed in Ref. [24] is presumably due to the poor convergence of the simulations in the transition region. A long enough simulation (≥108 steps) leads to the single adsorption–desorption branch shown in Figure 6.2. It is worth mentioning that Maris et al. [24] claimed that the step could actually be obtained by using the Kiselev-type potential parameters used in Refs. [22,23]. We have fully revisited this point here and we are unable to reproduce their results. We find that the use of the parameters set 6 (Table 6.1) does not lead to a step in the computed isotherm. Different grid spacings in the guest–host potential have been tested and no significant change was found in the resulting form of the isotherms. The same was true when using a combination of Maris et al. and our parameters (set 5, Table 6.1). We thus conclude that, within the Kiselev scheme, slight changes in the methane–oxygen parameters (5% change or less), can transform the type I into a stepped
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Table 6.1 Parameters sets of the guest–guest and guest–host potentials used in this work
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Figure 6.2 Calculated adsorption and desorption isotherms of methane in AlPO4-5 at 60 K.



isotherm displaying the known phase transition. Adsorption isotherms obtained using different parameter sets are shown in Figure 6.3. In Figure 6.4 is shown the evolution of the pressure at which the step is found in the isotherm, versus temperature. The data obtained with the use of the parameters set 10 in a full-scale potential agree extremely well with experiments. This is not the case with the Kiselev-type potential (parameters set 4) although the slope of the transition pressure is well reproduced. One important point raised by these studies is the sensitivity of the adsorption data to very small changes in the guest–host steric potential parameters (or to the details of the zeolite structure). This will be a somewhat general conclusion of this survey. Such sensitivities have also been observed in other systems such as pentane/ferrierite [28] and p-xylene/silicalite [29], and could partly be attributed to the rigid framework assumption made in the simulations.



6.3.3



Adsorption of xylene isomers in faujasite



Lachet et al. [5,10,30,31] have studied in some details, the adsorption of p-xylene and m-xylene in several X and Y faujasite zeolites. They were able to reproduce fairly well, the equilibrium adsorption properties using a guest–host potential derived from the PN scheme (Figure 6.5). The transferability of the potential function, from one system to another, has been tested here for these two isomers in NaY and KY faujasites. The potential parameters
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Figure 6.3 Adsorption isotherms of methane in AlPO4-5 at 77.3 K calculated using different potential parameter sets compared to experiments.



were fitted to the experimental data for the m-xylene/NaY system. As shown in Table 6.2, the maximum loading in the isotherm is rather well reproduced in all three other systems, without readjusting the potential parameters. The same calculation has been performed with a Kiselev-type potential, which was obtained by fitting the Lennard–Jones oxygen–xylene atoms parameters in order to reproduce the experimental adsorption isotherm of m-xylene in NaY. As seen in Table 6.2, attempts to transfer this latter potential function to the other xylene/faujasite systems without further readjustment clearly break down.



6.4 Conclusions Grand Canonical Monte Carlo simulation (using statistical biasing for studying large anisotropic molecules such as xylene isomers), together with an appropriate guest–host forcefield (the Kiselev potential in the simplest cases, a full scale potential in the more complex cases), may provide a reasonably accurate prediction of single component as well as binary mixture adsorption data [5,7]. However, in spite of their impressive results to date on a variety of systems, further progress is still needed in order to reach an acceptable accuracy in the simulations on certain types of systems. Guest–host systems in which the adsorbate molecules fit tightly in the zeolite pores provide
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Figure 6.4 Evolution of the pressure at which the step is found in the isotherm versus temperature.



Figure 6.5 Adsorption isotherms of meta and para-xylene isomers in NaY faujasite.
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Adsorption and Transport at the Nanoscale Table 6.2 Maximum number of adsorbed molecules in the faujasite supercage Zeolite Isomer Experiments Full scale Kiselev-like



NaY m-xylene p-xylene 3.62 3.54 3.60



3.34 3.31 3.05



KY m-xylene p-xylene 2.95 2.82 1.88



3.10 3.12 2.16



extremely interesting and demanding test cases for the simulation models. The observed sensitivity to small changes in the Kiselev potential terms (or in the zeolite structure) is deemed to be largely unnatural and it illustrates the need to improve the potential models for these (and other) systems. Furthermore, it is in problems such as these that the inclusion of host structure flexibility is probably essential. We suggest here some further developments in the method used for modeling adsorption of complex mixtures (such as water+hydrocarbons) in cationic zeolites. In these cases, the electrostatic and polarization terms will become dominant and we believe that computing higher order terms of the polarization energy in a self-consistent manner will become necessary. Along these lines, Smirnov [32] has suggested an interesting way of treating molecular partial charges redistribution during adsorption of a highly polar molecule using the electron equalization method. The guest–guest interaction potential is not the dominant term in the total Hamiltonian of the system, but at high loadings (where most of the interesting features are obtained), details of the intermolecular potential may become crucial. We suggest revisiting the intermolecular forcefields derived from bulk properties, in the manner described by Bayly et al. [33], Kranias et al. [34] and Delhommelle et al. [35]. The main point raised by these authors is that the use of partial charges located only at the atomic sites cannot lead to a good description of the electrostatic potential of the molecule. Using additional electrostatic centers of forces, calculating the partial charges by fitting the ab initio electrostatic potential, together with a stabilisation process in order to deal with ill-defined charges in the fitting procedure, leads to very accurate and transferable electrostatic potential terms. This strategy then leaves only two “effective” terms (the repulsive and dispersive ones) that contain adjustable parameters. It has been successful in obtaining transferable potential functions for bulk fluids simulations [35]. The same strategy should now be tested in the case of adsorption. Finally, in view of the unnatural sensitivity of adsorption data to small changes of the potential parameters, the methods used for computing framework partial charges should also be revisited, in order to test the accuracy of the electrostatic field created by the inorganic material at each point in the porous geometry. Refinement of the simulation models along the lines described above is expected in the near future. They should lead to improved direct predictions
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of binary mixture adsorption (and presumably transport) properties, and may then help in the rational design of adsorbents.
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7.1 Introduction This chapter, dedicated to Dr David Nicholson, is concerned with molecular dynamics (MD) studies to investigate the structural and transport properties of electrolyte solutions. Among the various theoretical and simulation studies for electrolyte solutions, one of the simplest but most commonly used model systems in the bulk and at interfaces is the so-called “primitive model electrolyte solution” [1]. Within the framework of the primitive model (PM) of electrolyte solutions, the charged hard-sphere ions are immersed in a continuum solvent represented only as a uniform medium of fixed relative permittivity (or dielectric constant). A major drawback in this approach is the use of the solvent continuum assumption in which the solvent structural effects are totally ignored. In many situations a more detailed representation of the solvent molecules seems necessary and the simplest possible model for the solvent, which retains particulate structure, is known as the solvent primitive model (SPM). In this simple model, which is essentially an extension of the PM to multicomponent form, the solvent particles are treated as neutral hard-spheres of finite size. Although the SPM is clearly an oversimplification in its description of the solvent molecules, an important improvement over PM electrolytes has been observed particularly for systems of high electrolyte concentration where the exclusion packing effects and the short-ranged repulsive interactions are increasingly significant. Davis and his co-workers [2–4] have successfully applied the SPM electrolytes in their studies of the thermodynamic and structural properties of electric double layers and the effects of solvent exclusion on the force between charged surfaces in electrolyte solutions. In their Monte Carlo studies [3], it was observed that the finite size of the solvent particles resulted in highly ordered layering of ions, which was not captured in the PM electrical double layer. Forciniti and Hall [5] have investigated the equilibrium structure and the thermodynamics of SPM electrolytes, ranging from restricted model electrolytes of the same size to highly asymmetric electrolytes of different sizes, using the hypernetted chain approximation. They found a rather complex but strong correlation between nonelectrostatic and electrostatic contributions to the free energy. More recently, molecular simulations using both the canonical [6,7] and the grand canonical [8] Monte Carlo (MC) methods have been employed to evaluate the equilibrium thermodynamics and related configurational parameters for SPM electrolytes. In the canonical MC studies reported by Vlachy et al. [6,7], the radial distribution functions were calculated as functions of the neutral solvent concentration and the counterion valency. Evidence of the depletion interaction effect was clearly displayed in the resulting pair correlation functions for highly asymmetric SPM electrolytes, indicating that the addition of a neutral species leads to a gradual change from repulsion to attraction in the qualitative nature of the interactions between similarly charged ions. Similar observations for PM electrolyte solutions [9,10] also suggest that the attraction between like charged macroions is possible if multivalent counterions are present in the
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solution, in which the valency of the counterions plays an important role in shaping the net interaction between macroions. Almost all simulations for both PM and SPM electrolyte solutions have been carried out using the MC method. This is mainly due to one principal technical difficulty, namely the “discontinuous” nature of hard-core repulsion combined with “continuous” soft interactions which cannot be handled properly using traditional MD methods [11]. A few implementations [12–14] have been made to extend the MD method of systems of hard cores with soft potentials. A different MD algorithm [15], referred to as the collision Verlet method, was recently introduced and is based on an extension of the general potential splitting formalism. It is interesting to note that this algorithm is nearly identical to our algorithm [14] except that our momenta are defined only at mid time step and a leap-frog formulation is employed. In the present chapter, we report MD simulation results for the system of symmetric 1:1 SPM electrolytes. In the MD method, the time-dependent transport properties, which cannot be measured by the MC method, are determined by monitoring the actual molecular trajectories as a function of time. In “Model and computations” we describe the interaction model potential and simulation parameters investigated in this work. A brief description of our MD computational techniques is also included. In “Results and discussion,” we present the thermodynamics and transport properties obtained from the MD simulations including the collision frequencies, the self-diffusion coefficients, and the velocity and the force autocorrelation functions (FACFs). We also discuss in this section a cluster analysis for the mean cluster size. These simulation results for the cluster and dynamic properties are of particular interest because they can provide specific details of ion cluster formation. Our MD simulation studies can also yield insights into the interplay between short-ranged repulsive and long-ranged attractive interactions.



7.2 Model and computations In the SPM electrolyte system, the solution is modeled as a mixture of charged ions (solute) and uncharged hard-spheres (solvent) with particle diameter σ immersed in a dielectric continuum ε. For solute/solvent and solvent/solvent interactions, the pair potential between particles i and j is defined as ∞ uij (r ) =   0



if



r ≤ σ ij



if



r > σ ij



(7.1)



and, for solute/solute interactions  ∞  uij (r ) =  z z e2  i εrj 



if if



r ≤ σ ij r > σ ij



(7.2)



where zi and zj are the valences of the ions, e is the charge of the electron, and the additive hard-sphere contact diameter is given by σij = (σi + σj)/2.
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For the simulations investigated in this work, the uniform dielectric constant ε was chosen to be 78.365 corresponding to water at a room temperature of 298.16 K. Both the positive and negative ions have the same diameter (σ+ = σ–) of 4.25 Å and the same charge valency of 1. The diameter of the hard-sphere solvent particles (σ0) is taken in three separate case studies to be σ0 = σ+, σ0 = 2σ+, and σ0 = 5σ+. All particles including the neutral hard-spheres have the same mass of 100 a.m.u. These parameters are chosen to allow comparisons with previous computational and theoretical studies reported in the literature. The MD computations were carried out using the minimum image (MI) boundary condition to approximate an infinite system. The long-ranged interaction in the ionic system gives an internal configurational energy that converges slowly with increasing the system size. This is particularly true for higher concentrations and for higher charged systems. For Coulombic plasma systems [16], it has been found that the MI method is sufficiently accurate if the magnitude of a dimensionless parameter,  2π N  γ =  3V 



1/3



(|zi |+|z j |)2 e 2



ε kT



(7.3)



is below 10. In our MD simulations a total number of 200 ions (N+ = N– = 100) was used, and typical values for the parameter condition in Equation 7.3 were less than 1.0. By using a sufficiently large system size, the MI method generates the same accuracy as the Ewald summation method within an acceptable error limit. We observed from a few selected MD runs that a less than 1% relative difference for the configurational energy calculations was achieved in the numerical uncertainty between the MI and the Ewald methods. The PM or SPM electrolyte system, consisting of a hard-core repulsion with a continuous attractive interaction, gives rise to methodological problems in the MD simulation. Computational approaches in the trajectory calculations are totally different for the discontinuous and the continuous MD methods. Two distinct algorithms were combined within the same MD program by returning to the hybrid method of the “step-by-step” approach described elsewhere [14]. In our MD method the first step is identical to the procedure employed with a continuous potential. The system trajectories are advanced from the current positions to the next positions only under the influence of continuous forces without imposing the hard-core constraints. The next step is then to check whether or not the pair distances are closer than a hard-sphere collision diameter, and, in this step, the particle velocities are assumed to be constant. The algebraic equations of colliding hard-spheres are used to evaluate the collision time between all possible colliding pairs and the resulting configuration is resolved for the overlapping pairs. For computational efficiency, it is appropriate to eliminate any redundant calculations and this was done by constructing a collider table to speed up the search routine.
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The equations of motion were integrated using the leap-frog version of the Verlet algorithm with a time step interval of 10–14 s. The velocities were scaled at each time step to maintain constant temperature in the manner described by Berendsen et al. [17]. In addition, the starting configurations were generated by randomly inserting particles to assist in the equilibration of the system. Configurations were initially equilibrated for 30,000–50,000 time steps and the final statistics were obtained over 1 × 107 – 2 × 107 time steps depending on the total number of particles involved. The MD algorithm implemented in this work has been tested in a number of ways. When the solute ionic charges were assigned to a value of zero, our simulation data faithfully reproduced the pure hard-sphere results. The results obtained from our MD simulations for PM and SPM electrolytes were also compared with previous MC and MD calculations. Good agreement with simulation data reported in the literature again confirmed the quality of our MD algorithm. All simulation runs were performed on the HPC320 of the parallel computing machine at KISTI, Korea. Extensive use was made of optimization and parallelization techniques. About 40 h CPU times were taken in production runs for approximately 2000 particles and 10 million time steps.



7.3 Results and discussion The thermodynamic and transport properties of 1:1 SPM electrolyte solutions obtained from our MD simulations are presented in Table 7.1. In this table, η0 (= π/6ρ0σ 03 ) represents the packing fraction of neutral hard-spheres with particle diameter σ0. For the SPM state conditions, three sets of simulations were performed for σ0 = σ+, σ0 = 2σ+, and σ0 = 5σ+. The PM state point is equivalent to setting η0 = 0 in the SPM model. We also report the self-diffusion coefficients and the collision frequencies of both solute ions and solvent hardspheres in the last four columns, respectively. For the SPM electrolytes the excess internal energy can be written as 2πρl U = Nl kT kt
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and, the virial expression for the osmotic pressure is 2πρt PV U = 1+ + Nt kT 3Nt kT 3
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where Xi is the mole fraction of component i and gij(σij) is the contact value of the radial distribution function between component i and j at separation distance σij. For ionic solutions the radial distribution function between unlike pairs changes rapidly near the contact point, and, in this case, the extrapolation
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to the contact value may lead to large uncertainties in MC calculations. For this reason the MC results for osmotic pressure coefficients are known to be less certain than those for the configurational energy. In the MD method better statistics can be achieved in the evaluation of the virial contribution to the equation of state for the hard-core system. The hard-core component of the instantaneous pressure can be obtained from averaging over particle collisions, and the hard-sphere collision contributions to the virial term in Equation 7.5 can be directly calculated during the MD simulations as 2π ρt 1 PV U = 1+ + N t kT 3N t kT 3 t
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For the 1:1 SPM electrolyte solutions investigated here, our simulation results for the internal excess energy and the osmotic pressure have been found to be in close agreement with theoretical approximations using the mean spherical approximation [18] and the hypernetted chain theory [5,6]. Of the two approximations, the hypernetted chain predictions are closer to the MD data. With the exception of the last four entries, inspection of Table 7.1 reveals a rise in the excess internal energy upon the addition of neutral hard-spheres. Note that this value is the averaged one over the total number of particles. However, the configurational energy per ion remains almost constant at a given solvent packing fraction, η0. The values in parentheses for the thermodynamic results reflect the statistical uncertainties estimated in our MD results, i.e., the standard deviation for block averages over 100 time step segments. Larger deviations in the osmotic pressure are measured for the system at high packing conditions due to the relatively frequent hard-sphere collisions. The velocity autocorrelation function (VACF) can provide useful insights into ion dynamics and transport. The FACF is another important time correlation function. Although not directly related to time-dependent transport coefficients, the FACF has an important place in the theory of single particle motion. The VACF and the FACF are defined as a function of time t, respectively, 1 VACF = N
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where the symbol 〈 〉 denotes an average over an equilibrium ensemble. In Figures 7.1 and 7.2 we display the normalized VACFs and FACFs for the two different sets of concentrations, ρ+ = 0.1 M and ρ+ = 2.0 M, at the fixed
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Figure 7.1 (a) Normalized VACFs vs. t for positively charged ions (ρ+ = 0.1), (b) Normalized VACFs vs. t for neutral hard-spheres (ρ+ = 0.1), and (c) Normalized FACFs vs. t for positively charged ions ( ρ+ = 0.1). The solid, the long-dashed, the short-dashed, and the chain-dotted curves correspond to η0 = 0.1, η0 = 0.2, η0 = 0.3, and η0 = 0.4, respectively.



hardsphere size, σ0 = 5 σ+, respectively, to illustrate the manner in which these functions change with increasing hard-sphere concentration η0. As shown in these figures, the VACFs of both ions and hard-spheres for ρ+ = 2.0 M decay more rapidly than the corresponding VACFs for ρ+ 0.1 M. The primary mechanism for the decay of the time correlation functions is the hard-sphere collision, in which colliding particles rapidly lose memory of their initial velocities through successive collisions. The VACF+ for the ions exhibits a stronger positive velocity correlation than the VACF0 for the neutral hard-spheres because the Coulombic interaction plays a dominant role in
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Figure 7.2 As in Figure 7.1 but for ρ+ = 2.0.



determining the particle trajectories of the ions in the low concentration regime. However, at high concentrations, the hard-core repulsive collisions are expected to be the principal contribution to the dynamical properties of these systems. For the high concentration of ρ+ = 2.0 M and η0 = 0.4 (shown as the chain-dotted curve in Figure 7.2b) the negative region of the VACF0 indicates that a typical hard-sphere trajectory involves a sequence of backscattering collisions with its neighboring particles in the first coordination shell.
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One of the most interesting features observed in Figures 7.1 and 7.2 is that, while the decay rates of the VACFs and the FACFs are similar at a given ionic concentration, large differences exist between these correlation functions. In comparison with the VACF+, the FACF+ are observed to possess much deeper negative tails particularly for the systems at lower ρ+ and η0 values. In the simulation work of Heyes and Sandberg for dense Lennard–Jones systems [9], it was observed that the minimum in the FACF coincides approximately with the cross-over time at which the VACF first changes sign from positive to negative values. One would expect that, in dense systems, the cage effect induced by nearest neighbors dominates the motion of the central particle. This is not the case for dilute electrolyte systems where the electrostatic interaction between unlike pairs of ions tends to create ionic clusters or aggregates. The individual ion particles change their momentum via chattering collisions with their neighbors, while a persistence of velocity is maintained in the original direction of cluster motion. Because the ionic clusters move coherently over a period of time longer than the mean time between ion collisions within the cluster, the VACF has a longer positive correlation than the FACF. The less negative correlation in the FACFs for higher η0 values, which is opposite to the VACFs, can be explained by the fact that, at higher packing fractions of hard-spheres, the excluded volume effect enhances the formation of larger clusters and this causes restrictions in the coherent motion of ionic clusters. This last point is clearly illustrated in Figure 7.3 where the mean cluster size S is plotted as a function of cluster cutoff distance, Rcl. In our cluster algorithm a pair of dissimilarly charged ions is considered to be within the same cluster if the relative distance between the pair of ions is smaller than a given value of Rcl. A similar cluster definition was used in previous simulation studies of 2: 2 electrolyte solutions using stochastic Langevin dynamics [20]. The mean cluster size S is obtained from the cluster size distribution using
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where s represents cluster size, and n(s) the mean number of clusters of size s. In this work we consider two types of clusters, namely, directly and indirectly bound clusters. Directly bound ions are simply those pairs, that satisfy the geometric cutoff criterion, while indirectly bound ions are connected through intermediate neighboring ions. Such a cluster analysis was implemented using the efficient approach for sampling cluster statistics proposed by Sevick et al. [21]. Figure 7.3 indicates that cluster formation is gradually enhanced with increasing hard-sphere packing fraction η0. For example, the direct and the indirect mean cluster sizes S within Rcl = 2.0σ+ are 1.47 and 1.66 at ρ+ = 0.1 and η0 = 0.1, and 1.64 and 2.04 at ρ+ = 0.1 and η0 = 0.4 as shown in Figure 7.3a; the corresponding S values within Rcl = 1.2σ+ are 1.95 and 3.38 at ρ+ = 2.0 and η0 = 0.1, and 2.50 and 12.34 at ρ+ = 2.0 and η0 = 0.4 as shown in Figure 7.3b.
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Figure 7.3 The inverse mean cluster size as a function of cluster distance, (a) ρ+ = 0.1 and (b) ρ+ = 2.0. The symbols of the circle, the square, the upward triangle, and the downward triangle correspond to η0 = 0.1, η0 = 0.2, η0 = 0.3, and η0 = 0.4, respectively.
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A somewhat large difference between the results for directly and the indirectly bound clusters, particularly in the case of ρ+ = 2.0, suggests the possibility of complex ion cluster formation. For hard-sphere systems [22], the collision frequencies can be expressed in terms of the contact values of the radial distribution functions 8 kT ρ g (σ ) πµij j ij ij



ω ij = πσ ij2



(7.10)



where ωij is the number of collisions per particle of component i per unit time between particles of component i and j, and µij (= mi mj/(mi + mj )) is the reduced mass. The total collision frequency for component i is simply m



∑ω



ωi =



(7.11)



ij



j =1



In Figure 7.4 the collision frequencies vs. η0 determined from the MD simulation are illustrated for solute ions, ω+ (Figure 7.4a), and solvent hard-spheres, ω0 (Figure 7.4b), respectively. For the purpose of comparison with the corresponding hard-sphere systems, theoretical predictions for the collision frequencies obtained using Equation 7.10 in conjunction with contact values for the radial distribution functions computed directly from the MD simulations are also shown as the dotted curves in these figures. The MD results are seen to be in excellent agreement with hard-sphere approximations over a wide range of η0 and σ0. This suggests that the microscopic dynamics of the SPM electrolyte solutions investigated in this work are very similar to the dynamical processes taking place in neutral hard-sphere mixtures. In this sense the transport properties of 1:1 SPM systems are, at least qualitatively, related to those for hard-sphere fluids. In previous MD simulations of 1:1 PM electrolyte solutions [13], the Enskog theory of hard-spheres was shown to predict the self-diffusion coefficients reasonably accurately. Such a modified Enskog approximation for PM electrolytes can also be extended to the SPM electrolyte systems. In the extended Enskog theory the self-diffusion coefficient for component i can be expressed in terms of the intradiffusion coefficients for multicomponent mixtures, DE ,i



 = 



m



∑ j =1



ρ j gij (σ ij )   ( ρDij )0 



−1



(7.12)



and ( ρDij )0 =



3 8σ ij2



kT 2πµij



(7.13)



where (ρDij)0 represents the product of the number density and the binary mutual diffusion coefficient in the dilute gas limit of hard-spheres.
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Figure 7.4 Semilogarithmic plot for collision frequency as a function of η0. (a) positively charged ions and (b) neutral hard-spheres. The symbols of the circle, the square, and the triangle correspond to σ0 = σ+, σ0 = 2σ+, and σ0 = 5σ+, and the open and filled symbols represent ρ+ = 0.1 and ρ+ = 2.0, respectively. The dotted curves are theoretical predictions provided by Equations 7.10 and 7.11 using the MD contact values for the radial distribution functions.
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Figure 7.5 Semilogarithmic plot for self-diffusion coefficient as a function of η0. (a) positively charged ions and (b) neutral hard-spheres. The symbols are the same as in Figure 7.4. The dotted curves are theoretical predictions provided by Equations 7.12 and 7.13 in conjunction with the MD contact values for the radial distribution functions.
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In Figure 7.5 the self-diffusion coefficients obtained from the MD simulations are compared with those predicted using the extended Enskog theory in Equations 7.12 and 7.13. The MD data for the diffusivities were calculated from the integration of the corresponding VACF using the Green-Kubo relationship. Again, it is observed that the theoretical predictions and the MD calculations are in good agreement. One should recall however that, while the Enskog theory takes advantage of the simplification that the properties of a dense fluid are primarily determined by the repulsive core of the particle–particle interaction, it does have limitations, particularly a high density. The error involved in using the Enskog theory under these conditions is ascribed to the failure of the molecular-chaos approximation and the deviations are most pronounced when the cage effect is important. For mixtures of 1:3 PM electrolytes [14], it was found that the self-diffusion coefficients of the lower charged electrolytes were close to those for 1:1 PM electrolytes, whereas those of highly charged electrolytes were smaller by a factor of two or three. An interpretation of this observation is that the free motion of highly charged ions is likely to be restricted by the formation of ionic clusters.



7.4 Conclusion In the present work MD simulations at constant temperature have been carried out to investigate the equilibrium thermodynamic and time-dependent transport properties of 1:1 solvent PM electrolyte solutions. MD results for the excess internal energy and the osmotic pressure are shown to be in good agreement with the mean spherical approximation, and, more precisely, with the hypernetted chain theory. In the lower concentration regime, the electrostatic interaction plays an important role in determining ion trajectories, while the hard-sphere collisions dominate in the higher concentration regime. Significant differences are also observed between the VACFs and FACFs. The less negative correlation effects displayed by the FACFs at higher hard-sphere packing fractions are related to a restricted coherent motion of the larger ionic colusters, which are formed at these densities. This conclusion is supported by an independent analysis of the direct and indirect bound ion cluster size distributions computed during the MD simulations. Under the conditions employed in this work, excellent agreement is also observed between the MD results and the theoretical predictions for the self-diffusion coefficients and the collision frequencies of both ionic solute and hard-sphere solvent. In this respect our simulation studies strongly suggest that by incorporating the discrete particulate nature of the solvent into models of electrolyte solutions, then the interpretation of the nonequilibrium as well as equilibrium phenomena taking place within such systems should be significantly improved.
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8.1 Introduction Porous materials are used extensively in the petroleum and chemical process industries as catalysts and adsorbents. Of the various contributions to the flow of fluid through these materials, diffusion is the most important, since more often than not, it is the rate determining process. To facilitate the design of improved catalytic and adsorption processes, a greater understanding of the complexities of diffusional behaviour, particularly at the molecular level, is required. Computer simulation is ideally suited to this goal, providing a direct link between the microscopic properties of molecules and macroscopic properties, which are measured in the laboratory. The motivation behind our current study stems from the important industrial process by which air is separated into its major components by pressure swing adsorption (PSA). In this diffusion-controlled process, a stream of air is passed through a bed of molecular sieving carbon, an adsorbent containing micropores with a mean width of 0.5 nm. Oxygen selectivities of between 3 and 30 have been reported, even though the kinetic diameters of oxygen and nitrogen differ by less than 0.03 nm. A precise explanation for these large selectivity values remains elusive, despite considerable research. It is important to be able to identify the key parameters in this diffusion process, and then to find their optimum values in order to maximize the amount of oxygen recovered while maintaining economic viability. Several parameters can influence the transport rates of fluids through adsorbents such as molecular sieving carbon, temperature, pore size, and pore morphology being just a few examples. The effect of pore width on oxygen selectivity can be probed by experimental methods. Chihara and Suzuki [1] attempted to vary the ratio of diffusivities of oxygen and nitrogen in molecular sieving carbon by adsorption of hydrocarbons followed by heat treatment. They concluded that the absolute diffusivities of oxygen and nitrogen could be decreased by an order of magnitude. However, changing the mean pore width in the adsorbent cannot vary the ratio of their diffusivities. Computer simulation results appear to contradict the finding of Chihara and Suzuki; Seaton et al. [2] studied the separation of oxygen and nitrogen in model graphitic pores. They conducted molecular dynamics simulations of self-diffusion in individual pores, and found that the diffusivities were strongly dependent on the pore width. Using a randomly etched graphite pore model (REGP) they found that the degree of kinetic separation observed experimentally could be reproduced at the level of individual pores. In a more recent publication MacElroy et al. [3] looked at transport diffusion of oxygen and nitrogen in the same model pore system, concluding that pore length was a controlling factor in the separation mechanism. Recently, Travis and Gubbins [4] investigated the role of pore width on transport diffusion of oxygen and nitrogen mixtures flowing through a single slit using non-equilibrium molecular dynamics (NEMD) techniques. No significant differences were found between the component diffusivities except at the lowest pore width studied
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(0.8375 nm). At this pore width, nitrogen diffuses faster than oxygen, in contradistinction to the experimental observation. The model used by Travis and Gubbins contained several approximations, for example, the graphitic adsorbent was modelled as a single, smooth walled slit pore, with no account taken of surface structure or electrostatic effects. However, lack of surface structure and electrostatic effects in the model are thought not to be important at ambient temperatures. Furthermore, the use of a single slit pore model of the adsorbent both aids data analysis and provides results that can be used as input in network models. A key difficulty encountered in our earlier study was the interpretation of the mixture transport coefficients. In this chapter, we address this problem by including simulation results for pure component diffusion at similar conditions to the mixture. We also employ equilibrium molecular dynamics (EMD) and grand canonical Monte Carlo (GCMC) simulations to examine how the various contributions to the diffusion coefficients vary with pore width and temperature. We have organised the chapter as follows: in Section 8.2, we discuss the transport equations for single micropores. In Section 8.3, we discuss the computer simulation algorithms including the technique of Dual Control Volume Grand Canonical Molecular Dynamics (DCV GCMD), which we have used to obtain most of our diffusion data. In Section 8.4, we discuss the model and simulation details, and in Section 8.5, we present and discuss our results. Finally, in Section 8.6 we present our conclusions.



8.2 Transport in single micropores The starting point for discussing transport in porous membranes is the Dusty Gas model developed by Mason and co-workers [5,6]. The main assumption in this model is that the solid particles, which comprise the membrane, can be treated as if they were a component in the diffusing mixture. This is justified on the grounds that if the adsorbate gas is at low density, a representative volume element must be large enough to contain several molecular mean free paths in order for the postulate of local thermodynamic equilibrium to hold within the volume element. In this case the volume element will contain some of the membrane particles (the “dust”). A single pure gas flowing through a membrane therefore becomes a binary system. A direct manifestation of this treatment is the presence of both viscous and diffusive terms in the flux expressions describing fluid transport through a membrane. In extreme cases, one of these transport modes will dominate the other. A description of the transport process will then be a furnished by either Fick’s law of diffusion, or Poiseuille’s law. In membranes with very wide pores, viscous flow can be expected to dominate, while in very narrow pores, diffusion should dominate. The equations describing the isothermal transport of a multi-component fluid mixture through a membrane can be given either in the Stefan–Maxwell form [7] or, equivalently, in linear irreversible thermodynamic form. The former
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are the most useful from an engineering point of view, while the latter are more useful in computer simulation studies since the kinetic transport coefficients can be directly related to equilibrium time correlation functions. The Stefan–Maxwell equations for multi-component fluid flow in a membrane with slit pore geometry (and assuming no viscous separation) are −1  ∂µn  = kBT  ∂x 



K



∑ m=1



B0  ∂p  ρm u (unx − umx ) + nx +   ρDnm DnM ηDnM  ∂x 



(8.1)



where mn is the chemical potential of fluid species n, T the temperature, r the mean fluid density, rm the density of fluid species m, un the stream velocity of fluid species n, B0 is a constant characteristic of the membrane geometry, h is the shear viscosity, p the hydrostatic pressure, while Dnm is the Stefan–Maxwell coefficient representing the interdiffusion of fluid species n and m. Dn M is the Stefan–Maxwell coefficient representing the diffusion of fluid species n in the membrane denoted by the subscript M. The linear irreversible thermodynamic expression for the component flux is J mx = −



∑ n



 ∂µ   ∂p  Lmn  n  − L0    ∂x   ∂x 



(8.2)



where Jmx is the flux of component m in the x-Cartesian direction of a laboratory frame of reference, Lmn are the phenomenological transport coefficients and L0 is a viscous transport coefficient. The phenomenological coefficients, Lmn, are related to microscopic properties of the fluid through Green-Kubo type formulae or their equivalent Einstein mean square displacement formulae Lmn =



Lmn =



Nm Nn 2VKBT



∞



∫



um (t)un (0) dt



0



Nm Nn d lim [Rm (t) − Rm (0)][Rn (t) − Rn (0)] →∞ t 4VKBT dt



(8.3)



(8.4)



where Rm is the center-of-mass of fluid component m and Nm is the number of molecules of type m. In the special case of single component fluid transport, these equations become, respectively, Lf = Lf =



N2 2VKBT



∞



∫



u(t)u(0) dt



N2 d lim [R(t) − R(0)]2 →∞ t dt 4VkBT



where Lf is the single component transport coefficient.
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In the single component case, a simple one to one mapping exists between the phenomenological coefficient Lf and a Stefan–Maxwell diffusion coefficient, D0M(≡D0) which is the limiting case of DnM. This follows from substituting the flux expression (J = ru ) into Equation 8.1, rearranging, and then comparing with Equation 8.2 to give D0 =



kBT L ρ f



(8.7)



We shall henceforth refer to D0 as the collective diffusivity. The situation for mixtures is more complicated. Only in the case of a binary fluid mixture can tractable relations be derived. The mapping is then D1M L L − L2X = 11 22 kBT ρ1L22 − ρ2 LX



(8.8)



DX L11L22 − L2X = kBT (e1 + e2 )LX



(8.9)



where LX and DX represent the cross terms L12 and D12, which are identical to L21 and D21 by symmetry. The equation for D22 can be obtained by interchanging the indices in Equation 8.8. The inverse relationships can also be written down. These are kBTL11 =



( ρD12 + ρ1D2 M )ρ1D1M ρD12 + ρ1D2 M + ρ2D1M



(8.10)



kBTLx =



( ρ1ρ2D1M D2 M ) ρD12 + ρ1D2 M + ρ2D1M



(8.11)



with the equation for L22 being obtained by interchanging indices in Equation 8.10. The total intrapore flux for a single component fluid flowing through a single slit pore becomes (using Equations 8.2 and 8.7 and L0 = rB0 /h), Jx = −



ρD0  ∂µ  ρB0  ∂ p     − η  ∂x  kBT  ∂x 



(8.12)



where B0 is a geometric factor characteristic of a slit pore geometry and h is the coefficient of shear viscosity. The first term on the right hand side of Equation 8.12 is readily identified as the diffusive contribution to the flux, J xD , while the other term is the viscous contribution to the flux, J xV . The expression for the total intrapore flux is then, formally, J xtot = J xD + J xV
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Using the Gibbs—Duhem equation, the chemical potential gradient appearing in the expression for the diffusive flux can be transformed into a density gradient with the result that  dln f   ∂ρ  J xD = − D0     dln ρ   ∂x 



(8.14)



where f is the fugacity of the external gas phase that is in equilibrium with the adsorbate. The equation is now in the more familiar Fickian form. The first quantity in parentheses is a thermodynamic factor which is known as the Darken factor. In words, it is the inverse slope of the adsorption isotherm in logarithmic coordinates. The product of D0 with the Darken factor is referred to as the transport diffusivity, Dt ,  dln f  Dt = D0    dln ρ 



(8.15)



which is the constant of proportionality between the diffusive flux and the density gradient. The form of Equation 8.15 shows why D0 is sometimes referred to as the corrected diffusivity; it has to be corrected for the thermodynamic factor [8]. The transport diffusivity can be expected to have a stronger concentration dependence than the collective diffusivity, D0 , as a result of the concentration dependence of the Darken factor. The Darken factor approaches unity in the limit of vanishing density. The collective diffusivity, D0, can be shown to consist of a self diffusivity, DS, and a diffusivity which arises through momentum cross coupling, Dx [9] D0 = Ds + Dx



(8.16)



In the limit of zero loading, the cross coupling diffusivity will vanish and D0 becomes equal to the self diffusivity, DS, a single particle property. The pressure gradient appearing in the expression for the viscous flux can be rewritten as a density gradient with the effect that an effective transport diffusivity, Dteff , may be defined as  ∂ρ  J xtot = − Dteff    ∂x 



(8.17)



where the effective diffusivity now contains a viscous contribution. The significance of Equation 8.17 will be explained in the next section.



8.3 Calculation of transport properties via computer simulation In principle, all the transport coefficients appearing in Equation 8.2 could be calculated in a single EMD simulation and used to calculate values of the Stefan–Maxwell diffusion coefficients. Once these quantities are known,
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together with the shear viscosity, the intrapore fluxes may be predicted for a range of different driving forces. However, in practice, the integrals in Equations 8.3 and 8.5 are notoriously difficult to calculate because the time correlation functions exhibit long time tails and suffer from a poor signal to noise ratio. Recently, a new NEMD method was developed [10–12] which allows the direct simulation of mass transport through membranes under the influence of a chemical potential gradient. This method has been named Dual Control Volume Grand Canonical Molecular Dynamics (DCV GCMD). This type of simulation gives directly the total intrapore fluxes and, as an added bonus, can yield the diffusion coefficients with superior signal to noise compared to the EMD route. With the introduction of more accurate models for membranes and improved intermolecular potentials, DCV GCMD can be expected to be a powerful tool in predicting membrane separation performance. In the DCV GCMD technique, a gradient in chemical potential is established by placing two particle reservoirs at either end of a single pore and maintaining them at fixed, but different, chemical potentials. This is achieved by periodically conducting a series of creations and deletions according to the prescription of grand canonical Monte Carlo (GCMC). Examples of the uses of DCV GCMD include: a study of the transport diffusion of methane in graphite [12], diffusion of gases in zeolite frameworks [13], diffusion through polymer membranes [14] and diffusion of a mixture of oxygen and nitrogen through a graphite slit-pore [3,4,15]. The main drawback of DCV GCMD is the difficulty in extracting the diffusion coefficients in an unambiguous manner. Consider the case of a single component fluid in a slit-pore as an example. DCV GCMD gives the total flux directly. However, the total flux in general consists of a diffusive term and a viscous term (Equation 8.13) and the diffusion coefficient obtained from taking the ratio of the total flux to the chemical potential gradient is only an effective diffusion coefficient. There is no simple way to uncouple the two contributions to the total flux. One solution, which has been tried, is to assume the viscous flux is given by the solution of a Poiseuille flow problem [16]. However, such a method is doomed to failure because the quadratic velocity profile predicted by classical hydrodynamics is not observed in pores of less than about 10 molecular diameters in width [17,18] Travis and Gubbins introduced a more fruitful approach [19]. Their solution was to perform the DCV GCMD experiment first and then, knowing the mean density and total flux, perform a second simulation, but this time of pure Poiseuille flow at the same density and equivalent pressure gradient. This relies on the use of a constant force rather than an actual pressure gradient to drive the flow, so that the density profile remains uniform in the flow direction. Since no diffusion occurs, the integrated flux profile yields directly the viscous contribution to the total DCV GCMD flux. The main drawback to this method is that an extra simulation needs to be performed. In some situations the viscous flux is negligible in comparison to the diffusive flux and the problem no longer arises.
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One further problem with DCV GCMD is the difficulty in calculating an accurate value of the local chemical potential. It is often more convenient to calculate the local density than the local chemical potential. The result is that the more fundamental transport coefficient, D0, cannot be obtained directly from a DCV GCMD simulation. To obtain D0 indirectly from a DCV GCMD simulation, one must perform a series of GCMC simulations, obtain the adsorption isotherm and then calculate the Darken factor from this. In the limit that r → 0, the Darken factor becomes unity and DCV GCMD then gives D0 directly. However, in this limit, D0 can be replaced by DS, the self diffusivity that is more readily obtained by EMD. The same arguments apply when fluid mixtures are considered: viscous terms. Darken factors, and now, cross coefficients mean that obtaining the Stefan–Maxwell coefficients directly from a DCV GCMD simulation is an arduous task. In order to fully understand the mechanism of diffusion controlled separation processes it is therefore necessary to use a simulation “toolkit” containing in addition to DCV GCMD, EMD, Poiseuille flow NEMD and GCMC methods. In the present work we report simulations employing a range of these techniques. We have chosen to use a simple slit pore representation of the molecular sieving carbon to facilitate interpretation of the data.



8.4 Simulation details 8.4.1



Adsorbate and adsorbent models



We represent the interaction of the adsorbate molecules with the graphite planes in our model by a smooth 10–4–3 potential due to Steele [20]. This potential is a function of the z-co-ordinate only. Neglecting the corrugations in the xy graphite planes is expected to be a reasonable approximation for this study, but might be a serious omission at lower temperatures. The total potential energy function, which takes into account the interactions of both graphite planes in a slit-pore is 10 4 1  σ   σ ic  1 ic Φ ic = 4πεicσ ∆nc   −    5  ( H/2 − z)  2  (H H/2 − z)   2 ic



10



σ ic4 1  σ ic  1  σ ic  − − +     6 ∆( H/2 − z + 0.61∆)3 5  ( H/2 + z)  2  ( H/2 + z) 



4



(8.18)



 σ ic4 −  6 ∆( H/2 + z + 0.61∆)3  where ∆ is the inner layer spacing in graphite, which is taken to be 0.335 nm, nc = 114 nm−3 is the carbon atom number density in graphite, H is the pore width, defined as the distance between the centers-of-mass of the innermost
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graphite planes, while εic and sic are the Lennard–Jones parameters appropriate for interactions between a molecular site of species i and a carbon atom. Oxygen and nitrogen are modelled as two-center Lennard-Jones molecules with fixed bond lengths. Interactions between sites on different fluid molecules are modelled with a truncated and shifted Lennard-Jones 12–6 potential:   4ε Φ ij (r ) =  ij  



σ ij 12 rij



σ ij 6 rij



( ) ( ) − Φ (r ) −



ij



c



r ≤ rc



(8.19)



r > rc



0



In the above equation, r is the scalar interatomic distance between a pair of interacting sites, rc is the truncation distance, and Φij(rc) is the value of the potential energy at the point of truncation. Lennard-Jones potential parameters for nitrogen, oxygen, and carbon were taken from the literature [21] and are given in Table 8.1. Parameters appropriate for interactions between chemically different species, for example, between an oxygen atom and a nitrogen atom, are given by the Lorentz-Berthelot mixing rules: sij = 1/2(si + sj) and eij = √eiej. The bond lengths of the molecules are 0.1097 nm for nitrogen and 0.1169 nm for oxygen. We truncate the Lennard-Jones potential at rc = 2.5sij (we do not truncate or shift the Steele 10–4–3 potential). We consider only classical dynamics in constructing our model, quantum effects being unimportant for a system such as ours [22]. No account is taken of the quadrupole for nitrogen molecules. Justification for this approximation comes from simulation studies of nitrogen adsorption in slit pores at ambient temperature, which found that the quadrupole had no significant effect on the results [23].



8.4.2



Dual control volume simulations



The DCV GCMD algorithm for use with multi-component mixtures has been discussed in detail elsewhere [4], so we give only a brief description of its implementation here. There are several variations of DCV GCMD but essentially the algorithm consists of performing numerous cycles, each of which comprises a molecular dynamics step, in which the trajectories of all fluid molecules are incremented, followed by a series of Grand Canonical Monte Carlo creations and destructions of either species in each of the two control volumes.



Table 8.1 Lennard-Jones potential parameters for oxygen, nitrogen and carbon used in this work Atom



s (nm)



k B−1 (ε/K)



Carbon Nitrogen Oxygen



0.340 0.3296 0.2940



28.0 60.39 75.49
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A creation attempt of a molecule of species g in control volume c is accepted with a probability, min[1, exp[−b∆vg + ln(zg (c)V(c)/(Ng + 1))]]



(8.20)



where V(c), N and z(c) are the volume, the current number of molecules in control volume c and the activity in control volume c, respectively, while ∆v is the energy change accompanying the insertion of a molecule into the control volume, and b = 1/kBT. Destructions of molecules are accepted with a probability min[1, exp[−b∆vg + ln(Ng /(zg (c)V(c)))]]



(8.21)



where ∆v is now the energy change accompanying the destruction of a molecule from control volume c. When molecules are created in either control volume, they are assigned thermal components of both translational velocity and angular velocity selected from a Maxwell–Boltzmann distribution. Furthermore, newly created molecules are given an appropriate initial component of streaming velocity to ensure creations are compatible with mass transport (further details are given below). Control volumes are placed at each end of the slit-pore. Placing the control volumes inside the pore eliminates pore-entrance effects and greatly simplifies the interpretation of our results. We define our co-ordinate system such that the flow is the x-direction and the graphite planes are separated along the z-direction. The volume of the control volumes is taken to be the same as that of the flow region in between them (see Figure 8.1). We note that there is no unambiguous definition of volume in a porous membrane. However for simplicity, we define the volume of the flow region and control volumes to be V = HLxLy , which contains a certain amount of dead space due



Figure 8.1 Schematic diagram of the simulation cell for DCV GCMD. Flow takes place in the x-direction from the source to the sink control volume.
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to the implicit carbon atoms in graphite. The control volumes and the flow region have a length in the x-direction of Lx = 9.888 nm, while in the y-direction, Ly = 9.888 nm. The total number of molecules in the simulation cell varied between 1200 and 3600 molecules. The system is kept isothermal via the following scheme: The simulation box is divided into 21 bins of equal volume along the flow direction. The local temperature in each bin is then controlled by means of the Nosé–Hoover thermostat [24,25]. In a molecular dynamics step, a fifth order Gear algorithm [26] was used to integrate Hamilton’s equations of motion, supplemented with a Nosé–Hoover thermostatting scheme [24,25], and Gaussian constraints [27,28] to fix the diatomic bond lengths. The integration time step was chosen to be 2.5 fs. Periodic boundary conditions operate in the y-direction. There are no periodic boundary conditions in the x-direction; the ends of the simulation box are dissolving boundaries. That is, if a molecule reaches either of these boundaries it is removed from the simulation. To ensure that molecular creations are compatible with mass transport, a component of streaming velocity is added to the thermal velocity of newly created molecules. We determine this component of streaming velocity by taking a value for the flux at the center of the flow region and dividing this by the concentration in the appropriate control volume. Since we begin the simulation with zero molecules, initially there will be no measurable flux. As molecules begin to diffuse through the pore, a steady state flux will gradually develop, which is constant at any yz plane in the simulation cell. To prevent the streaming velocity from diverging, we follow Cracknell et al. [12] and introduce a degree of course graining. The method of augmenting the molecular velocities upon creation proceeds as follows: we allow a setting time of 50000 steps for obtaining sufficient molecules in the flow region to obtain a flux. After this time, we divide the flux (averaged over the settling time) by the average concentration in the control volume of interest. This streaming velocity is then added to the thermal component of velocity of newly created molecules in that control volume. After the settling time, the flux is averaged over periods of 1000 molecular dynamics steps and used in the subsequent calculations of the streaming velocity in the control volumes. Because we employ a smooth potential to represent the graphite planes in a real carbon pore, we need to account for the exchange of momentum that would take place between fluid molecules and the carbon atoms in a real adsorbent. We employ the so-called diffuse boundary condition, based on the diffuse boundary conditions used by Cracknell et al. [12] but modified here for the case of molecules. Application of our molecular diffuse boundary condition proceeds as follows: After each molecular dynamics time step we check to see if the following two conditions are satisfied: 1. The center-of-mass momentum (in the laboratory frame) of a given molecule in the z-direction has reversed in sign; 2. The center-of-mass of that same molecule is within the repulsive region of the Steele 10–4–3 potential.
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Table 8.2 Activities used in the DCV GCMD mixture and pure component simulations t = 0 (°C) Zsource ( nm −3 )



Species Nitrogen Oxygen



0.3116 0.0780



t = 25 (°C) Zsink ( nm −3 ) 0.2083 0.0521



Zsource ( nm −3 ) 0.2867 0.0717



Zsink ( nm −3 ) 0.1902 0.0479



If, and only if, both of these conditions are satisfied, we reselect the centreof-mass momentum of that molecule in the directions parallel to the confining surface from a Maxwell–Boltzmann distribution at the appropriate temperature. One important control parameter in DCV GCMD is the ratio of stochastic to dynamic steps, nMC/nMD. An optimum value for nMC/nMD was arrived at by finding the smallest value, which still yielded the correct concentrations of the two species obtained from conducting separate grand canonical adsorption simulations at the relevant thermodynamic state point for the two control volumes. Using too large a value for this parameter greatly increases the CPU time needed to reach a non-equilibrium steady state. We find that for our simulations a value for nMC/nMC of 50 is optimum. For the pure component simulations, we used the same activities as for the mixture simulations [4], i.e., the activity gradients of pure oxygen and pure nitrogen were identical to the appropriate activity gradients in the mixture. The set of activities appropriate to the two temperatures studied: t = 0 and 25ºC are given in Table 8.2. Since the fugacities are the same as the partial fugacities in the mixture, and the bulk gases are close to ideal under these conditions, it follows that the pressure of each pure gas is the same as its partial pressure in the mixture. A series of simulations was carried out at the following set of pore widths: H/∆ = {5.0, 4.0, 3.0, 2.5, 2.0, 1.9}, where ∆ is the graphite layer spacing. The length of these simulations ranged from a minimum of 12 million molecular dynamics steps at the highest pore width to about 36 million steps for the lowest pore width.



8.4.3



EMD simulations



Equilibrium molecular dynamics simulations were performed for the purpose of calculating the phenomenological transport coefficients, Lmn and Lf, plus the coefficient of self-diffusion. The algorithm for the EMD simulations was similar to that used in the dynamic portion of the DCV GCMD simulations with the exception that the overall temperature was thermostatted rather than the local temperature in bins. The diffuse scattering algorithm was also applied in these simulations. A system size consisting of 1000 molecules in total was used throughout. The mean square displacements appearing in Equations (8.4) and (8.6) were calculated along with the molecular mean square displacements over a 100 ps time frame. Single component EMD simulations were performed at the same set of pore widths and mean
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densities as used/determined in the DCV GCMD simulations. Mixture simulations were performed at the single pore width of 2.5∆ but at the mean densities and compositions taken from the source and sink control volumes in the mixture DCV GCMD simulations reported in a previous publication [4]. Starting configurations at the appropriate density were obtained by using GCMC to place the molecules inside the pore. These configurations were then equilibrated for 500,000 time steps followed by a production run of 5 million steps, except in the case of the mixture simulations, which were run for 20 million production steps in order to obtain reasonable signal to noise on the cross coefficients.



8.4.4



GCMC simulations



In order to calculate the Darken factors, a series of GCMC simulations were performed in slit-pores having the same range of pore sizes as used in the pure component simulations. In each of these adsorption simulations, the absolute number of molecules within the pore volume was calculated at a range of filling pressures. Each simulation consisted of 30 million attempted Monte Carlo moves (a move can either be a combined rotation-translation, creation or destruction), of which the first 10 million moves were rejected prior to the averaging process. No mixture adsorption simulations were performed.



8.5 Results and discussion 8.5.1



DCV GCMD pure component simulation



Pure component, effective transport diffusivities were obtained from the DCV GCMD simulations by taking the ratio of the total steady state flux and the gradient of the number density. These diffusivities are plotted as a function of pore width and temperature in Figure 8.2. The figure shows that the diffusion coefficient of either species is relatively insensitive to density and temperature at pore widths above 1 nm. The diffusion coefficient of nitrogen is always greater than that of oxygen in this same regime. In the sub-nanometer range of pore widths, diffusivity coefficients become stronger functions of both density and temperature. At a pore width of 0.8375 nm the diffusion coefficients of both oxygen and nitrogen substantially increase, the size of this increase being more marked for the latter species. Lowering the temperature results in a greater increase in diffusivity in both cases. As the pore width is reduced below 0.8375 nm, the diffusion coefficient of nitrogen decreases sharply while that of oxygen decreases a little at 25ºC and rises slightly at 0ºC before falling again at the lowest pore width. Over a narrow range of pore widths in the sub-nanometer range, the diffusive selectivity changes from a value favouring nitrogen to one favouring oxygen. To understand these differences it is necessary to examine the various contributions to the effective transport diffusivity such as the thermodynamic factors. Equilibrium simulations were performed to enable such an analysis
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Figure 8.2 Plot of effective transport diffusivity against pore width for nitrogen (solid lines) and oxygen (dashed lines), at t = 0ºC (open circles), and t = 25ºC (filled circles). Data obtained from pure component DCV GCMD simulations.



to be made. It should be pointed out that the DCV GCMD simulations are still essential for obtaining the total intrapore fluxes since these are needed for the calculation of permeabilities.



8.5.2



EMD pure component simulations



Equilibrium molecular dynamics simulations were conducted for pure oxygen and pure nitrogen as detailed in “Calculation of transport properties via computer simulation.” Mean square displacements of the center-of-mass position of the entire fluid and of individual molecules were averaged over the course of these simulations in order to calculate the appropriate diffusion coefficients defined by Equations 8.4 and 8.6. The self diffusivities are plotted as a function of pore width and temperature in Figure 8.3. From the figure it can be seen that self-diffusivity increases with increasing pore width and temperature for both components. Furthermore, oxygen self-diffusivity is always greater than nitrogen self-diffusivity. These results are in line with the behaviour of Ds in the bulk phase; lowering the pore width corresponds to increasing the density and hence lowering the molecular mobility. Lower temperatures also lead to lower mobility, and hence, lower DS values. The nitrogen self-diffusivity plots have a small anomaly at H = 1.005 nm. Here the self-diffusivity is lower than expected. This can be explained in terms of density. Figure 8.4 shows the density as a function of pore width and temperature. At a pore width of 1.005 nm, the nitrogen density is higher than expected, the effect being stronger at the lower temperature. This feature is absent from the corresponding oxygen
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Figure 8.3 Plot of self diffusivity against pore width for nitrogen (filled circles) and oxygen (open circles) at t = 0ºC (dashed lines) and t = 25ºC (solid lines). Data obtained from pure component EMD simulations.



density plots. The anomalous nitrogen density at H = 1.005 nm is presumably a molecular packing effect. The collective diffusion coefficient, D0, is notoriously difficult to obtain with reasonable signal-to-noise. To illustrate this fact, mean square displacements of the fluid center-of-mass are plotted as a function of pore width for 10 N2, t = 25°C
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Figure 8.4 Plot of absolute number density against pore width for nitrogen (filled circles) and oxygen (open circles) at t = 0°C (dashed lines) and t = 25°C (solid lines). Densities are those obtained from pure component DCV GCMD simulations.
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Figure 8.5 Center-of-mass mean square displacements plotted as a function of time for nitrogen at t = 25ºC and various pore widths. Data obtained from pure component EMD simulations.



nitrogen at 25ºC in Figure 8.5. Except at the narrowest pore widths, the mean square displacement curves are quite noisy despite the use of long simulation times. Figure 8.6 shows a plot of the collective diffusivity. D0, against pore width for oxygen and nitrogen. 100
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Figure 8.6 Plot of collective diffusivity. D0, against pore width for nitrogen (filled circles) and oxygen (open circles) at t = 0ºC (dashed lines) and t = 25ºC (solid lines). Data obtained from pure component EMD simulations.
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It is clear that the collective diffusion coefficient has a more complicated dependence on pore width and temperature than the self diffusion coefficient. At 0ºC, D0 is lower for oxygen than at 25ºC. This result stands in contrast to the temperature behaviour of the effective transport diffusivity in Figure 8.2. In the case of nitrogen, at some pore widths D0 is lower at the lower temperature while at others, it is higher at lower temperature. Again, this stands in sharp contrast to the behaviour shown in Figure 8.2. A possible explanation for these differences is the pore width and temperature dependence of the thermodynamic factor (Darken factor). We turn our attention to this in the next section. Figure 8.6 shows that all the diffusivity curves display a maximum at a pore width of 0.8375 nm in common with the behaviour of the effective transport diffusivity. The collective diffusivity of nitrogen at this point is greater than that of oxygen but this difference is clearly much smaller than seen in the case of Dteff . Once again we attribute this fact to the thermodynamic factor. At the lower pore width of H = 0.67 nm, D0 for oxygen is greater than that for nitrogen although both diffusivities are substantially lower than they are at 0.8375 nm. It is of interest to calculate the cross coupling contribution to the collective diffusivity, Dx (defined in Equation 8.16. At low loadings, Dx is expected to vanish so that the collective and self diffusivities become equal. This fact can be used to calculate transport diffusivities from knowledge of the self-diffusivity and the Darken factor if diffusion occurs at low adsorbate density. However, the densities involved in this work are far removed from the zero loading limit and so the self-diffusivity cannot be expected to equal D0. Figure 8.7 shows a plot of Dx as a function of pore width and temperature for oxygen and nitrogen. The behaviour of Dx at 25ºC is remarkably similar to the pore width dependence shown by the effective transport diffusivity: insensitivity to pore width above 1 nm, a steep rise at H = 0.8375 nm followed 80
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Figure 8.7 Plot of the cross coupling diffusivity, Dξ, against pore width for nitrogen (filled circles) and oxygen (open circles) at t = 0ºC (dashed lines) and t = 25ºC (solid lines). Data obtained from pure component EMD simulations.
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Figure 8.8 Plot of the ratio of the cross coupling diffusivity, Dξ , to the collective diffusivity, D0, against pore width for nitrogen (filled circles) and oxygen (open circles) at t = 0ºC (dashed lines) and t = 25ºC (solid lines). Data obtained from pure component EMD simulations.



by a drop at lower pore widths. The nitrogen Dx is greater than the oxygen Dx at pore widths greater than 0.67 nm. The pore width behaviour of the effective transport diffusivity results from the pore width dependence of Dx. The temperature dependence of Dx is complicated. At some pore widths, a lower temperature results in a lower value of Dx while at others, it is increased. In the case of nitrogen at 0ºC, the diffusivity has two maxima at pore widths of 1.34 and 0.8375 nm. A useful quantity to calculate is the ratio of Dx to D0, which measures the influence of the momentum cross correlations in determining the collective diffusivity. Figure 8.8 shows a plot of this ratio against pore width and temperature for oxygen and nitrogen. The figure shows the increasing importance of this cross correlation diffusivity as the pore width is decreased. Lowering the temperature also increases the contribution from Dx relative to the self diffusivity. Comparing Figures 8.4 and 8.8, we see that increasing adsorbate density is chiefly responsible for the growing contribution made by Dx to D0. It is clear from Figure 8.8 that the product of the self diffusivity and the Darken factor would seriously underestimate the value of D0 and, as a consequence, miss the important pore width behaviour of the transport diffusivity. The increase in Dx /D0 with decreasing temperature reflects the greater adsorbate density at the lower temperature. In all the pure component data presented so far, the density varied along with pore width. In order to look at the effects of these two variables separately, we conducted EMD simulations at the lowest two pore widths, with t = 25°C, for a range of densities. The results of these simulations are shown in Figures 8.9 and 8.10. In Figure 8.9 we see that D0 for nitrogen is greater than D0 for oxygen across the entire density range. The oxygen D0 value is
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Figure 8.9 Plot of self diffusivity, Ds (dashed lines), and collective diffusivity, D0 (solid lines), against density at a pore width of H = 0.8375 nm (= 2.5∆) and temperature t = 25ºC. The different symbols correspond to nitrogen (filled symbols) and oxygen (open symbols). Data obtained from pure component EMD simulations.



only weakly density dependent whereas that for nitrogen shows two maxima occuring at densities of 3 and 4.5 nm−3. The latter density gives rise to a maximum nitrogen diffusive selectivity. The self-diffusivities show a small selectivity toward oxygen at all densities studied. Turning now to Figure 8.10, the D0 selectivity is now inverted so that oxygen diffuses faster than nitrogen at all densities. Furthermore, the degree of selectivity is much greater than it was at the wider pore width. The oxygen D0 value increases with decreasing density (with the exception of a small increase at the highest density) and does not go through a maximum, while the nitrogen D0 value is virtually independent of density. At 3 nm−3, the D0 selectivity is about 4 while the DS selectivity is around 5. The contrast between the diffusivities and their density dependence in Figures 8.9 and 8.10 suggests different diffusion mechanisms are in operation at the two different pore widths.



8.5.3



GCMC adsorption simulations



The difference between the transport diffusivity and the collective diffusivity is a thermodynamic multiplication factor known as the Darken factor (Equation 8.15). Much of the density dependence of Dt is associated with this factor. It is therefore important to know what that density dependence is as a function of pore width. Adsorption isotherms were generated for both pure component fluids at the two temperatures of interest by GCMC. A selection of these isotherms at 25°C is plotted in Figure 8.11a. All isotherms
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Figure 8.10 Plot of self diffusivity, Ds (dashed lines), and collective diffusivity. D0 (solid lines), against density at a pore width of H = 0.67 nm (= 2∆) and temperature t = 25ºC. The different symbols correspond to nitrogen (filled symbols) and oxygen (open symbols). Data obtained from pure component EMD simulations.



are simple type I isotherms. Outside of the Henry law region, at a given filling pressure, we see that oxygen is more strongly adsorbed than nitrogen. As the pore width is reduced, the amount of either species of gas adsorbed increases at the lower pressures. This latter observation is a direct result of the increased overlap of the potential energy surfaces of both graphite planes as they move closer together. Greater overlap results in deeper potential energy wells, which leads to greater adsorption. At high filling pressures, beyond monolayer coverage, entropic effects dominate the adsorption process. The smaller oxygen molecule is more easily accommodated than the slightly bulkier nitrogen molecule. At the low filling pressure used in the DCV GCMD simulations (see Figure 8.11b), the differences between nitrogen and oxygen adsorption are less significant. Indeed, apart from the lowest pore widths, nitrogen is more strongly adsorbed than oxygen. At the lowest pore width, entropic effects once again dominate which favours the smaller oxygen molecules. Based on these results, we can speculate that adsorption selectivity in a mixture of the two gases would be small at the operating pressures used in DCV GCMD simulations but would increase in favour of oxygen at high pressures and very low pore widths. In order to calculate the Darken factors, we fitted our isotherm data to the following equation ln f = A + ln r + B1r + B3r 3 + B5r 5
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Figure 8.11 (a) Adsorption isotherms plotted at various pore widths for oxygen (solid lines and open symbols) and nitrogen (broken lines and filled symbols) at a temperature, t = 25ºC. The symbols used in the figure correspond to: H = 0.6365 nm (triangles), H = 1.005 nm (circles), H = 1.34 nm (squares) and H = 1.675 nm (diamonds). Data obtained from equilibrium GCMC simulations. (b) As for (a), but showing the 0–20 bar fugacity regime in more detail.
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Figure 8.12 Plot of Darken factors (dln f/ dln ρ), against density for oxygen (solid lines and open symbols) and nitrogen (broken lines and filled symbols), at a temperature, t = 25ºC. The symbols used in the figure correspond to: H = 0.6365 nm (triangles), H = 1.005 nm (circles), H = 1.34 nm (squares) and H = 1.675 nm (diamonds). These curves were generated using Equation (8.23).



where B1, B3 and B5 are empirical parameters. The expression for the Darken factor follows from differentiating Equation (8.22) with respect to ln r. This gives dln f = 1 + B1ρ + 3B3ρ 3 + 5B5 ρ 5 dln ρ



(8.23)



from which it can be seen that the limiting value of the Darken factor as p(→0 is unity. Darken factors have been generated for a range of densities at each pore width based upon the values of the coefficients B1–B5 obtained in the above fitting procedure. A selection of these factors at 25°C is plotted in Figure 8.12 as a function of density. From the figure we see that at any given density, the Darken factor increases as pore width decreases with the exception of the nitrogen factor between pore widths of 1.34 and 1.675 nm where this trend is reversed. At a given pore width, the Darken factor for nitrogen is greater than that of oxygen across a wide range of density. There is one exception to this trend. At the pore width of 1.34 nm, the Darken curves cross at a density of 11.5 nm−3 such that oxygen has the greater Darken factor at higher densities. We cannot attach too much significance to this anomalous behaviour since the Darken factors have been extrapolated to densities higher than those found in the GCMC simulations. In Figure 8.13, various dynamic selectivity measures are plotted against pore width. These selectivity measures are defined as the ratio of an oxygen diffusivity and nitrogen diffusivity or oxygen Darken factor and nitrogen
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Figure 8.13 Plot of various separation factors (defined as the ratio of an oxygen diffusivity or Darken factor to the nitrogen diffusivity or Darken factor) against pore width at t = 25ºC.



Darken factor. Taking first the collective diffusivity ratio, D0 ,O2/D0 ,N2 , we see that this factor indicates a maximum selectivity for nitrogen at a pore width of 0.8375 nm and a maximum selectivity for oxygen at the lower pore width of 0.67 nm. The Darken factor ratio works in favour of nitrogen at all pore widths although it is a maximum for nitrogen at 0.8375 nm. It is the Darken factor contribution, which strongly enhances the dynamic selectivity at this pore width, as can be seen by comparing the collective diffusivity ratio, D0 ,O2/D0 ,N2 , with the effective transport diffusivity ratio, Dteff,O2 /Dteff,N2 . The Darken factor works against oxygen at 0.67 nm, lowering the oxygen selectivity from 2.7 to 1.7 in the case of the effective transport diffusivity. We now address the viscous contribution to the total flux. As detailed elsewhere, the diffusion coefficients obtained from our DCV GCMD simulations are strictly speaking, only effective transport diffusivities. To obtain the true transport diffusivity, one can either use the viscous subtraction method [19] to yield the diffusive flux by NEMD, or one can multiply the collective diffusivity by the Darken factor (equilibrium route). The difference between the DCV GCMD effective transport diffusivity and the equilibrium calculated transport diffusivity is a measure of the viscous contribution to the flow. Figure 8.14 shows a plot of both transport diffusivities as a function of pore width at 25°C. As the figure shows, the difference between the two diffusivities is insignificant. At one or two pore widths, the transport diffusivity of oxygen appears to be greater than the effective transport diffusivity, which is counterintuitive. We believe this simply reflects the statistical uncertainties in the former diffusivity relative to the latter. For pores in the range we have studied it is safe to assume that the viscous contribution to flow is weak in comparison
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Figure 8.14 Comparison of the effective transport diffusivity (solid lines) obtained via DCV GCMD and the transport diffusion coefficient obtained from the product of the collective diffusivity and the Darken factor (broken lines). Data shown refer to a temperature of t = 25ºC.



to the diffusive contribution. To a good approximation, the effective transport diffusivity may be used instead of the true transport diffusivity.



8.5.4



Comparison of mixture and pure component data



In a previous publication [4] we reported DCV GCMD results for an 80:20 mixture of nitrogen and oxygen diffusing through graphite slits identical to those in our current study. In order to compare diffusion coefficients of either species in the mixture with those of the pure components, we have performed EMD simulations with such an 80:20 mixture at 25ºC and a pore width of 0.8375 nm in order to calculate the Stefan–Maxwell coefficients in the mixture. Recall that the DCV GCMD mixture simulations cannot yield these coefficients unambiguously. Because the composition and density in the source and sink control volumes differed in the DCV GCMD mixture simulations [4], separate EMD simulations were performed at these compositions and densities to see what effect this had on the results. The density and composition in the source was: r = 6.044 nm−3, xN2 = 0.18, while in the sink it was: r = 5.644 nm−3, xN2 = 0.17. These simulations had to be run for a total of 20 million time steps each so that we had a good signal to noise ratio on the data. Because of the extremely long simulation times, we conducted these runs at a single pore width. The mean square displacements plotted against time from the higher density simulation are shown in Figure 8.15. This figure gives an idea of the accuracy of our data. The mean square displacements are reasonably linear in
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Figure 8.15 Plot of mean square displacements versus time for the 80:20 mixture at t = 25ºC and H = 0.8375 nm. Data obtained from EMD simulations.



time. The nitrogen–nitrogen curve shows a much steeper gradient than either the oxygen–oxygen, or the cross coupling curves. The phenomenological coefficients Lij obtained from the slopes of these curves are given in Table 8.3. Here 1 = O2, 2 = N2. The first thing to note about these quantities is that within the statistical uncertainties, L12 = L21, in agreement with Onsager’s regression hypothesis. Second, L11 is an order of magnitude greater than L22 while the cross coefficient L12 is a little over twice as large as L22. Clearly, the cross diffusion coefficient is significant in magnitude. The Lij coefficients were converted into Stefan-Maxwell mutual diffusion coefficients using Equations 8.8 and 8.9, in which Lx is taken to be the mean value of L12 and L21, the results being collected in Table 8.4. From Table 8.4 we see that D1M is almost twice the magnitude as D2M at the higher density, but only 25% larger at the lower, sink density. In order to compare D1M and D2M with the D0 values obtained Table 8.3 Phenomenological transport coefficients for the 80:20 mixture of nitrogen and oxygen at t = 25°C obtained using equation 8.4. kBVL11 (10–6m2s–1) kBVL12 (10–6m2s–1) kBVL21 (10–6m2s–1) kBVL22 (10–6m2s–1)



Source



Sink



59.370(93) 9.342(32) 9.333(36) 4.234(7)



55.83(14) 7.994(23) 7.982(22) 4.371(5)



Note: The quantities in parentheses are the statistical uncertainties in the last digits and represent the error in the slope of the linear portion of the mean square displacement plots. The subscripts 1 and 2 refer to nitrogen and oxygen, respectively
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Adsorption and Transport at the Nanoscale Table 8.4 Stefan-Maxwell coefficients for the 80:20 mixture of nitrogen and oxygen at t = 25°C obtained using equations 8.8 and 8.9 with L12 and L21 symmetrized. D1M (10–9m2s–1) D2M (10–9m2s–1) Dx (10–9m2s–1)



Source



Sink



91.667 54.184 17.581



79.392 63.001 22.564



Note: The subscripts 1 and 2 refer to nitrogen and oxygen, respectively. The quantities in parentheses are the statistical uncertainties in the last digits



from the pure component simulations at the same temperature and pore width, we first average the values for the source and sink conditions. For the mixture we have D1M = 86 × 10–9 m2 s–1, D2M = 59 × 10–9 m2 s–1, while for the pure components we have D0N2 = 88 ×10–9 m2 s–1, D0O2 = 76 × 10 −9 m 2 s −1. From this comparison we note that in the case of nitrogen, its diffusion through the slit pore is only marginally effected by the presence of the oxygen component. Oxygen diffusion on the other hand is significantly reduced in the mixture at this pore width and temperature. One important observation from this set of simulations is that Lx (and hence Dx), the cross diffusion coefficient, is non-negligible. This will obviously have important consequences for the total intrapore fluxes. The nitrogen flux is essentially determined by the L11, coefficient while the oxygen flux is determined by contributions from both L22 and Lx. We note that MacElroy and Boyle observed that the diffusion cross coupling for methane–hydrogen mixtures was weak [29]. The performance of a membrane in separating gas mixtures is frequently discussed in terms of the permeability of a given gas species. The permeability, F, which is the pressure and thickness normalized flux, is defined by Fi =



Ji ( ∆pi/L)



(8.24)



where, Ji is the molecular flux of component i and ∆p is the pressure drop across a membrane of length L. In the mixture simulations, the partial pressure drops of nitrogen and oxygen were 4 bar and 1 bar, respectively. The pure component pressure drops were chosen to be the same as these mixture partial pressure drops. A selectivity measure based on the species permeabilities, the so-called permselectivity, is defined by



α O2/N2 =



FO2 FN2



(8.25)



Permselectivity values are plotted in Figure 8.16 for both pure component data and mixture data as a function of pore width. The main feature
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Figure 8.16 Plot of permselectivity (α O2 /N 2 ) against pore width at t = 25°C. The filled symbols represent the permselectivity for the pure components while the open symbols represent the mixture permselectivity. Data obtained from DCV GCMD simulations (mixture results are taken from Ref. [5]).



of Figure 8.16 is the large difference between the pure component and mixture selectivities. In the mixture case, oxygen selectivity varies weakly with pore width, reaching a value of about 2 at the lowest pore width studied. In the case of the pure components, oxygen selectivity is higher than in the mixture at all pore widths. The oxygen selectivity reaches a maximum value of about 11 at a pore width of 0.67 nm, exactly the same pore width at which the diffusive selectivity is a maximum for oxygen. At the lowest pore width studied, oxygen selectivity decreases, again mirroring the behaviour of the diffusive selectivity.



8.5.5



Possible diffusion mechanisms



Our results for the pure component diffusion have revealed a selectivity reversal at low pore widths. Clearly two different mechanisms give rise to these different regimes. The pore width below which oxygen becomes selective is 0.8375 nm. This pore width is wide enough (allowing for the dead space due to the carbon atoms in graphite) for both molecules to rotate about both axes. The length of a nitrogen molecule is 0.439 nm while that of an oxygen molecule is 0.411 nm. At the next lowest pore width (of physical width 0.67 nm), the nitrogen molecules would be unable to rotate about one of their axes. The oxygen molecules, while they could not rotate freely about the same axis, may still undergo large amplitude “frustrated” rotations. Using transition state theory, Singh and Koros [30] have shown that such a loss of rotational freedom in nitrogen can indeed lead to a drop in diffusivity relative to that of oxygen. We therefore postulate that such “entropic” effects
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Figure 8.17 Plot of graphite-molecule intermolecular potential energy as a function of the z-coordinate (as the pore is symmetric we show only the positive values of z). The energy is plotted at six different pore widths for nitrogen (solid lines) and oxygen (broken lines).



are responsible for the selectivity observed at 0.67 nm. Below this pore width, oxygen will loose its “entropic” advantage at which point selectivity is based upon molecular size. At 0.8375 nm, both diffusion coefficients are maximised but selectivity is now in favour of nitrogen. In order to understand this phenomenon, it is necessary to look at the behaviour of the intermolecular energy between a molecule and the graphite planes as a function of pore width. Average potential energies were obtained in a simulation by taking a single molecule and randomly translating and rotating it within the pore space such that the potential energy was averaged over all positions and orientations. Figure 8.17 shows the potential energy plotted as a function of the z-co-ordinate for the entire range of pore widths studied. What we notice from this figure is a substantial lowering of the potential barrier height for nitrogen at 0.8375 nm, compared to the higher pore widths. Figure 8.18 shows the 0.8375 nm pore width potentials in more detail. If molecules are to hop from one graphite plane to the opposing plane, they must have sufficient thermal energy to overcome this potential barrier. At pore widths lower than 0.8375 nm, molecules are trapped in a deep potential well between the two walls from which they cannot escape. Conditions at 0.8375 nm are optimum, however, for the wall to wall hopping mechanism to occur. Beyond this pore width, the barrier heights are too great and the majority of the molecules spend most of their time trapped in the vicinity of one wall or another. This regime is then characterised by an energetic selectivity mechanism as opposed to the entropic selectivity mechanism in operation in pores less than or equal to 0.67 nm in width.
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Figure 8.18 Plot of graphite-molecule intermolecular potential energy as a function of the z-coordinate (as the pore is symmetric we show only the positive values of z). The energy is plotted at a pore width of 0.8375 nm to highlight the difference between the nitrogen (solid lines) and oxygen (broken lines) energies.



8.6 Summary and conclusions Using the industrial separation of air into its major constituents as a motivation we have undertaken a molecular simulation study of the mass transport of oxygen and nitrogen through graphite slit pores in a bid to understand the molecular origins of the reported kinetic oxygen selectivity. We have used both non-equilibrium molecular dynamics methods and equilibrium methods (Monte Carlo and molecular dynamics) in our study to extract the maximum information. The method of DCV GCMD has the advantage of enabling a direct calculation of permeability and permselectivity in a simulation that closely mimics gas flow though membranes under pressure and chemical potential gradients. The disadvantage of this method is that the diffusion coefficients are not easily obtained, particularly in the case of mixture diffusion. These limitations are offset by using the EMD and GCMC methods. Our results show that a permselectivity in favour of oxygen is obtained across a range of pore widths for pure gas transport. This selectivity is significantly reduced when oxygen is present as the minor constituent in a mixture of oxygen and nitrogen at a composition similar to that in air. Furthermore, the permselectivity inverts at some pore widths to favour nitrogen. The permselectivity can be split into two contributions: a diffusive selectivity and a sorptivity selectivity. The latter quantity is a thermodynamic quantity that is related to the inverse slopes of the adsorption isotherms. Using GCMC we have explored the pore width and density dependence of the related quantity, the Darken factor, and found that the
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ratio of Darken factors is less than unity. Thus, the sorptivity favours nitrogen at all pore widths and densities studied, although the ratio becomes closer to unity at lower pore widths and may exceed it at yet lower pore widths. The other contribution to the permselectivity arises from the diffusivity ratio. Using EMD we have been able to establish that viscous contributions to the intrapore flux are weak. These simulations established that the collective diffusivities, D0, show an interesting pore width dependence. There are three diffusive regimes: A regime at pore widths in excess of 1 nm in which the diffusion coefficients show a weak pore width dependence at ambient temperature, a second regime at around 0.8375 nm where the diffusion coefficients increase, and a third regime at narrower pore widths where the diffusion coefficients decrease sharply. This latter regime is characterised by a diffusive selectivity in favour of oxygen, which we believe to be an “entropic” effect in agreement with the findings of Singh and Koros [30]. This “entropic” effect arises in pores which are too narrow for the larger nitrogen molecules to rotate freely about both axes but not narrow enough to prevent the oxygen molecules from rotating about both axes. The sharp drop in the absolute values of the diffusivities below 1 nm corresponds to the adsorbate becoming a quasi-two-dimensional fluid; the slits are too narrow for more than one layer of molecules to form in the z-direction. These highly confined molecules are trapped in deep potential energy wells from which they cannot execute hopping motions. The lack of sensitivity of the diffusivities to pore width for the wider pores is a result of the molecules being tightly bound to the graphite surfaces. The barriers over which the molecules must hop to reach the alternative surface are too great at ambient temperature. These barrier heights do not significantly reduce until a pore width of 0.8375 nm is reached, at which point the barrier for nitrogen is significantly lower than that of oxygen. This fact may explain why there is nitrogen selectivity at this pore width. At pore widths lower than 0.67 nm, the extra rotational degree of freedom possessed by the oxygen molecule is lost. Size selectivity then becomes important. The smaller oxygen molecules will diffuse faster than nitrogen but the absolute value will be low. At the lowest pore width we have studied, there is evidence of such an effect—oxygen is adsorbed more strongly than nitrogen at low pressures as a result of the nitrogen–graphite potential energy being shifted upwards as the repulsive energy begins to dominate. This marks the beginning of the molecular sieving regime. The use of EMD simulations has allowed us to split the collective diffusivity into a self diffusivity, DS, and a cross coupling diffusivity, Dx. We find that the self-diffusion contribution to the collective diffusion coefficient decreases as the pore width decreases. As pore width decreases, density increases. The trend in DS with density follows closely the trend seen in bulk fluids. The cross coupling diffusivity, on the other hand, varies with pore width, and begins to dominate the self diffusivity as the pore width narrows. This effect is not simply related to the density change. The cross coupling



Copyright 2006 by Taylor & Francis Group, LLC



Chapter eight:



Computer simulation of isothermal mass transport



163



diffusivity is greater for nitrogen at pore widths larger than 0.67 nm and this cancels out any self diffusion selectivity in favour of oxygen. At lower pressures, where transport diffusion is dominated by self diffusion, higher oxygen selectivities will result while at higher pressures, dominated by cross coupling diffusivity, nitrogen selectivity will result unless the pore widths become so narrow that entropic effects work against nitrogen. Our simulation study has revealed a rich behaviour of diffusion coefficients for oxygen and nitrogen in single slit pores. Real molecular sieving carbon (MSC) contains a distribution of pore widths. Typical MSC pore size distributions display a maximum around 0.5 nm. Allowing for the excluded volume of the implicit carbon atoms in our slit pore model, the pores of width 0.8375 nm and lower correspond to typical pores found in MSC. In this regime of pore widths, we observe a large change in diffusion behaviour. High diffusivities at 0.8375 nm mean high fluxes, albeit at the expense of oxygen selectivity. Lower pore widths favour oxygen selectivity but at the expense of greatly lowered absolute diffusivity and hence lower permeability. However, by lowering the pressure, both the absolute oxygen diffusivity and the oxygen selectivity can be improved since pressure has virtually no effect on the nitrogen diffusivity at the 0.67 nm pore width. High oxygen selectivity for pure component flow does not necessarily translate to high selectivity in mixtures of gases. We have shown that the oxygen selectivity is severely reduced in the 80:20 mixtures. Furthermore, we have clearly demonstrated that the cross diffusion coefficients in mixtures are not insignificant and must therefore be taken into consideration in any model of mass transfer through membranes. A knowledge of the composition and pore width dependence of these cross diffusion coefficients and how they relate to the pure component diffusion coefficients is the subject of our future work. Finally, we note that our simple model is unable to reproduce the large oxygen selectivities obtained in experimental studies of uptake in real molecular sieving carbons. The single slit pore model, whilst a very convenient and useful theoretical construction, is probably too crude to capture the real effects of a microporous carbon, where many adsorbate molecules will be in connections or at edges of microcrystals. Simulation results of gas transport through pores based on the randomly etched graphite pore model (REGP) of Seaton et al.[2] suggest that attention should be focused towards studying transport of oxygen and nitrogen in more realistic microporous carbon models such as those generated via reverse Monte Carlo [31].
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9.1 Introduction Pore structure characterization is an important prerequisite for the selection and efficient utilization of porous adsorbents and catalysts in a number of industrial applications including separation processes, removal of various pollutants and gas storage. In the case of mesoporous and macroporous materials, there exist several more or less established characterization methods that provide information on pore size distribution (PSD), pore network connectivity and other structural parameters of the material [1,2]. On the contrary, the reliable assessment of microporosity (pores of sizes less than 2 nm) in terms of relating sorption properties to the underlying microstructure is much less advanced. The commonly used Dubinin–Radushkevich, Dubinin–Astakhov and Dubinin–Stoeckli methods employ phenomenological models of adsorption based on the thermodynamic approach of Dubinin. The limitations of these and other conventional methods used in practice (like the MP and the Horvath–Kawazoe methods) for micropore size characterization have been repeatedly discussed in the literature (see for example [4,5] and related references therein, see also [6] for a recent assessment of different techniques for the estimation of PSD in carbons). The criticisms raised are related mainly to the fact that the mechanism of molecular adsorption in micropores is still under active debate. Improved approaches to the micropore structure characterization problem have been recently developed based on molecular level theories and statistical mechanics based simulations. In particular, density functional theory (DFT) in a sufficiently elaborate form has been used to provide an accurate description of simple fluids in geometrically simple confined spaces and develop practical methods for the evaluation of the pore structure over a wide range of pore sizes [7–12]. To capture more accurately the behavior of the adsorbates in micropores, it is often necessary to model them as non-spherical molecules with electrostatic interactions. Given the limited capabilities of DFT in this context, molecular simulation based on the Grand Canonical Monte Carlo technique has been established lately as an efficient alternative approach for the generation of adsorption isotherms in carbons and the subsequent determination of PSDs [13–21]. Some authors have combined these studies with structural investigations for the densification process in carbon nanopores using spherical molecules, ethane and carbon dioxide and accounting for effects of pore shape and size, temperature, quadrupole interactions and molecule length [19,22–24]. Use of GCMC method for obtaining the PSD of microporous carbonaceous materials involves the following three major steps [13,20,21]: 1. Determination (and validation whenever possible) of a molecular model for the adsorbate–adsorbate and adsorbate–adsorbent interactions. 2. Generation of a database of sorption isotherms with respect to a specific adsorbate for a set of pore widths, pressures and temperatures.
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3. Inversion of the adsorption integral equation:



N( p) =



∫



Hmax



Hmin



f ( H )n( H )dH



(9.1)



where N(p) is the experimentally measured amount of adsorbate, n(H,P) is the average density of adsorbate at pressure p in a pore of width H, and f(H) is the PSD sought. The solution of Equation 9.1 is an ill-posed problem. Depending on the form of the kernel n(H,p) and the isotherm N(p), there can be from zero to an infinity of solutions for f(w) (detailed discussions on the methods for the solution of Equation 9.1 and the application of suitable constraints to force physically sound or appealing solutions including constraints on the smoothness of f(H) and the range of H, see [14,18,20,21] and references therein). Nonetheless, our work aims at finding useful solutions to Equation 9.1 in the sense that the gas adsorption properties of microporous carbons can be reliably predicted. For instance, our efforts concentrate on predicting gas adsorption isotherms for various adsorbents and temperatures from a PSD obtained with a particular gas at a given temperature. Neimark and co-workers have also used N2 and Ar at 77 K and CO2 at 273 K as adsorbates and generated n(H,p), based on DFT methods (for N2 and Ar) and GCMC for CO2 up to the pressure of 1 bar employing the Harris and Yung model [25] for adsorbate–adsorbate interactions. They found reasonable agreement between PSDs determined with the different gases on various porous carbon samples. In addition, they reported satisfactory comparisons between PSDs of microporous carbons determined from the DFT and GCMC databases for CO2. Sweatman and Quirke [21] have employed molecular simulation techniques including the Gibbs method Monte Carlo to determine the molecular models for N2, CH4 and CO2, as well as GCMC simulations to generate adsorption isotherms in carbon slit-pores at 298 K for pressures up to 20 bar. These data have then been used for the calculation of PSDs for typical activated carbons. They found that the high pressure measurements of CO2 reveal micropore structure not seen with the other gases or with measurements up to 1 bar. Their results also indicate that the CO2 based PSDs are the most robust in the sense that they can predict the adsorption of methane and nitrogen at the same ambient temperature with reasonable accuracy. The work presented in this chapter builds upon previous work by Samios et al. [13,19] who used GCMC in combination with CO2 experimental isotherm data at 195.5 K and ambient temperatures to characterize microporous carbons and obtain the corresponding PSDs. Specifically, the databases n(H,p) have been built by determining the mean CO2 density inside single slit-shaped graphitic pores of given width (from 0.5 to 2.0 nm) along with utilization of N2 at 77 K. High pressure data for CO2 are used as well and the isosteric heat of adsorption is employed to further validate the obtained PSDs.
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9.2 Modeling of the molecular interactions 9.2.1



Adsorbates



Carbon dioxide is modeled as a three charged center molecule, according to Murthy and co-workers [26] with the parameters eOO/kB = 75.2 K, sOO = 0.3026 nm, eCC/kB = 26.3 K, sCC = 0.2824 nm. The O–O and C–O distances of the model are 0.2324 nm and 0.1162 nm, respectively. The intermolecular potential uij is assumed to be a sum of the interatomic potentials between atoms α and β of molecules i and j, respectively (taken of Lennard–Jones 12–6 form), plus the electrostatic interactions due to CO2 quadrupole moment with the point partial charges qO = – 0.332e and qC = + 0.664e, i.e.,



uij (r ) =



∑ αβ



12 6     σ αβ   σ αβ  qα qβ      −  + 4εαβ   rαβ   4π ε 0 rαβ  rαβ       



(9.2)



where ε0 is the permittivity of vacuum. Nitrogen was modeled as a two LJ center molecule (the two centers separated by 0.1094 nm) with eNN/kB = 37.8 K, σNN = 0.3318 nm carrying charges q1 = + 0.373e and q2 = –0.373e, at distances 0.0847 and 0.1044 nm from the molecule center, respectively [27].



9.2.2



Adsorbent



Pore walls are treated as stacked layers of carbon atoms separated by a distance ∆ = 0.335 nm, and having a number of density ρw = 114 atoms/nm3 per layer. The adsorbate–wall interaction at distance rz was calculated by the 10-4-3 potential of Steele [28]: 4  2  σ  10  σ  4  σ αβ αβ αβ  uw (rz ) = 2πρwεαβ σ ∆   − −   r  3∆(0.61∆ + rz )3   z   5  rz    2 αβ



(9.3)



The potential parameters of the solid surface are εSS/kB = 28.0 K and σSS = 0.340 nm. It must be noticed that Equation 9.3 does not take into account the energetic inhomogeneity of the surface along the x and y directions at a distance rz from the wall. Nevertheless, this lack of surface corrugation is not expected to affect the results significantly especially at ambient temperatures [4]. All the cross interaction potential parameters between different sites (α ≠ β) were calculated according to the Lorentz–Berthelot rules:



σ αα + σ ββ 2 = (εαα ε ββ )1/2



σ αβ = εαβ
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The potential energy Uw due to the walls inside the slit pore model for each atom of adsorbate molecules is given by the expression: Uw = uw(rz ) + uw(H – rz)



(9.4)



where H is the distance between the carbon centers across the slit pore model. For the determination of PSDs, the corrected width H′ should be used since this is the one involved in the experimentally obtained isotherms, namely: H′ = H – 2z0 + σg



(9.5)



where σg is the root of the adsorbate–adsorbent Lennard–Jones function, and z0, the root of its first derivative. If the above relation is applied in the present N2 or CO2–graphite system, it is found that about 0.24 nm should be subtracted from H to define H′ [29].



9.3 Simulation experiments 9.3.1



Adsorption isotherms



The Grand Canonical Ensemble Monte Carlo method was employed to probe the statistically important regions of the configuration space in the (µ, V, T) ensemble according to the prescription given elsewhere [30]. For the linear molecules, three types of move are attempted with equal probability: (a) a compound move enabling random displacement and reorientation, with the maximum allowed displacement being adjusted so that the acceptance ratio of the move is about 20% in order to sample phase space more efficiently; (b) a compound move consisting of random insertion of the center of mass of a molecule in a random orientation, by generating a unit vector distributed uniformly on the surface of a sphere centered at the origin of the Cartesian system of coordinates of the simulation box (Marsaglia’s algorithm [30]); and (c) a random deletion of a fluid molecule. Periodic boundary conditions have been applied in the directions other than the width of the slit. For a given simulation, the size of the box (i.e., the two dimensions other than H) was varied in order to ensure that sufficient particles (ca. about 500) remained in the simulation box at each pressure. Statistics were not collected over the first 3 × 106 configurations to assure adequate convergence of the simulation. The uncertainty on the computed equilibrium properties such as ensemble averages of the number of adsorbate molecules in the box and the total potential energy is estimated to be less than 4%.



9.3.2



Isosteric heat of adsorption



As noted above, during the simulation runs, the mean potential energy 〈U〉 of the sorbed molecules is also calculated as an ensemble average. This quantity represents an integral energy of sorption due to adsorbate–adsorbent and adsorbate–adsorbate interaction. A related differential property derived
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from 〈U〉 is the isosteric heat of adsorption qst, which is defined as the difference between the molar enthalpy of the adsorbate molecule in the gas phase and its partial molar enthalpy in the adsorbed phase, i.e., 〈qst 〉 = H G − H S At low occupancies, in the Henry’s law region, the following equation can be derived lim〈U 〉 = − lim qst + kBT d→0



d→0



(9.6)



Equation 9.6 provides a convenient way of calculating isosteric heat at zero coverage per molecule qst0 ≡ lim qst by evaluating numerically the multid→0 dimensional integrals



〈U 〉 =



∫ drdψU(r, ψ)exp(−βU(r, ψ)) ∫ drdψ exp(−βU(r, ψ))



(9.7)



For the evaluation of Equation 9.7, we used the method of Monte Carlo integration over the configuration space, by calculating the potential energy experienced by one adsorbate molecule for a statistically sufficient number of vectors of position r and Eulerian angles ψ, randomly generated from a uniform probability distribution function. We have also calculated the isosteric heat of adsorption at zero coverage in a different way by evaluating the integrals of Equation 9.7 using the method of Metropolis Monte Carlo, namely by using importance sampling to explore the configurational space. Both techniques gave results in very satisfactory agreement.



9.4 GCMC simulation results The validation of the adsorbate–adsorbent potential functions used in this study has been made by comparing measured and calculated isosteric heats of adsorption at zero coverage as well as experimental and simulated isotherms on non-porous surfaces [13]. For the comparisons between computed and measured isotherms, the simulation results need to be corrected using H′ from Equation 9.5. We have used the GCMC method in a previous publication to simulate CO2 sorption isotherms at 195.5 K in single graphitic pores of various sizes in the micropore range [13]. The selection of the adsorbed gas and the temperature was based on practical considerations regarding the relative ease of obtaining experimental isotherms at dry ice conditions with a molecule that is known for its ability to enter into the narrow microporosity and the realistic equilibration times required. Presently, we
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attempt to further test and validate the method by extending it to ambient conditions (298 and 308 K, i.e., slightly below and above the CO2 critical temperature, respectively; pressure up to 35 bar) and comparing the resulting PSD with that obtained by employing other gases (N2 at 77 K). Comparisons between the PSDs found at low and ambient temperatures are made while the PSDs determined at low temperature from different gases are used to predict isotherms at high temperatures and vice versa. With reference to [20], the present work employs GCMC for both N2 at 77 K and CO2 since their molecules are modeled as quadrupole dumbbells with a rigid interatomic bond, under subcritical and supercritical conditions; in addition, our measured isotherms are extended to pressures up to 35 bar. In Ref. [21], GCMC simulations were used to generate adsorption isotherms for N2 and CO2 in carbon slit-pores at 298 K and up to 20 bar. In their concluding remarks, the authors stressed the need for extending CO2 isotherms to higher pressures (partly satisfied here), and suggested a comparison of the PSDs obtained from high temperature CO2 data to those obtained by using low temperature N2 data as is attempted in the present work. The detailed CO2 and N2 density profiles across the graphitic slit pore have been computed for widths ranging from 0.5 to 2.0 nm, in steps of 0.05 nm. From this information, the average density in the micropores can be calculated and used to construct the corresponding isotherms as shown in Figures. 9.1–9.4. It must be noticed that the x-axis represents the relative pressure for the subcritical cases and the ratio p/pc with pc being the critical pressure for the supercritical CO2 at 308 K. In Figures 9.1–9.4 can be seen that at low chemical 16 CO2, T=195.5K 14
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Figure 9.1 Computed CO2 isotherms for different pore widths at 195.5 K.



Copyright 2006 by Taylor & Francis Group, LLC



174



Adsorption and Transport at the Nanoscale 12 CO2, T=298K



(molecules/nm3)



10



8



12



6



H=0.65



10



H=0.85



8



4



H=0.95



6



H=1.35



H=1.55



H=1.75



H=1.95



H=1.05



4



H=1.25



2



2



0



0



0.2



0.4



0.6



0.8



1



0 0



0.1



0.2



0.3



0.4



0.5



0.6



0.7



0.8



0.9



1



P/Pc



Figure 9.2 Computed CO2 isotherms for different pore widths at 298 K.
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Figure 9.3 Computed CO2 isotherms for different pore width at 308 K.
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Figure 9.4 Computed N2 isotherms for different pore widths at 77 K.



potential (or equivalent pressure), the adsorbate density is highest in the smaller pores while at high chemical potential, the larger pores exhibit higher adsorptive capability. This reversal of preference can be explained with reference to the adsorbate–adsorbate (aa) and adsorbate–pore (ap) interaction energies. At low loadings, the adsorbate molecules tend to occupy the energetically most favorable positions in the pore and the aa interaction is much smaller than the ap interaction. The attractive potentials due to each wall overlap most in the smallest pore, resulting in deep energy wells. In the wider pores at high loadings, molecules can occupy the central region, as well as the wall regions of the pore. This increased packing efficiency leads to higher densities in the pore [19]. As indicated in Figures 9.2 and 9.3, the general behavior found for CO2 at 298 K (just lower than the critical temperature) is quite similar to the slightly supercritical case (308 K), both qualitatively and quantitatively. At all three temperatures, a moderate jump in final CO2 density occurs at a pore size of about 0.9 nm. However, the sudden increase in density occurring at dry ice conditions (see Figure 9.1) for every pore width at relative pressure values ranging from 0.001 to 0.5 (depending on the pore size) is not present in the high temperature simulations [19]. Turning to the 77 K nitrogen isotherms (Figure 9.4), it is seen that the corresponding sudden density increase takes place at lower relative pressures (smaller than 0.05). An interesting remark can be made concerning the isotherms for pore widths between 0.65 and 0.95 nm. They appear to be almost straight horizontal lines down to the lowest experimental relative pressure
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value (3 × 10−6) implying that the method when based on 77 K nitrogen data is not sensitive enough in this particular range of pore widths. This is an important issue to bear in mind when interpreting the outcome of the method in terms of PSD and is in contrast to the case of CO2 where the non-linear shape of the different isotherms implies adequate sensitivity of the method for all the pore sizes currently considered.



9.5 Pore size characterization The CO2 isotherms at 195.5, 298 and 308 K and the N2 isotherm at 77 K of the commercially available activated carbon Norit RB4 known to possess pores in the high micropore range have been measured experimentally. For the ambient temperature measurements, a high pressure balance (Sartorius GmbH) has been used. The balance is equipped with an in-house high pressure gas handling system. For the low temperatures, measurements were performed with the micropore upgraded Quantachrome Autosorb-1 nitrogen porosimeter. In all cases, samples were outgassed at 573 K under high vacuum (below 10−6 mbar) for at least 12 h. Depending on the case, proper outgassing of the samples was checked by monitoring the weight or pressure change with time. The micropore range (from 0.5 to 2.0 nm) was subdivided in equidistant intervals (classes of pores) with 0.05 nm spacing between them. The fraction of the total pore volume associated with each interval was calculated on the basis of an assumed PSD and keeping the total pore volume equal to the measured one. Thus, the amount of gas adsorbed in every class at a certain pressure was evaluated by the simulation, and consequently, a computed isotherm was being constructed, which after being compared to its experimental counterpart was resulting in the optimum micropore size distribution provided by the best fit. The procedure for the determination of the optimum PSD involves the numerical solution of a minimization problem under certain constraints. In practice, the problem consists of minimizing the function: k



Qi −



∑d V ij



j



(9.8)



j =1



for different pressure values pi ; Qi is the experimentally sorbed amount measured at pressure pi ; dij is the calculated fluid density in a pore of width Hj at the same pressure, and Vj represents the volume of the pores with size Hj (as j changes from 1 to k, the whole micropore range from 0.5 to 2.0 nm is spanned with a step of 0.05 nm). The resulting elements of the vector V are subject to two constraints. They should be non-negative and their sum should be equal to the measured total pore volume. A routine solving linearly constrained linear least-square problems based on a two-phase (primal) quadratic programming method (E04NCF of NAG library) has been implemented. The resulting PSDs from the CO2 isotherms at 195.5, 298, 308 K and the N2 isotherm at 77 K are included in the form of histograms in Figure 9.5. Copyright 2006 by Taylor & Francis Group, LLC
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Figure 9.5 Optimal PSDs for Norit RB4 carbon sample.



The pore volumes found are quite similar for all temperatures and both gases. The PSDs obtained from the CO2 data exhibit (as expected) a calculated structure with the main part of the pore volume concentrated in the vicinity of 1.5–1.7 nm (in terms of H; it should be reminded that use of Equation 9.5 is required to convert to the experimentally determined H). The N2 based PSD is characterized by a rather broad band of prevalent pore sizes between 0.95 and 1.9 nm. Other workers have reported differences of this kind between PSDs obtained from different gases as well [20,21]. The exact form of those differences may vary depending among others on the “smoothing” constraints used in each case during the procedure of inverting the adsorption integral Equation 9.1. On the basis of these PSD estimations, in Figures 9.6 and 9.7, it is attempted to predict the ambient temperature CO2 isotherm and the low temperature N2 isotherm, respectively. It is shown that the 298 K isotherm is predicted satisfactorily using the PSDs that resulted from the data of CO2 at 195.5 and 308 K and the data of N2 at 77 K (Figure 9.6). Very similar results are obtained when attempting to predict the 308 K CO2 isotherm as well. In Figure 9.7, it appears that the prediction of the low temperature N2 isotherm based on the PSDs obtained from the CO2 data at low and ambient temperatures is not as good as in the previous cases but still quite reasonable. Given the above mentioned remark on the sensitivity of the method in a certain range of pore sizes when the data of N2 at 77 K are used and following the conclusions of [21] on the robustness of the CO2 based PSDs, we also tend to suggest that the CO2 based PSDs, both at low and ambient temperatures are more reliable in that they assess more accurately the microporous structure of the carbon sample. However, more data, especially at high pressures (higher than the 35 bar reached in this study), and
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Figure 9.6 Experimental and computed CO2 isotherms at 298 K from PSDs of Figure 9.5.
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Figure 9.7 Experimental and computed N2 isotherms at 77 K from PSDs of Figure 9.5.
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comparisons are needed to strengthen further such conclusions and this kind of work is currently underway. One more observation adding to the credibility of the CO2 based PSDs is related to the prediction of the isosteric heat of adsorption at zero coverage. All three CO2 based PSDs, when used along with the calculated isosteric heats for each pore width, (see section 9.2) provided a value of 4 kcal/mol for the sample (differences of less than 5% around this value are found, as one employs the three different PSDs). This is favorably compared to the experimentally determined 3.84 kcal/mol for this carbon sample. Interestingly enough, the N2 based PSD predicts in a satisfactory way, the same isosteric heat (the value obtained using this PSD is 3.57 kcal/mol).



9.6 Concluding remarks The CO2 and N2 density inside single, slit shaped, graphitic pores of given width is calculated based on Grand Canonical Monte Carlo simulations for low and ambient temperatures and different relative pressures. The aim is to determine microporous carbon PSDs combining simulations and measured isotherms. In the case of CO2, it is found that the system behavior at ambient temperature exhibits basically the same structural features concerning the CO2 molecules packing in the individual pores as at 195.5 K. The behavior found at 298 K (just lower than the critical temperature) is quite similar to the slightly supercritical case of 308 K both qualitatively and quantitatively. For N2, it is noted that attention should be paid to the fact that for pore widths between 0.65 and 0.95 nm the isotherms appear to be almost straight horizontal lines down to the lowest experimental relative pressure value used in our present measurements. This implies that the determination of micropore size distributions when based on the data of N2 at 77 K may not be sensitive enough in that particular range of pore widths. The optimal CO2 based PSDs found at the low and ambient temperatures for the Norit RB4 sample are quite similar and the use of each of them to predict isotherms at different temperatures provides very reasonable agreement with the measured data. The N2 based PSD shows a more broad structure but it can still predict reasonably well the CO2 isotherm at ambient temperature. It is interesting to summarize here the main uncertainties and limitations of the methodology for PSD determination in microporous materials outlined above. As the realistic character of simulations and the accuracy of the results depend largely upon the potential energy model used, it is important to ensure validation of the relevant parameters. To employ and exploit our previous work [13], we used in this chapter the model parameters for CO2 from Ref. [26]. A step forward in that respect is the use of the model of Harris and Yung [25] that has been found to reproduce satisfactorily the vapor–liquid coexistence curve [20,21]. The attempted comparison between simulated and measured isotherms requires a relation between the pore width H used in the simulations and
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the experimentally meaningful width H¢. The results of the method are sensitive to that issue and the approximate value of H - H¢ = 0.24 nm used presently needs refinement especially for non-spherical molecules like CO2. Surface corrugation has been ignored and although it may not bear a significant effect at higher temperatures, the more complete version for the potential representation of Steele [28] must be used. The treatment of adsorbate–adsorbate long range forces needs refinement by means of the Ewald summation technique [30], instead of the currently adopted Coulomb-type approach. In addition, other than slit pore geometries (e.g., cylinders) should be invoked to obtain an idea of the sensitivity of the method on the pore model geometry used. Work on all these issues is in progress by our group and will be reported soon.
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