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Preface Modelling methods are now well established in physical, biomedical and engineering sciences; and are widely used in assisting the interpretation of experimental data and increasingly in a predictive mode. Applications to inorganic materials are widespread, and indeed, such methods now play a major role in modelling structures, properties and reactivities of these materials. This book focuses on the use of modelling techniques in the science of microporous materials whose complexity and extensive range of applications both stimulates and requires modelling methods to solve key problems relating to their structural chemistry, synthesis and use in catalysis, separation technologies and ion exchange. The book is mainly concerned with modelling at the microscopic level — the level of atoms and molecules — and aims to give a survey of the state-of-the-art of the application of both interatomic potential-based and quantum mechanical methods in the field. The authors are grateful to many scientific colleagues for their contributions to the themes of the book. We would also like to thank Mrs Jean Conisbee for her assistance in the preparation of the manuscript. RICHARD CATLOW BEREND SMIT RUTGER VAN SANTEN
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Foreword and Introduction Microporous materials, including both zeolites and aluminophosphates are amongst the most fascinating classes of material, with wide ranging important applications in catalysis, gas separation and ion exchange. The breadth of the field has, moreover, been extended in the last ten years by the discovery of the versatile and exciting range of mesoporous materials. Computational methods have a long and successful history of application in solid state and materials science, where they are indeed established tools in modelling structural and dynamic properties of the bulk and surfaces of solids; and where they are playing an increasingly important role in understanding reactivity. Their application to zeolite sciences developed strongly in the 1980s, with initial successes in modelling structure and sorption, and with an emerging capability in quantum mechanical methods. The field was reviewed over ten years ago [1], since when there have been major developments in techniques and of course in the power of the available hardware, which have promoted a whole range of new applications to real complex problems in the science of microporous materials. This book aims to summarise and illustrate the current capabilities of atomistic computer modelling methods in this growing field. Atomistic simulation methods can be divided into two very broad categories. The first rests on the use of interatomic potentials (force fields). Here no attempt is made to solve the Schrodinger equation; rather, we use functions (normally analytical) which express the energy of the system as a function of nuclear coordinates. These may then be implemented in minimisation methods to calculate structures and energies; in Monte Carlo simulations to calculate ensemble averages; or molecular dynamics simulations to model dynamical processes (such as molecular diffusion) explicitly. The early chapters of the book describe the application of these methods to modelling structures, and molecular sorption and diffusion in microporous materials. The second class of methods does solve the Schrodinger equation at some level of approximation. Such methods are essential for modelling processes that depend explicitly on bond breaking or making, which include, of course, catalytic reactions. Both Hartree Fock (HF) and Density Functional Theory (DFT) approaches have been used in modelling zeolites, although, as will be apparent
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from the work discussed in the book, DFT methods have predominated in recent applications. The book therefore opens with an update on the field of static lattice techniques — a field which enjoyed a number of successes during the 1980s in modelling both framework structures and extra-framework cation distributions. The chapter highlights recent developments in predictive structural modelling and the new and exciting field of simulations of zeolite surfaces. The next three chapters focus on the modelling of sorbed molecules in zeolites. Chapter 2 describes the state-of-the-art of Monte Carlo methods in simulating sorption isotherms. Molecular dynamics simulations of sorbate diffusion are reviewed in Chapter 3, while Chapter 4 focuses on the growing applications of dynamical Monte Carlo methods to molecular transport in microporous solids. Probably the biggest development in the last ten years has been in the application of quantum mechanical methods, the theme of Chapters 5–7. Different techniques and applications are reviewed, including both periodic and cluster methods, with the main emphasis being on techniques based on density functional theory. Chapter 5 focuses on applications employing periodic methods. In Chapter 6, the emphasis is on catalysis effected by acid sites; while Chapter 7 describes applications to catalytic processes in which the active sites are metal ions. Another significant feature of the field in recent years has been the use of modelling methods in understanding zeolite synthesis, in particular relating to the role of organic templates. These applications form the basis of Chapter 8. Modelling methods are ultimately only of value if they solve real problems in real systems. The final chapter therefore presents a selection of applications where modelling methods have played a central role in solving problems in zeolite science. The emphasis of the book is on microporous materials, especially zeolites, but applications to mesoporous materials are also reviewed. And while a comprehensive coverage is not possible in a book of this length, the key current techniques in atomistic modelling are surveyed. We hope that the book illustrates the power of these methods in solving problems in the science of microporous materials. 1.



Catlow, C.R.A. (Ed.), Modelling of Structure and Reactivity in Zeolites. Academic Press Limited, London, 1992.
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Chapter 1



Static lattice modelling and structure prediction of micro- and mesoporous materials C.R.A. Catlow, R.G. Bell, and B. Slater Davy Faraday Laboratory of the Royal Institution, 21 Albemarle Street, London W1S 4BS, UK



1. Introduction Detailed structural models at the atomic level are an obvious prerequisite for a microscopic understanding of processes in solids. Computer modelling has become an increasingly standard technique in structural studies of complex materials, in particular micro- and mesoporous materials. Such methods may be used to reﬁne approximate models and, more ambitiously, to predict new structures. They are an invaluable complement to experiment in studying local structures around defects and impurities, and they play a central role in the development of models for the surfaces of complex materials, including very recent studies of zeolites. This chapter reviews the application of static lattice methods employing interatomic potentials, both to model long-range, local and surface structures of micro- and mesoporous systems, and to study energetics and stabilities. Such methods remain the most eﬀective and economical approach for structure modelling. They are, moreover, complementary to quantum mechanical methods, which may explore and, if necessary, reﬁne the structural models which they yield. In the following section, we will summarise the, by now very standard, methodologies involved in these calculations. We will then
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describe their applications to modelling structures and energetics. Next, we consider the important, fast developing ﬁeld of the prediction of new microporous structures, which we follow with a brief account of the development of models for mesoporous structures. We conclude with a survey of the role of static lattice methods in simulating the structures of the external surfaces of zeolites.



2. Methodology Static lattice methods rest upon the calculation of an energy term — lattice, surface or defect energy — which is then minimised with respect to structural variables, i.e. atomic coordinates and cell dimensions. The methods, including their applications to microporous solids, have been reviewed several times in the older and more recent literatures [1–5]. Lattice energy calculations essentially rest on summation, ﬁrst of the electrostatic energies arising from the interactions between the charges on the atoms; these are long range and must, in eﬀect be summed to inﬁnity in any accurate treatment. In contrast, the second, the short-range or non-Coulomb terms, comprising Pauli or overlap repulsion, and attractive forces due to covalence and dispersion may be safely truncated beyond a ‘cut-oﬀ ’ which is typically 15–20 A˚ in contemporary calculations. Hence the lattice energy, ELAT, is given by: ELAT ¼ EELEC þ ESR ,



ð1Þ



where



EELEC ¼



N 1X qi qj , 2 ij rij



ð2Þ



where rij is the separation between pairs of atoms i and j, and qi is the charge of the ith ion. The sum, in principle, involves all atoms in the system, but for periodic solids it can in practice be made rapidly convergent by using the Ewald technique [6], which is based on a partial transformation into reciprocal space, and is employed in almost all modern lattice energy calculations. We note that the assignment of the charges qi is a critical aspect of such calculations, as discussed below.
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The short-range energy is given by: ESR ¼



1X Vij ðrij Þ, 2 ij



ðrij < rcut Þ



ð3Þ



where Vij is the short-range energy and where the summation is taken out to the cut-oﬀ radius rcut. Modelling of defects may use 3D periodic methods, which require the defect to be embedded in a supercell, which is periodically and inﬁnitely repeated. Alternatively, we can embed an isolated defect in an inﬁnite lattice, and calculate its interaction with the surrounding lattice out to a speciﬁc radius, with more distant interactions being treated using quasi-continuum methods — the basis of the ‘Mott–Littleton’ method, which has been widely and successfully used in calculations on defects in ionic and semi-ionic solids [1,3], and which has played a useful role in modelling impurities in zeolites. In modelling surfaces, two approaches are commonly used. (i) The semi-inﬁnite (2D) approach: A slab is created from the bulk crystal with the desired face oriented to the surface normal. The system is 2D-periodic in the plane of the surface, but aperiodic parallel to the surface normal. The slab is then divided into two regions, one which represents the crystal bulk and one that is relaxed to mechanical equilibrium. The number of layers in the slab is chosen such that the electrostatic ﬁeld in the lower section represents the Madelung ﬁeld of the crystal bulk. Once this has been determined, the number of layers in the upper block is increased until the total energy per formula unit is converged. (ii) The 3D-periodic slab approach, which lends itself to most simulation codes that are capable of describing cells with a wide variety of cell shapes using 3D-periodic boundary conditions. In essence, a slab of the desired thickness is created from the crystal bulk and chosen such that, as in case (i), the electrostatic potential is converged and equivalent to that of the crystal bulk. In this instance, the slab is placed in a three-dimensional periodic box where, for example, the cell width and length are concomitant with appropriate surface vectors, and the height of the box is chosen such that the ‘vacuum gap’ (i.e. the gap between the periodically repeated slabs) exceeds the maximum short-range cut oﬀ. In practice, it is often necessary to choose a vacuum gap in excess of the cut oﬀ, owing to the long-ranged Coulombic attraction between the periodic images. In the case that the gap is ﬁlled with, for example, a gas or ﬂuid, the dimensions must be changed to be consistent with partial pressures and liquid densities.



4



C.R.A. Catlow, R.G. Bell, and B. Slater



Turning now to the minimisation methods used to obtain the minimum energy conﬁguration of the unit-cell dimensions and the atoms in the crystal surface or around the defect, these are again based on quite standard iterative procedures. Gradient, particularly conjugate gradient methods, may be used, but most contemporary codes make use of information on second derivatives. Such methods involve constructing, inverting and updating (the inverse of) a matrix whose elements, (@2E/@xi@xj), are the second derivative of the energy function with respect to atomic coordinates. The diﬀerent methods are distinguished by the approximation used in the construction/update procedures. For further details, see Refs. [1–4]; the account by Watson et al. in Ref. [4] is particularly useful. We note that all standard minimisation methods can do no more than locate the nearest minimum to the starting conﬁguration, and there is no guarantee that this is the ‘global’ minimum. There can, indeed, never be any guarantee that a global minimum has been located; but as discussed later, procedures are available to explore in a systematic manner the whole potential energy surface of the system: such methods are far more likely to identify the global minimum. Interatomic potentials are the crucial input to static lattice calculations. They are essentially a representation of the energy of the system as a function of its nuclear coordinates. In practice, they normally comprise a set of charges (normally point entities) assigned to the atoms and parameterised analytical functions for the short-range interactions. The nature of the potential model used depends on the character of the bonding in the system. For ionic solids, the Born model is the appropriate starting point. Here the solid is considered as a collection of ions, to which formal or partial charges may be assigned, interacting via short-range potentials which are commonly described using the ‘Buckingham’ potential: Vr ¼ Ae–r= –Cr–6 ,



ð4Þ



where A,  and C are parameters characteristic of the interaction. This pair potential may be supplemented by simple three body terms of which the ‘bond-bending’ function, favoured for silica and silicate systems, takes the form:



VðÞ ¼



1 KB ð–0 Þ2 , 2



ð5Þ
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where  is the angle subtended by an O–Si–O angle and 0 is the equilibrium value for the SiO4 tetrahedron. Such functions crudely represent the angle dependence of the covalence in the tetrahedral units. Ionic polarisability may also be included, where the most widely used approach is the shell model originally formulated by Dick and Overhauser [7], which describes a polarisable ion in terms of a mass-less shell (representing the valence shell electrons) which is coupled by an harmonic spring to a core in which all the mass of the ion is concentrated. A dipole is created by the displacement of the shell relative to the core, and since short-range interactions act between the shells, the model includes the necessary coupling between polarisability and short-range repulsion. In contrast, the conceptual starting point for constructing models of covalent systems is the chemical bond rather than the ion. Therefore, in ‘molecular mechanics’ potentials, simple analytical functions (e.g. bond harmonic or Morse) are used to model the interactions between bonded atoms; angle-dependent, torsional and non-bonded terms (including electrostatic and short range) are also included. Having chosen the type of potential model, it is necessary to ﬁx the variable parameters, for which there are two broad classes of procedure: empirical methods ﬁt variable parameters to crystal properties (structural, elastic, dielectric, thermodynamic and lattice dynamical), while non-empirical methods calculate the interaction between a cluster or periodic array of atoms by a theoretical procedure (usually an ab initio method in recent studies); the resulting potential energy surface is then ﬁtted to a potential function. The ﬁeld of interatomic potentials for silica and silicates is extensive, with several models proposed over the last 30 years. There has been a long debate over the nature of the bonding — ionic versus covalent — in silicas; although as argued in Ref. [8], the whole concept of ‘ionicity scales’ in solids is diﬃcult: there are no unambiguous ways of partitioning charge between diﬀerent atoms in solids, and there are no properties which can be used directly to establish an ionicity scale. Nevertheless, there is a general consensus that the bonding in silicas/ silicates is intermediate in nature showing characteristics of both covalence and ionicity. Born model and molecular mechanics potentials have therefore been developed for these systems. Of the Born model potentials, the simple rigid ion (i.e. no ion polarisability), pair potential models are the most widely usable as they can be readily implemented in dynamical as well as static lattice models. A highly successful parameterisation was developed by van Beest et al. [9] using ab initio calculations. The model uses partial
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charges on Si and O and has simple pairwise short-range potentials acting between S    O and O    O. The simplicity and ﬂexibility of the model has led to its widespread and successful use. A successful shell model parameterisation was developed by Sanders et al. [10]; their model also included bond-bending terms of the type described above. The model was parameterised using empirical procedures, while shell model potentials based on ab initio calculations were derived by Purton et al. [11]. Several ‘molecular mechanics’ parameterisations are available. Perhaps the most widely used are those based on the ‘cvﬀ ’ models developed by BIOSYM Inc. (now Accelrys). In particular, the cﬀ91_zeo potential [12] has enjoyed wide and successful usage. Interatomic potential parameters are also available for Al    O and P    O interactions. For the former, the work of van Beest et al. [9] derived parameters that were consistent with their Si    O parameterisation. Shell model parameters for Al    O were reported by Catlow et al. [13] and were successfully incorporated into models for aluminosilicates including zeolites [14]. For aluminophosphates, Gale and Henson [15] developed an ionic shell model set. However, it would be desirable to develop diﬀerent models in view of recent work of Cora` et al. [16], which showed, using ab initio methods, that the bonding in these materials was molecular-ionic, i.e. aluminophosphates are best envisaged as comprising Al3 þ and (covalently bonded) PO3 4 ions. 2.1. Computer codes Several general purpose codes are available for undertaking static lattice modelling. The GULP code written by Gale [17] provides a wide range of functionality for lattice and defect energy calculations, and can also be used to ﬁt variable parameters in interatomic potential models to both empirical data and ab initio potential energy surfaces. The METADISE [18] and MARVIN [19] codes allow calculations on surfaces with 2D-periodicity boundary conditions (and 2D Ewald summations). Commercial software is available from Accelrys Inc., in particular the DISCOVER code [20] has extensive functionality for minimisation and dynamical simulations on both molecules and solids. The output from all these codes may be interfaced with graphical software permitting the display of the structures generated, the power and importance of which is evident in several chapters in the book.
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3. Applications We now review three main areas of application: the ﬁrst is the straightforward application of lattice energy calculations to modelling structures and stabilities of solids; next, we consider the rapidly developing ﬁeld of predicting new structures of microporous materials; and thirdly we summarise the new ﬁeld of modelling zeolite surfaces. 3.1. Structures and stabilities This ﬁeld, which was developed in the 1980s and 90s, is now mature, and has been reviewed previously [1–4]. Several good illustrations are given in Chapter 9. Early work established the viability of using lattice energy minimisation methods in modelling cation distributions [21] and framework structures of zeolites. There were notable successes in modelling the monoclinic distortion of silicalite [22]. And as discussed in Chapter 9, the methods were successfully used in assisting the solution of the structures of the zeolite Nu 87 [23]. In addition to modelling crystal structures, several successful studies have been reported of local structures, including the detailed investigation of FeZSM-5 [24], where models were obtained of the local structure around framework Fe3 þ (replacing Si) which compared well with experimental data employing the EXAFS technique. Applications of these now routine methods continue to be of value. Three developments over the last 10 years deserve, however, special mention. The ﬁrst is the success of calculations of energetics as well as of structures. It has been well known for many years that microporous materials are all metastable with respect to dense structures; in the case of high silica zeolites, calorimetric data have established that the enthalpy diﬀerence between the microporous structures and quartz is in the range 10–20 kJ/mol [25,26]. Henson et al. [27] reported a detailed comparison of experimental and calculated energetics of a range of microporous structures; the calculations all refer to pure silica systems, and the experimental to high silica materials. The comparison, which is summarised in Fig. 1, shows excellent quantitative agreement between calculation and experiment. The same study also examined, in detail, the comparison between calculated and experimental structures for a range of high silica materials, and found good agreement, with those calculations employing the shell model potentials of Sanders et al. [10] performing particularly well. Another signiﬁcant development concerns the study of Si/Al distributions in the clinoptilolite/heulandite group of zeolites, where
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Fig. 1. Comparison of calculated and experimental heats of formation for high silica microporous materials (after Ref. [27]).



work of Ruiz-Salvador et al. [28] has combined a simple Monte Carlo procedure with lattice energy minimisation procedures to make successful predictions of Al distributions in these important natural zeolites. Channon et al. [29] also used lattice energy calculations to explore the Al distribution and cation locations in these materials. The success of their work suggests that these methods may be used increasingly routinely for modelling Si/Al distributions — a longstanding problem in zeolite science. Thirdly, we should draw attention to the role of ‘simulated annealing’ methods in predicting zeolite structures. These methods use MD and MC techniques to explore conﬁgurational space for the system simulated (employing usually a simple readily computable energy function or a function based on simple geometric criteria). This stage of the calculation identiﬁes plausible candidate structures, which are then reﬁned by full lattice energy minimisation methods. More details are given in Chapter 9, and a successful example of the use of such methods was the impressive solution of the structure of a new AlPO material UI07 [30], where the simulated annealing methods generated a structure which successfully solved the high-resolution powder diﬀraction data for this material. We should note that in the ﬁrst stage of the procedure, MD/MC simulations can be replaced by ‘evolutionary’ or genetic algorithm techniques, which allow candidate structures to
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evolve by exchange of features and by imitation. The viability of these methods in modelling zeolite structures has recently been demonstrated by Woodley et al. [31]. 3.2. Hypothetical zeolites and lattice energy minimisation There have been many attempts to predict new microporous structures, most of which have rested on the fact that the very deﬁnition of these materials is based on geometry, rather than on precise chemical composition, occurrence or function. In order to be considered as a zeolite, or zeolite-type material (zeo-type), a mineral or synthetic material must possess a three-dimensional four-connected inorganic framework [32], i.e. a framework consisting of tetrahedra which are all corner-sharing. There is an additional criterion that the framework should enclose pores or cavities which are able to accommodate sorbed molecules or exchangeable cations, which leads to the exclusion of denser phases. Topologically, the zeolite frameworks may thus be thought of as four-connected nets, where each vertex is connected to its four closest neighbours. So far 145 zeolite framework types are known [33], either from the structures of natural minerals or from synthetically produced inorganic materials. In enumerating microporous structures, a number of fruitful approaches have been developed. Some have involved the decomposition of existing structures into their various structural subunits, and then recombining these in such ways as to generate novel frameworks [34–42]. Methods which involve combinatorial, or systematic, searches of phase space have also been successfully deployed [43–45]. Recently, an approach based on mathematical tiling theory has also been reported [46]. It was established that there are exactly 9, 117 and 926 topological types of four-connected uninodal (i.e. containing one topologically distinct type of vertex), binodal and trinodal networks, respectively, derived from simple tilings (tilings with vertex ﬁgures which are tetrahedra), and at least 145 additional uninodal networks derived from quasi-simple tilings (the vertex ﬁgures of which are derived from tetrahedra, but contain double edges). In principle, the tiling approach oﬀers a complete solution to the problem of framework enumeration, although the number of possible nets is inﬁnite. Potentially therefore we may be able to generate an unlimited number of possible zeolitic frameworks. Of these, only a portion is likely to be of interest as having desirable properties, with an even smaller fraction being amenable to synthesis in any given composition. It is this last problem, the feasibility of hypothetical frameworks,



10



C.R.A. Catlow, R.G. Bell, and B. Slater



which is the key question in any analysis of such structures. The answer is not a simple one, since the factors which govern the synthesis of such materials are not fully understood. As discussed earlier, zeolites are metastable materials. Aside from this thermodynamic constraint, the precise identity of the phase or phases formed during hydrothermal synthesis is said to be under ‘kinetic control’, although there is increasing sophistication in targeting certain types of framework using various templating methods, ﬂuoride media and other synthesis parameters [47]. Additionally, certain structural motifs are more likely to be formed within certain compositions, e.g. double 4-rings in germinates, 3-rings in beryllium-containing compounds. A full characterisation of any hypothetical zeolite must therefore include an analysis of framework topology and of the types of building unit present, as well as some estimate of the thermodynamic stability of the framework. Using an appropriate potential model, lattice energy minimisation can, as shown above, provide a very good measure of this stability as well as optimising structures to a high degree of accuracy. In the method adopted by Foster and co-workers [48], networks derived from tiling theory were ﬁrst transformed into ‘virtual zeolites’ of composition SiO2 by placing silicon atoms at the vertices of the nets, and bridging oxygens at the midpoints of connecting edges. The structures were then reﬁned using the geometry-based DLS procedure [49], before ﬁnal optimisation by lattice energy minimisation. Among the 150 or so uninodal structures examined, all 18 known uninodal zeolite frameworks were found. Moreover, most of the unknown frameworks had been described by previous authors; in fact there is a considerable degree of overlap between the sets of uninodal structures generated by diﬀerent methods. Most of the binodal and trinodal structures, however, are completely new. Using simulated lattice energy as an initial measure of feasibility, a number of more interesting structures are illustrated in Fig. 2. The challenge is now to synthesise these structures. 3.3. Modelling mesoporous structures The existence of synthetic materials with ordered mesopores (channels with dimension in the range 20–100 A˚) was ﬁrst reported by scientists at Mobil in 1992 [50,51]. Since then a whole new ﬁeld of material chemistry has developed based on such materials, in a host of compositions, and with a variety of potential applications. Compared to microporous zeolites, however, they present a problem for the computational
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Fig. 2. Illustrations of feasible uninodal zeolite structures generated by tiling theory and modelled using lattice energy minimisation. (Continued on next page.)
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Fig. 2. (Continued)



chemist in that their short-range structure is poorly deﬁned. The pores may be ordered and regular in size and shape, but the pore walls contain material which is crystallographically amorphous. A possible approach to modelling such structures involves taking a bulk amorphous structure obtained from high-temperature molecular dynamic simulations and then excising pores of a particular dimension from them. Periodic boundary conditions are then imposed, dangling bonds saturated with terminal OH groups, and the structure further ‘annealed’ using molecular dynamics prior to minimisation. Examples of such structures are shown in Fig. 3. These structures [52] have the silica composition and vary in the thickness of the pore walls. They were modelled using the Discover program [20] with the cﬀ91_zeo [12] force ﬁeld.
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Fig. 3. Illustrations of two-model mesoporous silica structures with amorphous pore walls.



4. External zeolite surfaces The earlier sections of this chapter have emphasised the utility of static lattice methods in predicting the structure and energetic properties of known and hypothetical structures. Central to the success of this method are the quality of the interatomic potentials, which are able to predict the structure and relative stability of synthetic siliceous aluminosilicate and aluminophosphate structures. We now review how simulation methodologies and force ﬁelds can be used to establish the structure and energies of zeolite external surfaces. Surface science is currently a highly active area, where in particular experimental studies and computer simulation have enjoyed a fruitful, symbiotic relationship. Our understanding of, for example, elementary steps in catalysis has been revolutionised by the rapid increase in computer power coupled with fundamental theoretical developments. Whilst the surface structures of metals, metal oxides and minerals have been widely explored and characterised using AFM and other techniques, few investigators have attempted to use these techniques to probe zeolite surface structure. A similar trend is observed in theoretical literature, where there have been very few attempts to use simulation methods to predict the surface structures of simple and complex zeolites. However, it is increasingly clear that interatomic potential-based methods are capable of predicting the surface structures of these materials and hence of providing the necessary structural information to allow us to begin to understand transport, selectivity and catalysis at the interface between zeolites and other solids, liquids or gases.
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In modelling the surfaces of microporous and other materials, we seek to answer a number of questions such as: (i) What is the surface structure on the atomic scale? (ii) What is the chemical integrity of the surface? (iii) Does the surface geometry resemble that of the bulk? Atomistic simulation methods can provide the answers to these questions. Consider, for example, the large body of work concentrating on inorganic solids and minerals [53]. In zeotypes, technical complications arise because one is not generally dealing with a low symmetry ‘inﬁnite’ framework material, with substantial internal void space. Hence there are many chemically distinct planes that can be cleaved or expressed. In the three-dimensional network of bonds within the zeolite structure, it is not possible to cleave the crystal without breaking an Si–O or Al–O, semi-ionic/semi-covalent bond, in contrast to, for example, calcite (CaCO3), which consists ions. Consequently, when of sub-lattices of Ca2 þ ions and CO2 3 we consider what surface terminations can be expressed on a given growth plane, we ignore the possibility of cleaving through CO2 3 ions. In contrast, given that the framework material must have a ﬁnite and presumably ordered surface structure, one has to consider how many bonds are broken when the surface is created, which is expected to be proportional to the work done. The act of breaking bonds creates under-coordinated sites, and hence we cannot pre-judge what the terminating structure will be because as well as considering the number of bonds that can be broken, the strength of bonds varies considerably. Hence it is necessary to evaluate the bond strength of the material under investigation, where computer simulation is invaluable. Furthermore, the phenomenon of reconstruction, well known in materials such as Si (for example, the Takayangi 7  7 reconstruction on the (111) plane) must also be considered. Another factor that adds to the computational expense and complexity of the atomistic calculation is the number of atoms in the typical zeolite unit cell, which for natural zeolites is 54 for EDI and 576 for LTA (framework atoms only). This point is emphasised by Fig. 4, which shows a comparison of the possible cleavage planes on a CaCO3 ð101 4Þ surface, compared to the ERI material. Clearly, a number of these potential cuts can be eliminated on the grounds of symmetry, but we have to be able to discriminate between the possible terminations using a cost function of some sort. In earlier sections, the utility of interatomic potential methods to describe the
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Fig. 4. (Left) The calcite (101.4) surface, where one termination is expressed. The surface is shown in cross-section, the upper black line signiﬁes the surface mesh, whilst the dashed blue lines indicate possible cleavage planes. (Right) The erionite (001) surface is shown. The possible cleavage planes are signiﬁed by blue lines. Silicon atoms are shown in yellow and oxygen atoms in red.



lattice properties of materials has been emphasised and, as noted, the same basic approach can be used to describe surface properties. And in modelling surfaces, we recall that we can use both 2D- and 3D-periodic methods. To model the stability of surfaces, we can proceed from the Gibbs equation for surface energy, which describes the work done in separating a crystal block:  ¼ ðESurface  nEBulk Þ=A,



ð6Þ



where n is the number of layers, ESurface is the total energy of the slab, EBulk is the lattice energy per unit cell and A is the surface area. The value of  is usually low for low-index faces, and is of the order of 0–2 J/m2 for purely siliceous materials such as quartz [54], with similar values for relaxed purely siliceous zeolite surfaces [55]. Low-energy surfaces are expected to be stable and to be morphologically prevalent, whilst high-energy faces, which are by deﬁnition relatively unstable, are expected to occupy the lowest fraction of the expressed crystal surface area. It should be noted that a negative surface energy indicates that energy can be gained by spontaneous cleavage along a given crystal plane, which may be manifested by cracking of the surface. The surface energy can be used to predict
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the morphology, assuming that the morphological importance is inversely proportional to the surface energy. Using a Wulﬀ plot, a prediction of the crystal morphology can be viewed and compared with experimental samples. This type of approach has proved to be particularly appropriate for ionic minerals, where growth is thought to be nucleation rather than diﬀusion controlled and driven by strong Coulomb forces. A potent use of this method, and validation of its eﬃciency, is in the modelling of the eﬀect of impurities upon morphology of crystallites, a recent successful example being the work of Fleming et al. [56]. Aside from insights into growth rate, atomistic simulation methods have lent themselves to evaluation of the reaction enthalpy of water with the zeolite surface. This reaction is fundamental to the growth of zeolites, since under hydrothermal conditions, the usual synthetic natural environment, water is of course able to react with evolving or ‘stable’ terminating structures. This reaction can be considered by using a Born–Haber cycle. The principle is relatively simple and elegant, and has been described in work by Parker et al. [53] and also in work on quartz by de Leeuw [54]. A particularly lucid account of this methodology is given by Fleming et al. [56]. Recent work by Mistry et al. [57] has shown that contrary to popular belief, not all zeolite surfaces are hydroxyl terminated; indeed, the high-index faces of some zeolites reconstruct to self-passivate the growing surface. The resultant crystal is therefore endowed with hydrophilic character on low-index surfaces where the surface is coated with protons, and hydrophobic on the high-index faces where the sites contain a large number of dangling bonds, where atoms are uncoordinated. This phenomenon is consistent with chemical intuition, where one expects that hydrophilic surfaces formed in the presence of water are morphologically important, whilst hydrophobic surfaces are less stable and therefore less evident. 4.1. Surface structure A key deliverable from the atomistic computer simulation approach is the structure of the microporous surfaces. Experimental studies using AFM and HRTEM have brought Angstrom resolution to the crystal surface and have allowed a unique insight into the surface structures that are characterised by crenellated features. Atomistic computer prediction of zeolite surface structure, in combination with AFM and HRTEM measurements, provides the most reliable evidence of the true surface structure. Whilst structure is of itself important, the most
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revealing details originate from consideration of the evolution of the structure. The fact that the regular crennelated structures occur repeatedly indicates that the structure is fundamental to the crystal growth, and that the growth structures are controlled by basic thermodynamic or kinetic factors; that is, the surface structures certainly do not arise from the random condensation of monomeric species on the surface, giving a continuum of surface structures. Several questions are prompted by these observations. Firstly, what dictates which structures are expressed? Secondly, do they signify any relation between the nature of the species in the solution and the structures evidenced at the surface? Thirdly, are there any unique properties that are manifested due to the expression of surface geometry, which may structurally (due to strong relaxation eﬀects) or chemically unrelated to the bulk (due to expression of, for instance, terminal or geminal hydroxyl groups). An important example of the insight obtainable from computer simulation is the most stable plane of zeolite Y, the (111) surface. In Fig. 5a, the unit cell of zeolite Y is shown orientated parallel (111) to illustrate the possible cleavage planes across the cell. Note that because the structure has a framework nature, there is no reason to presuppose that the surface should be planar. However, one expects that the minimum surface area should be exposed, for the simple reason that this minimises the density of under-coordinated bonds. In Fig. 5b and c, two possible terminations are shown that correspond exactly with those reported by Terasaki and co-workers [58,59]. It is clear that the diﬀerence between the two structures is a double 6-ring unit (D6R), which may suggest that the D6R is required to assemble in solution before reacting with the crystal surface. To answer whether the structures that are observed are long-lived signatures of crystal growth, one can use computer simulation methods to investigate the reaction of potential growth units with the growing surface. Atomistic computer simulation results suggest that a third intermediate structure, formed by adding an S6R to structure 5b is never observed because the D6R unit preforms in solution. This assertion is further supported by detailed work of Agger et al. [60], who showed that the pattern of nucleation observed by AFM can only be explained by a D6R-mediated mechanism (when the material is synthesised under hydrothermal conditions). A similar ﬁnding is obtained for zeolite beta C, a purely siliceous material recently reported by Liu et al. [61]. This material is built from 4-, 5- and 6-rings, and crucially the material contains a double
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Fig. 5. The unit cell of Faujasite is shown in the upper ﬁgure (a). Only the silicon atoms (yellow) and aluminium (atoms) are shown. The blue dashed lines indicate some of the possible cleavage planes parallel to the (111) plane. In the lower ﬁgures, on the left (b) the 6-ring terminated structure is shown, whilst on the right-hand ﬁgure (c), the double 6-ring terminated structure is shown. The surface is shown in cross-section and the grey area indicates the lower bulk-like region of the crystal.



4-ring parallel to the (100) plane. The (100) face is dominant in the morphology, and Ohsuna and Terasaki reported HREM images [61] indicating extremely clear surface structures. Simulations of beta C [62]
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Fig. 6. The (100) face of zeolite beta C in cross-section. Only the silicon atoms are shown. From left to right, the surface is grown by stepwise addition condensation of a single 4-ring to give structure 6b and further addition to give structure 6c. Alternatively, addition of double 4-ring to structure 6a could result in a single-step growth mechanism giving rise to structure 6c. The dark rings highlight the potential growth units.



using the MARVIN code revealed that the three terminations of the (10) surface shown in Fig. 6 have identical surface energy. Terminations 6a and 6c were observed experimentally, whilst termination 6b could not be identiﬁed on the single crystal — a result which prompted an investigation using ab initio methods, of which species are likely to be present in the mother liquor. In recent work [62], we described how a double 4-ring was found to be a stable entity, as was a single 4-ring. The condensation energetics linking these prototypical growth fragments to the growing surface was considered using planewave-based, periodic density functional theory, and a Born–Haber cycle to compute the gas-phase condensation of the growth units with the growth surface (6a). It was found that the reaction of a 4-ring was slightly endothermic, whilst addition of a further 4-ring was exothermic. From this result, we concluded that the reaction was either thermodynamically unfavourable, in which case it may not occur, or the reaction of a second 4-ring proceeded quickly, and hence the intermediate phase was kinetically unfavourable. Conversely, addition of a double four-membered ring was found to be favourable under reaction conditions. In this way, we were able to propose an explanation of the absence of one of the possible terminating structures, which clearly has strong implications for our understanding of the role of oligomeric species or secondary building units in controlling crystal growth mechanisms
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and the growth rate of zeolitic materials. Given, for example, the work of Loiseau et al. [63] and Kirschhok et al. [64], there is an increasing body of evidence which points to the organisation of material in solution to form secondary building units and subsequent deposition onto the crystal surface. It seems contrary to expectation to suppose that similar mechanisms may not be at work in dictating the formation of, for example, zeolite Y. Recent calculations on zeolite L [65] also support this interpretation. More crucially, work on natural zeolites where charge ordering is often a feature, suggests that ordering may well take place in solution [57]. The extent of surface relaxation at zeolite surfaces is very small, where generally, computation suggests that only the terminating atoms undergo any form of relaxation that signiﬁcantly aﬀects the chemical or geometric properties of the material [66]. This observation is supported by both AFM [67–69] and HRTEM [70–72] work, where the observed surface structure geometry is in essence identical to that of the bulk. This result is again consistent with intuition, where one expects that in low-density materials where the forces between atoms are dominated by chemical bonds, and the higher-coordination shells contain a relatively small number of atoms, relaxation will be dominated by the ﬁrst coordination shell. Additionally, it is known that the Si–O–Si angle is ﬂexible, allowing strain induced from cleaving the crystal to be dissipated without causing long-range deformation of the structure, in marked contrast, for example, to the case with ionic oxides, where the surface relaxation is often dramatic, arising from the need to balance long-ranged Coulomb forces between layers. Regarding surface reconstruction, unlike many other materials, evidence is scant, again consistent with the notion that the directionality of covalent bonds leads to a rigid framework that is stable, resulting in little drive to form new surface structures. These highly directional bonds preclude facile rearrangement under thermal agitation and again because of the large distances between atoms, the formation of, for example, charge density waves that could drive a surfacephase transition is presumably less probable than in denser, more ionic materials. However, we note that it is often easy to prepare zeolite phases upon existing zeolites, for example FAU and EMT, where overlayers of EMT are easily induced upon FAU [73]. The stacking faults almost certainly arise from growth units deviating from perfect stacking regimes, forcing overgrowth of a new phase because of the misalignment of the growth units with the surface sub-structure. It is important to distinguish these stacking faults from thermally induced phase transformations.
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For many materials, it turns out that very few terminating structures are thermodynamically stable, the consequence of which has general chemical implications: ﬁrstly, only particular surface structures are observed and often the surface consists of cage-like structures, which may or may not have reactive properties distinct from those of the crystal interior. The second point is that because of the well-deﬁned structure of the crystal, it also has well-deﬁned acidity. This in turn dictates the surface reactivity, and hence one can begin to probe the complex surface chemistry of microporous materials, such as pore-mouth catalysis, using simulation methods. To summarise this section, the examples presented above show that classical simulation methods provide a rigorous and reliable guide to zeolite surface stability. The structural complexity of these materials is such that only atomistic methods are appropriate to discriminate between the multifarious terminating structures with the required degree of accuracy. Moreover, this method allows us to address fundamental steps in the crystal-growth processes and to predict surface morphologies. These studies are only a start. They may even be used to model the inﬂuence of the surface on sorption and reactivity.



5. Summary Static lattice methods employing interatomic potentials are simple, cheap and often very eﬀective ways of modelling the structures and energetics of microporous materials and their surfaces. Moreover, when combined with other approaches — simulated annealing, genetic algorithm optimisation methods or topological approaches — the methods may have real predictive content. And where this class of simulation is applicable, it should always be used ﬁrst, with quantum mechanical methods being, when appropriate, used to reﬁne and extend predictions of the interatomic potential-based simulations.
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Adsorption phenomena in microporous materials B. Smit* Department of Chemical Engineering, Universiteit van Amsterdam, Nieuwe Achtergracht 166, 1018 WV Amsterdam, The Netherlands



1. Introduction In this chapter, the ﬁrst of three examining the application of simulation technique to the study of sorbed molecules in zeolites, we focus on the use of Monte Carlo simulations to study the adsorption in zeolites. We concentrate on those systems for which the conventional molecular simulation techniques, molecular dynamics, and Monte Carlo, are not suﬃciently eﬃcient. In particular, to simulate the adsorption of long-chain hydrocarbons novel Monte Carlo techniques have been developed. Here we discuss conﬁgurational-bias Monte Carlo (CBMC) which has been developed to compute the thermodynamic properties. The use of these methods is illustrated with some examples of technological importance. The fact that the sorption behavior of molecules depends on the details of the structure of a microporous material is the basis of many applications of these materials. Therefore, it is important to have some elementary knowledge on the number of molecules that are adsorbed at a given condition. In fact, many monographs and review articles have been written on these adsorption phenomena [1–3]. Yet, our understanding of the sorption behavior is far from complete. Most experiments yield important macroscopic data, for example, heats of adsorption or adsorption isotherms, from which one can only indirectly extract molecular information on these adsorbed molecules. *E-mail: [email protected]
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Compared to pure component adsorption our knowledge on competitive adsorption in mixtures is very poor. Yet, most applications involves mixtures. As a consequence most of the experimental data on these applications have been analyzed with incomplete data on the number of molecules that are adsorbed. In addition, even if one would have all pure component adsorption data available, the number of mixtures one could form with these pure components is simply too large to handle. Therefore, the probability is very small that the literature gives an answer to a question related to the number of molecules of a particular component that are adsorbed at a given pressure and temperature in a given microporous material. It is therefore important to have reliable theoretical methods that allow us to approximate the sorption behavior. In this review we will illustrate the importance of detailed knowledge of the sorption behavior to understand better the properties of the system. The monograph of Ruthven [1] contains an excellent summary of the experimental techniques to measure adsorption isotherms and theoretical methods to analyze these experimental data. Over the last few years molecular simulation techniques have become an attractive alternative to study the sorption in microporous materials. In this work we focus on the applications of these simulation techniques upon. Therefore, it is important to emphasize that although in the examples the sorption behavior has been studied using molecular simulations, this is however, not essential. Similar results could have been obtained from experiments, but for these types of systems only simulation results are available. Some details on the simulation techniques that are used to study the adsorption of molecules in microporous materials are discussed in the next section. Additional information on the computational aspects of adsorption of molecules in zeolites are given in the review by Fuchs and Cheetham [4] and on diﬀusion aspects in a review by Demontis and Suﬀritti [5].



2. Molecular simulations Several molecular simulation techniques have been used to study the adsorption in zeolites. The earlier studies used Molecular Mechanics to study the conformation or docking of molecules. From a computational point of view such simulations are relatively simple since they only involve the conformation of the molecule with the lowest energy. From a Statistical Thermodynamics point of view such a conformation corresponds to the equilibrium distribution at T ¼ 0 K, where entropy
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eﬀects do not play a role. All applications of zeolites, however, are at elevated temperatures. Simulations at these conditions require the use of molecular dynamics or Monte Carlo techniques. For such simulations one needs to sample many million conﬁgurations, which does require much more CPU time. Because of the CPU requirement most of the systems that have been studied by Monte Carlo techniques and molecular dynamics concern the adsorption of noble gases or methane. Only a few studies of ethane or propane have been published. Only very recently the computers have become suﬃciently powerful to perform molecular dynamics simulations of long-chain alkanes [6,7]. The reason why only small molecules have been studied becomes clear from the work of June et al. [8], in which molecular dynamics was used to investigate the diﬀusion of butane and hexane in the zeolite silicalite. June et al. showed that the diﬀusion of butane from one channel of the zeolite into another channel is very slow compared to diﬀusion of bulk butane. As a consequence many hours of computer time were required to obtain reliable results. In addition, the diﬀusion decreases signiﬁcantly with increasing chain length. The above example illustrates the fundamental problem of molecular dynamics. In a molecular dynamics simulation the approach is to mimic the behavior of the molecules as good as possible. If successful, all properties will be like in nature, including the diﬀusion. If the molecules diﬀuse slowly this will be reﬂected in very long simulation times and in the case of long-chain alkanes these simulation times can only recently be reached. In principle, one can circumvent this intrinsically slow dynamics by using a Monte Carlo technique. In a Monte Carlo simulation one does not have to follow the ‘natural path’ and one can, for example, perform a move in which it is attempted to displace a molecule to a random position in the zeolite. If such a move is accepted, it corresponds to a very large jump in phase space. Again, utilization of such type of ‘unnatural’ Monte Carlo moves turned out to be limited to small molecules as is shown in the next section. 2.1. Monte Carlo simulation of adsorption It may not be obvious why we need eﬃcient Monte Carlo methods to simulate chain molecules. In general, a molecular dynamics approach is much easier to generalize to complex molecules. An example of an experiment that is ‘impossible’ to simulate using molecular dynamics is the computation of an adsorption isotherm.
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Fig. 1. A zeolite in direct contact with a gas, equilibrium is obtained via the diﬀusion of molecules from the gas phase into the zeolite.



Experimentally, one measures, for example, the weight increase of a zeolite sample as a function of the external pressure. In a simulation we can mimic this experimental setup (see Fig. 1); one needs a reservoir that is in open contact with a zeolite. For long-chain hydrocarbons the equilibration in the laboratory may take hours or even several days. It would be very impractical to simulate this experiment with a simulation. Even if one would have the patience to wait several million years before our computer experiment is equilibrated, one has to worry about the zeolite surface and one has to simulate a large reservoir of uninteresting molecules. It is therefore much more convenient to perform a grand-canonical Monte Carlo simulation (see Fig. 2). In such a simulation one imposes the temperature and chemical potential and computes the average number of particles in the (periodically) repeated zeolite crystal. It is important to note that in such a simulation the number of particles is not ﬁxed but varies during the simulation. In such a simulation one therefore has to perform Monte Carlo moves which attempt to add or to remove particles. For small absorbents such as methane or the noble gases, convention grand-canonical Monte Carlo simulations can be applied to calculate the adsorption isotherms in the various zeolites [9–15]. An example of an adsorption isotherm of methane in the zeolite silicalite is shown in Fig. 3. These calculations are based on the model of Goodbody et al. [11]. The agreement with the experimental data is very good, which shows that for these well-characterized systems simulations can give data that are comparable with experiments.
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Fig. 2. Grand-canonical Monte Carlo; a zeolite in indirect contact with a reservoir, which imposes the chemical potential and temperature by exchanging particles and energy.



Fig. 3. Adsorption isotherms of methane in silicalite, showing the amount of methane adsorbed as a function of the external pressure. The black symbols are experimental data (see Ref. [16] for details). The open squares are the results of grand-canonical simulations using the model of Ref. [11].



In these simulations an attempt to insert a molecule is performed by generating a random position in the zeolite. If this position overlaps with one of the zeolite atoms the probability is high that such an attempt is rejected. The success of such a simulation depends on the number of successful attempts to insert a particle. To apply such a simulation for a long-chain alkane, one has to be able to insert such a molecule in a zeolite. In such a simulation one can observe that out of the 1000 attempts to move a methane molecule to a random position in
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the zeolite 999 attempts will be rejected because the methane molecule overlaps with a zeolite atom. If we were to perform a similar move with an ethane molecule, we would need 1000  1000 attempts to have one that was successful. Clearly, this random insertion scheme will break down for any but the smallest alkanes. 2.2. Monte Carlo simulations of chain molecules 2.2.1. Configurational-bias Monte Carlo To make Monte Carlo simulations of long-chain molecules possible the conﬁgurational-bias Monte Carlo (CBMC) technique was developed [17]. The principle idea of the CBMC technique is to grow a molecule atom by atom instead of attempting to insert the entire molecule at random. Figure 4 shows one of the steps in this algorithm. Important to note is that this growing procedure introduces a bias, such that only the most favorable conﬁgurations are being generated. If one were to use the ordinary Metropolis acceptance rule, such a bias in the conﬁgurations of the molecules would lead to an incorrect distribution of conﬁgurations. This bias can be removed exactly by adjusting the acceptance rules [17].



Fig. 4. Schematic drawing of the growing of an alkane in a zeolite in a CBMC move. The octagons represent the atoms of the zeolite and the circles represent the atoms of the alkane. Four atoms have been inserted successfully, and an attempt is made to insert the ﬁfth.
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It is not the purpose of this review to give an extensive discussion on the implementation of this algorithm for the adsorption of linear and branched alkanes in zeolites; details can be found in Refs. [18,19]. Smit and Siepmann estimated that for the adsorption of dodecane in silicalite a CBMC simulation can be up to 10–20 orders of magnitude (!) more eﬃcient than the conventional techniques [20]. 2.2.2. Free-energy calculation In the CBMC algorithm the Rosenbluth scheme is used to generate new conformations of the hydrocarbons. This method can also be used to compute the free energy of chain molecule in a zeolite. At inﬁnite dilution this free energy is related to the Henry coeﬃcient. In this scheme a molecule is grown atom by atom using the algorithm of Rosenbluth and Rosenbluth [21]. During the growing of an atom several trial positions are probed; of each of these positions the energy is calculated, and the one with the lowest energy is selected with the highest probability according to: exp½ui ðjÞ exp½ui ðjÞ , ¼ pi ðjÞ ¼ Pk wðiÞ l¼1 exp½ui ðlÞ where ui (l ) is the energy of atom i at trial position l. When the entire chain is grown, the normalized Rosenbluth factor of the molecule in conﬁguration  can be computed:



WðÞ ¼



l Y



wðiÞ=k:



i¼1



In Ref. [17] it is shown that the average Rosenbluth factor is related to the chemical potential of the molecule: hexpðuÞi ¼ ChWi, where C is a constant deﬁning the reference chemical potential (see Ref. [17] for more details). These free-energy calculations can be used to compute the Henry coeﬃcient. If the external pressures of interest are suﬃciently low, a good estimate of the adsorption isotherm can be obtained from the



32



B. Smit



Henry coeﬃcient KH. Under these conditions, the number of adsorbed molecules per unit volume (a) is proportional to the Henry coeﬃcient and external pressure P: a ¼ KH P: The Henry coeﬃcient is directly related to the excess chemical potential of the adsorbed molecules. To see this, consider the ensemble average of the average density in a porous medium. In the grand-canonical ensemble, this ensemble average is given by   Z 1 N 1 X qðT ÞN V N expðN Þ ¼ dsN exp½UðsN ÞN=V V Q N¼0 N! ¼



1 qðTÞ expðÞ X ðqðTÞVÞN1 exp½ðN  1Þ=ðN  1Þ! Q N¼0



Z 



ds



N1



h



N1



exp  Uðs



iZ dsN exp½UðsN Þ Þ



¼ qðTÞ expðÞhexpðU þ Þi, where U þ is deﬁned as the energy of a test particle and q(T ) is the kinetic contribution to the molecular partition function. In the limit P ! 0, the reservoir can be considered an ideal gas 



 P :  ¼ ln qðTÞ Substitution of this equation gives expðex Þ ¼ hexpðU þ Þi ¼



hN=Vi : P



This gives, for the Henry coeﬃcient, KH ¼  expðex Þ:
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2.3. Intermolecular potentials In the previous section simulation techniques are discussed that allow us to compute adsorption isotherms. The input of such a simulation is the intermolecular potentials. Most simulations start with the assumption of Kisilev and co-workers [22] that the zeolite crystal is rigid. The atomic positions can be taken from the X-ray diﬀraction. For most structures the atomic data are published on the Web [23]. From a computational point of view the use of a rigid zeolite is very attractive. Since the zeolite atoms do not participate in the simulation, the total number of atoms for which the force has to be computed is reduced signiﬁcantly. In addition, the potential energy at a given point inside the zeolite can be calculated a priori. If this is done for points on a grid, the potential energy at an arbitrary point can be estimated from interpolation during the simulations [24,25]. With such an interpolation scheme a gain in cpu-time of one to two orders of magnitude can be gained. In some studies the importance of a ﬂexible zeolite structure is emphasized [26,27]. It can be expected that framework ﬂexibility can be of importance for the modeling of the diﬀusion of the molecules, since a ﬂexible framework may reduce the diﬀusion barriers. Since these barriers correspond to positions in which the molecules have a relatively high energy and therefore do not contribute much to the equilibrium properties, it can be expected that the assumption of a rigid zeolite lattice is less severe for these properties. Important to note is that the adsorption of molecules may induce structural transitions of the zeolite lattice [28]. Some zeolites can be synthesized in the all-silica form. In practice, however, the none all-silica zeolites are very important. For example, zeolites are made catalytically active by substitution of trivalent aluminum for tetravalent silicon into the framework. This introduces chemical disorder which has to be taken into account in the simulations. If we assume an all-silica structure and consider the adsorption of nonpolar molecules, for example alkanes, it is reasonable to assume that the alkane–zeolite interactions are dominated by dispersive forces, which are described with a Lennard-Jones potential  Uðrij Þ ¼



4"ij ½ðij =rij Þ12  ðij =rij Þ6  0



rij  Rc , rij > Rc



34



B. Smit



where rij is the distance between atoms i and j, " is the energy parameter,  is the size parameter, and Rc is the cut-oﬀ radius of the potential. The contribution of the atoms beyond the cut-oﬀ to the total energy is estimated using the usual tail corrections [29]. Since the size as well as the polarizability of the Si-atoms are much smaller than those of the O-atoms of the zeolite, one can assume that the contributions of these Si-atoms can be accounted for by using eﬀective interactions with the O-atoms. In many studies the adsorbed molecules are modeled as united atoms, for example, in case of an alkane the CH4, CH3, and CH2 groups are considered a single interaction center. Despite the simpliﬁcation these models do very well in reproducing the thermodynamic data of liquid hydrocarbons [30]. Also here one has to keep in mind that such a model has its limitations. For example, it is well known that a united atom model of an alkane cannot reproduce the experimental crystal structure. Details on the parameters of the various models can be found in Ref. [19]. With the above assumption the zeolite–alkane interactions are reduced to ﬁnding the optimal Lennard-Jones parameters between the oxygen of the zeolite and the united atoms of the alkane. Because of this assumption it is very diﬃcult to use, for example, quantum chemical calculations to systematically develop methods to compute interaction parameters. The assumption that are being made are very speciﬁc for zeolites and therefore diﬃcult to transfer methods that have been developed to generate interaction parameters to these systems. Therefore, most models are obtained by ﬁtting to some experimental data [16]. For zeolites that contain aluminum two additional aspects have to be addressed. One aspect is the position of the aluminum atoms in the zeolite framework and the counterions to compensate for the charge deﬁcit. The question where the aluminum positions are in a certain zeolite has been addressed by many researchers, but is far from being solved. It is beyond the scope of this review to give a detailed discussion on the various methods that are employed to determine the location of the Al atoms. Three approaches appear in the literature. To assume that the net positive charge is distributed over all T-sites, i.e. no distinction between Si and Al atom is made but both are considered as a single T-site. For some zeolites and for some speciﬁc Si/Al, the position of the Al atoms can be obtained from the crystal structure. Finally, theoretical methods have been developed to assign the Al atoms using semiempirical rules (see Ref. [31] for more details). The exact location of the Al atoms has important consequences for the preferred
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location of the cations. It is reasonable to assume that, unless the temperature is very high, the cations prefer to be close to the Al atoms. Therefore, important information on the location of the Al atoms is also contained in the location of the cations. Mellot-Draznieks et al. [32] studied the cation distribution in NaX faujasite using a model in which the charge was uniformly distributed of the T-sites [33] with a method in which an explicit distinction between the Al and Si sites was made. The conclusion of this study was that the uniform distribution gave a reasonable prediction of the location of the cations, but to obtain a correct location of the sodium ions in the supercages a more detailed model was required. The presence of the counterions implies for adsorption studies that additional intermolecular potentials have to be introduced to take into account the interactions of the adsorbed molecules with these ions and the ions with the zeolite framework [34].



3. Adsorption isotherms From a practical point of view it is important to have information on the number of molecules adsorbed in the pores of the zeolite as a function of the gas pressure. Here we illustrate how molecular simulation can give us some molecular insights in some special features of these adsorption isotherms. 3.1. Pure components Most of the simulation studies investigate the energetics, siting, or diﬀusion of the adsorbed molecules and only a few results on the simulation of isotherms have been reported. An overview on the pure component adsorption that has been studied using molecular simulation has been compiled by Fuchs and Cheetham [4]. The early work on the simulation of adsorption isotherms was focused on small molecules such as noble gases or methane (see Fig. 3 for a typical example) [9,10,12,14,35–37] or mixtures of these gases [13,15,36]. At low pressures the adsorption can be computed from the Henry coeﬃcient. For example, Maginn et al. [38] and Smit and Siepmann [20,25] used the approach described in the previous section to compute the Henry coeﬃcients of linear alkanes adsorbed in the zeolite silicalite. Since the Henry coeﬃcient is calculated at inﬁnite dilution, there are no intramolecular alkane–alkane interactions. In Fig. 5 the Henry coeﬃcients of the n-alkanes in silicalite as calculated by Smit
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Fig. 5. Henry coeﬃcients KH of n-alkanes in the zeolite silicalite as a function of the number of carbon atoms Nc, as calculated by Maginn et al. [38] and Smit and Siepmann [25].



and Siepmann are compared with those of Maginn et al. If we take into account that the models considered by Maginn et al. and Smit and Siepmann are slightly diﬀerent, the results of these two independent studies are in very good agreement. Knowledge on the adsorption of pure components in zeolites is not only of practical importance but also of scientiﬁc interest since steps or kinks in the adsorption curve may signal transitions occurring in the pores of the zeolite. A typical example of this behavior is the adsorption of methane in AlPO4-5 (AFI). Experimentally, one can ﬁnd two steps in the adsorption isotherm at T ¼ 77 K [39]. One step at a loading of approximately four molecules per unit cell and another step at a loading of six molecules per unit cell. These steps are also found via molecular simulations [40,41]. Simulations predict that these steps should disappear if the temperature is raised above T ¼ 100 K, suggesting a phase transition to occur in the pores of the zeolite. The adsorption isotherms of branched alkanes in silicalite also show a step for a given number of molecules per unit cell (see Fig. 6). Such a step is not observed for the linear isomers. For these branched molecules the steps are explained in terms of a preferential siting of these molecules at the intersections of the linear and zig-zag channels. Figure 6 shows that for isobutane a plateau is formed for four molecules per unit cell. There are four intersections per unit cell and the branched alkanes ﬁrst adsorb at these sites. Once all intersections are occupied, the next atom has to adsorb in between two intersections. Since these sites are less favorable for the bulky branched molecules, this requires much higher pressure before these other sites are occupied.
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Fig. 6. Sorption isotherms for normal and isobutane at 300 K. Comparison of CBMC simulations with experiments. The data are taken from Ref. [42].



Figure 6 also shows a comparison of simulated and experimental adsorption isotherms of linear and branched alkanes in the zeolite silicalite. The simulations give a nearly quantitative description of the experimental adsorption isotherms. Also for other alkanes in silicalite a similar agreement has been obtained [19]; the simulations reproduce all qualitative features found in the experiments. The good agreement of the simulated adsorption isotherms of the linear and branched hydrocarbons with the experimental ones is an encouraging result. Experimental adsorption isotherms are not readily available for a given zeolite at a given condition. These results show that one can get a reasonable estimate from a molecular simulation. However, it is important to point out that most simulations have been performed for silicalite for which the potentials have been developed as well. Unfortunately, there are not many experimental adsorption isotherms of other all-silica zeolites. It is therefore not known how accurate these simulations extrapolate to other zeolites. At this point it is important to mention that these simulations use a rigid zeolite lattice. To see the limitation of this assumption, let us consider the transition, which is observed in the adsorption of benzene or xylene isomers in silicalite [43–45]. Olsen et al. [43] observed a step in the adsorption isotherm for p-xylene at 70 C, a plateau at a loading of four molecules per unit cell with a saturation at six molecules per unit cell (see Fig. 7). van Koningsveld showed that four molecules per unit cell in a structural transition of the zeolite framework from the ortho to the para structure occur [44].
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Fig. 7. Comparison of the simulated (open symbols) and experimental adsorption isotherms of p-xylene in silicalite. The simulation use the para and ortho structure of silicalite, and the simulation results are taken from Ref. [46]. The experimental data are taken from Ref. [43].



From a molecular simulation point of view this is a very challenging system to study. Most simulation studies use a rigid zeolite structure. For molecules that do not have a tight ﬁt in the zeolite framework, this appears to be a good assumption. In the case of aromatics in silicalite the ﬁt is very tight and can even induce a phase transition. The diﬀerences between the ortho and the para structure of silicalite are relatively small, yet these small diﬀerences result in very diﬀerent adsorption behavior. Snurr et al. [46] have computed the adsorption isotherms of p-xylene in both the ortho and the para structure of silicalite (see Fig. 7). For both the ortho and the para structure a simple Langmuir isotherm is observed. The maximum loading for the ortho and the para structure was four and eight molecules per unit cell, respectively. Comparison with the experimental data shows that the jump in the adsorption isotherm is consistent with a change in the structure. A similar behavior phase transition was observed for the adsorption of benzene in silicalite [47]. For this system, however, the agreement between experiments and the simulations of Snurr et al. was good at high temperatures but less satisfactory at low temperatures. This discrepancy motivated Clark and Snurr [48] to study the adsorption of benzene in silicalite in detail. Their study showed that the adsorption isotherms of benzene are very sensitive for small changes in the structure of the zeolite. Also these calculations were performed with a rigid zeolite and one would expect that the zeolite structure would ‘respond’ to the presence of these molecules. Clark and Snurr point out
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that this requires simulation with a model of a zeolite with accurate ﬂexible lattice potentials. 3.2. Mixtures Most experimental techniques to determine adsorption isotherms are based on measuring the weight increase of the zeolite due to the adsorption of molecules. For a pure component this directly relates to the number of adsorbed molecules, but for a mixture additional experiments are required to analyze the composition of the adsorbed molecules. As a consequence far less experimental data on mixtures are available. From a practical point of view the separation of xylene isomers using zeolites is an important system. Lachet et al. [49,50] used molecular simulations to study the eﬀect of cations on the adsorption selectivity. The simulations showed a reversal of the selectivity if Na þ is exchanged by K þ . The diﬀerences in selectivity are related to a combination of diﬀerences in size and location of the cations which results in a completely diﬀerent adsorption behavior. For the mixtures of small hydrocarbons, adsorption isotherms have been obtained by Dunne et al. [51] and Abdul-Rehman [52]. These mixture isotherms can be reproduced using molecular simulations [53,54]. For these small molecules the observed adsorption behavior is consistent with the theoretical calculations of Talbot [55], in which it is shown that for a mixture of molecules, because of entropic reasons, the smallest component at suﬃciently high pressures absorbs better than the bigger components. For mixtures of linear and branched alkanes the situation is more complex. For example, Vlugt et al. [19] have shown that for a mixture of n-hexane and 3-methyl pentane in silicalite n-hexane is preferentially adsorbed at suﬃciently high pressures (see Fig. 8). More complex mixture of linear, mono- and di-branched hydrocarbons have been studied by Calero et al. [56]. These simulations show that, due to conﬁgurational entropy eﬀects, in a mixture of mono- and di-branched isomers at suﬃciently high pressure the mono-branched isomers are preferentially adsorbed in silicalite.



4. Applications In this section we illustrate the use of adsorption data to explain some experimental observations in zeolites. The interesting aspect is that at
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Fig. 8. Conﬁgurational-bias Monte Carlo simulations of the adsorption isotherms of n-hexane and 2-methyl pentane at T ¼ 300 K [19]. The lines are ﬁts to the dual-site Langmuir isotherm model.



ﬁrst sight it may not be obvious that the explanation is related to adsorption phenomena. 4.1. Permeation through membranes A description of the permeation through membranes requires the knowledge of the ﬂuxes as a function of the concentration of the molecules. Krishna and Wesselingh [57] have shown that the ﬂuxes can be described using the Maxwell–Stefan equation, which relates the ﬂuxes to the diﬀusion coeﬃcients and the gradient of the chemical potential. This relation tells us that we need to know the chemical potential as a function of the loading of the molecules in a zeolite. To be more precise one needs to know the loading of each individual
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component. For pure components there are not many experimental adsorption isotherms, for mixtures it is even worse. Therefore, most estimations of the permeation are based on experimental Henry coeﬃcients of the pure components. These Henry coeﬃcients show the ‘expected’ temperature dependence, and therefore any anomalous behavior is often attributed to a dependence of the diﬀusion coeﬃcients on temperature or pressure. To compute the Maxwell–Stefan diﬀusion coeﬃcient or Darkencorrected diﬀusion coeﬃcient, from the experimentally measured ﬂuxes (or Fick diﬀusion coeﬃcient), one has to convert a gradient in the concentration to a gradient in the chemical potential. To be able to make this conversion one has to know the adsorption isotherms. For a normal Langmuir isotherm an increase of the chemical potential (or pressure) results in an increase in the concentration inside the pores of the zeolite. However, if one approaches maximum loading an increase in the pressure hardly increases the loading, which results in a large Darken correction. In the previous section, we have seen that the adsorption isotherm of benzene in silicalite (at 30 C) shows a step at four molecules per unit cell. Such a step has consequences for the diﬀusion since a large thermodynamic (Darken) correction can also be expected at the plateau of the adsorption isotherm. This results in a nonmonotonic dependence of the Fick diﬀusion coeﬃcient as a function of the loading [58]. The Maxwell–Stefan diﬀusion coeﬃcient is nearly independent of the loading. The practical importance of this result is that if the adsorption isotherm of the system is known, a much better estimation of the (Fick) diﬀusion coeﬃcient as a function of loading can be made. For some of the pure components the adsorption isotherms have been determined experimentally. For mixtures, however, far less is known. It would therefore be interesting to investigate how well one can approximate the mixture isotherm using pure component data. In Fig. 8 the pure component isotherms and a mixture isotherm for a mixture of linear and branded isomers are shown. At low pressures the adsorption isotherm is simply the sum of the pure component isotherms. At elevated pressures, however, one observed that the branched alkane is expelled from the zeolite. Also here such a nonmonotonic dependence of the adsorption of the components as a function of the pressure has its consequences for the diﬀusion. For the permeation through a membrane of the mixture of these components, thermodynamic contributions to the diﬀusivity results in an enhancement of the selectivity by a factor of 20 compared to what one can predict on the basis of the pure components. In fact, these observations indicate that such
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Fig. 9. Eﬀect of temperature and pressure on selectivity or ﬂuxes of the membrane. In the top ﬁgure the experimental data are taken from Ref. [60] and in the bottom ﬁgure from Ref. [62] and the CBMC simulations from Ref. [61].



mixture eﬀects can be used for a novel concept to separate mixtures of hydrocarbons [59]. In Fig. 9 the temperature and pressure dependence of the selectivity of a zeolite membrane is shown. Funke et al. [60] found a sharp decrease of the selectivity when the temperature was increased above 380 K. The comparison with the simulation results, as obtained from the adsorption isotherms [61], show that this temperature dependence can be explained in terms of diﬀerences in adsorption. A similar explanation exists for the eﬀect of pressure as observed by Gump et al. [62]. The maximum in the selectivity can be related to loading [61], which can be obtained from molecular simulations. 4.2. Compensation effect in zeolite catalysis Haag [63] was among the ﬁrst to realize the importance of understanding the adsorption behavior for the interpretation of catalytic
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data. A famous example is the ‘compensation eﬀect’. The reaction rate constants of the cracking of n-paraﬃns as a function of carbon number show a higher activation energy which is compensated by an increase of the exponential factor. However, detailed calculations on the reaction mechanism do not support an increase of the activation energy for longer carbon chains. Haag showed that the kinetic data were analyzed using the gas-phase concentration and did not take into account diﬀerences in adsorption, i.e. at a given pressure the number of adsorbed molecules in the pores depends on the carbon number. Haag showed that if the kinetic data are corrected for these diﬀerences in number of adsorbed molecules, he obtained a constant activation energy. The ideas of Haag were used by Maesen and co-workers [64,65] to explain shape selectivity of hydroconversion reactions in zeolites. Maesen and co-workers computed the free energy of various reaction intermediates in the pores of the zeolite. It is argued that those intermediates with the lowest free energy are preferentially formed in the pores of the zeolite. Whereas for the large-pore zeolites the zeolite structure has little inﬂuence on the thermodynamics, for the small pore zeolite pronounced eﬀects are observed. An important aspect is that some of these reaction intermediates are favored because they have a structure that is commensurate with the zeolite. Some intermediates form inside the pores of a zeolite but are too bulky to diﬀuse out of the zeolite. Yet, the products that originate from such intermediates can be observed in the product distribution. Figure 10 shows the contribution of the free energy for various reaction intermediates of a hydroconversion reaction of n-decane. In a large-pore zeolite (FAU) all reaction intermediates can form and the zeolite contributes little to the relative free energies of formation. In a small-pore zeolite (TON), however, comparison of the various free energies of formation shows that in TON the formation of the large tri- and di-branched intermediates are suppressed. The zeolite MFI and MEL are very similar, yet there is a marked diﬀerence in the free energy of formation of 2,4-dimethyloctane and 4,4-dimethyloctane. Schenk et al. argue that these diﬀerences explain the diﬀerences in the experimental product distribution. In the approach of Maesen and co-workers it is assumed that the shape selectivity is determined by the ‘stable’ reaction intermediates. In fact, they assume that the Polanyi–Bronsted principle holds. This implies that for a given reaction where there are competing paths to various stable reaction intermediates, if a particular reaction intermediate is favored, the zeolite lowers its free energy of formation. The
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Fig. 10. The Gibbs free energy of formation of hydrocarbons relative to decane in the zeolites FAU, TON, MFI, and MEL as obtained from CBMC simulations [65].



Polanyi–Bronsted principle implies that a similar shift of the free energy of the transition state associated with this particular path can be expected. This approach will therefore fail, if in a particular competing reaction path the free energy of the corresponding transition state does not follow the same trend as its product. The speciﬁc eﬀects of conﬁnement on the transition state has been studied by Macedonia and Maginn [66]. In this work the free energy of a transition state in a zeolite is computed assuming that this free energy is dominated by ‘classical’ interactions, i.e. this free energy is dominated by steric eﬀects rather than electronic eﬀects.
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5. Concluding remarks In this review the focus has been on the use of modern simulation techniques to compute adsorption isotherms. It is shown that for hydrocarbons in zeolite good results can be obtained. However, most of the force ﬁelds used in these studies have been developed for the zeolite silicalite. For this zeolite ample experimental data is available. It remains to be seen whether the results extrapolate equally well to other zeolites. Linear and branched paraﬃns ﬁt loosely in the channels of silicalite. Small errors in the potential related to the parameters of the potential, the positions of the zeolite atoms, or the assumption of a rigid zeolite lattice can be compensated by the use of eﬀective potentials. For tight-ﬁtting molecules, such as the aromatics, such an eﬀective potential is far less successful. Hence, for such systems it is essential to further investigate the role of lattice vibrations on the adsorption. This, however, requires accurate potentials for the zeolite–zeolite interactions. Despite the fact that the simulations do not give a perfect prediction of the experimental adsorption isotherms and that in applications the zeolites are often far from perfect crystals, these simulation methods do allow us to obtain a reasonable estimate whether for a given application for a given zeolite whose components are adsorbed. Knowledge on the adsorption is often necessary to interpret experimental data for many applications. Here, we have used the permeation through zeolite membrane and shape selectivity as a typical example in which a detailed understanding of the sorption behavior is essential to correctly interpret the experimental results. Acknowledgements The author gratefully acknowledges grants from the Netherlands Organization for Scientiﬁc Research (NWO-CW).
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1. Introduction This chapter continues the exploration of the properties of sorbed molecules in zeolites by examining recent eﬀorts to model their dynamics with either atomistic methods or lattice models. We discuss the assumptions underlying modern atomistic and lattice approaches, and detail the techniques and applications of modeling both rapid dynamics and activated diﬀusion. We summarize the major ﬁndings discovered over the last several years, and enumerate future needs for the frontier of modeling dynamics in zeolites. With a rich variety of interesting properties and industrial applications [1–3], and with over 100 zeolite framework topologies [4–6] synthetically available — each with its own range of compositions — zeolites oﬀer size, shape, and electrostatically selective adsorption [7], diﬀusion [8,9], and reaction [7] up to remarkably high temperatures. *The majority of this chapter has previously been published in: J. Ka¨rger, S. Vasenkov, and S. M. Auerbach, ‘‘Diﬀusion in Zeolites’’ in Handbook of Zeolite Science and Technology, edited by S. M. Auerbach, K. A. Carrado and P. K. Dutta, pp. 341–422, Marcel Dekker, Inc., New York, 2003. Reprinted by courtesy of Marcel Dekker, Inc. **E-mail: [email protected] ***E-mail: [email protected]



50



S.M. Auerbach, F. Jousse, and D.P. Vercauteren



The impressive selectivities produced by these materials result from strong guest–zeolite interactions; however, these same interactions can severely retard the eventual permeation of desired products from zeolites. This has led to growing interest in modeling the transport of molecules in zeolites, to seek an optimal balance between high selectivity and high ﬂux by identifying the fundamental interaction parameters that determine these key properties. In this review, we describe recent eﬀorts using atomistic methods and lattice models to simulate the dynamics of sorbed molecules in zeolites. Practical applications of zeolites are typically run under steadystate conditions, making the relevant transport coeﬃcient the Fickian diﬀusivity or other related permeability coeﬃcient. However, modeling such steady-state transport through zeolites with atomistic models is challenging, prompting many researchers instead to simulate selfdiﬀusion, which is the stochastic motion of tagged particles at equilibrium. Although self-diﬀusivities for molecular liquids over a wide temperature range typically fall in the range of 109–108 m2 s1, self-diﬀusivities for molecules in zeolites cover a much larger range, from 1019 m2 s1 for benzene in Ca–Y [10] to 108 m2 s1 for methane in silicalite-1 [11]. Such a wide range oﬀers the possibility that diﬀusion in zeolites, probed by both experiment and simulation, can provide an important characterization tool complementary to diﬀraction, NMR, IR, etc., because diﬀusive trajectories of molecules in zeolites sample all relevant regions of the guest–zeolite potential energy surface. Below we assess the accuracy with which modern dynamics simulations can predict self-diﬀusivities of molecules in zeolites, and discuss the insights gained from such simulations regarding guest–zeolite structure. The wide range of diﬀusional timescales encountered by molecules in zeolites presents unique challenges to the modeler, requiring that various simulation tools, each with its own range of applicability, be brought to bear on modeling dynamics in zeolites. In particular, when transport is relatively rapid, the molecular dynamics technique can be used to simulate both the temperature and loading dependencies of self-diﬀusion [12,13]. On the other hand, when molecular motion is relatively slow because free-energy barriers separating sorption sites are large compared to thermal energies, transition-state theory and related methods must be used to simulate the temperature dependence of siteto-site jump rate constants. In this regime, kinetic Monte Carlo and mean-ﬁeld theory (MFT) can then be used to model the loading dependence of activated diﬀusion in zeolites [14,15]. In this review we describe the techniques and applications of these methods, focusing on
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how the interplay between guest–zeolite adhesion and guest–guest cohesion controls diﬀusion in zeolites. The goal of most diﬀusion simulations is to predict the temperature and loading dependencies of self-diﬀusion in various zeolites with diﬀerent framework topologies, and over a range of Si:Al ratios. One generally expects self-diﬀusivities to exhibit an Arrhenius temperature dependence, with the apparent activation energy controlled by migration through bottlenecks such as narrow channels or cage windows. In addition, one typically observes that self-diﬀusivities decrease linearly with loading as site blocking decreases the number of successful jump attempts. While these ideas provide useful rules of thumb, we see below that guest–zeolite systems provide many fascinating examples that break these long-honored rules. We also ﬁnd below that with modern tools of theory and simulation, researchers have produced remarkably useful insights and accurate predictions regarding the dynamics of sorbed molecules in zeolites.



2. Atomistic dynamics in zeolites The goals of simulating molecular dynamics in zeolites with atomistic detail are two-fold: to predict the transport coeﬃcients of adsorbed molecules, and to elucidate the mechanisms of intracrystalline diﬀusion. Below we discuss the basic assumptions and force ﬁelds underlying such simulations, as well as the dynamics methods used to model both rapid and activated motion through zeolites. 2.1. Basic model and force fields 2.1.1. Zeolite model Ordered models. Modeling the dynamics of sorbates in zeolites requires an adequate representation of the zeolite sorbent. Zeolites are crystalline materials, which tremendously simpliﬁes the modeler’s task as compared to the task of modeling amorphous or disordered microporous materials such as silica gels or activated carbons. Zeolite framework structures are well known from many crystallographic studies and easily accessible from reference material such as Meier and Olson’s Atlas of Zeolite Structure Types [4], commercial [5], or internet databases [6]. Moreover, the typical size of a zeolite crystallite is 1–100 mm, that is, much larger than the length scale probed by atomistic molecular dynamics simulations. Size eﬀects therefore can
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often be neglected except for single-ﬁle systems [16], and an adequate modeling of the sorbent is obtained with only a few unit cells included in the simulation cell, with periodic boundary conditions to represent the crystallite’s extent. However, a zeolite structure presents some heterogeneities at the atomistic scale: the arrangement of Si and Al atoms in the structure (or Al and P for AlPO4’s) usually does not present any long-ranged ordering; and in the general case, extra-framework cations also occupy crystallographic positions without full occupancy or longrange ordering. The simplest way to tackle this problem is to ignore it completely; indeed, a good 80% of all molecular dynamics (MD) studies of guest dynamics in zeolites published since 1997 concern aluminum-free, cation-free, defect-free all-silica zeolite analogs rather than zeolites. These structures sometimes exist, such as silicalite-1, silicalite-2, and ZDDAY, the respective analogs of ZSM-5 (structure MFI), ZSM-11 (structure MEL), and Na–Y (structure FAU). However, the siliceous analogs sometimes do not exist but in the modeler’s view, such as LTL, the analog of the cation-containing zeolite L. Nevertheless, these models can be very useful for studying the inﬂuence of zeolite structure or topology on an adsorbate’s dynamics, irrespective of the cations [17], or to determine exactly, by comparison, the cations’ inﬂuence [18,19]. Furthermore, some zeolites of industrial interest such as ZSM-5 present high Si:Al ratios, so that their protonated forms have very few protons per unit cell. Heink et al. have shown, for example, that the Si:Al ratio of ZSM-5 has very little inﬂuence on hydrocarbon diﬀusivity [20]. In these cases, it is safe to assume that studying diﬀusion in a completely siliceous zeolite analog will display most characteristics of the diﬀusion in the protonated form. This assumption simpliﬁes several factors of the simulation and of the subsequent analysis: fewer parameters for the guest–zeolite interaction potential are needed, the system does not present any heterogeneity, and electrostatic interactions can be neglected when using adequate van der Waals interaction parameters, therefore decreasing the computational cost of a force evaluation. Charge distributions. There are many cases where such a simpliﬁed representation is inadequate: in particular, exchangeable cations create an intense local electric ﬁeld (amounting to 3 V A˚1 next to a Ca2 þ cation in Na–A, according to induced IR measurements) [21] so that, unless the cation is inaccessible to the sorbate, one cannot neglect its Coulombic interaction with an adsorbed molecule. The number of cations in the frame depends on the Si:Al ratio: each Al atom brings one



Dynamics of sorbed molecules in zeolites



53



negative charge to be compensated by the adequate number of monoor multivalent cations. Hence the Si:Al ratio strongly inﬂuences the adsorptive properties of zeolites, so much that a change in the amount of Al brings a change in nomenclature: for example, FAU-type zeolites are denoted zeolite X for Si:Al1.5. Many groups have investigated the distribution of Al and Si atoms in zeolites, to determine whether there is any local arrangement of these atoms [22–27]. Since X-ray crystallography does not distinguish Si from Al, this is necessarily determined from indirect techniques such as Si or Al NMR. Lo¨wenstein’s rule forbids any Al–O–Al bonds, which brings perfect ordering for Si:Al ¼ 1, such as in Na–A. In most other cases, no local ordering has been found in the studies mentioned above. An exception is zeolite EMT, where rich Si and Al phases have been found from crystallographic measurements, when synthesized using crown ethers as templates [28]. In zeolite L, aluminum atoms preferentially occupy T1 rather than T2 sites, as found out by neutron crystallography [29]. In the absence of local ordering, a common modeling procedure involves neglecting the local inhomogeneity of the Si:Al distribution, and replacing all Al or Si by an average tetrahedral atom T, which is exactly what is observed crystallographically. The Si:Al ratio then is reﬂected by the average charge of this T atom, the charges on framework oxygen atoms, and by the number of charge-compensating cations. This T-site model has been used in many recent modeling studies, and performs very well for reproducing adsorptive properties of zeolites [30,31]. Indeed, few studies of guest adsorption in zeolites consider explicit Al and Si atoms [32–34]. The most important inhomogeneity inside cation-containing zeolites comes from the cation distribution. Indeed, except for very special values of the Si:Al ratio, the possible cation sites are not completely or symmetrically ﬁlled, and crystallographic measurements give only average occupancies. A common procedure is to use a simpliﬁed model, with just the right Si:Al ratio that allows complete occupancy of the most probable cation sites and no cations in other sites. This has been used, e.g., by Santikary and Yashonath in their modeling of diﬀusion in zeolite Na–A: instead of Si:Al ¼ 1, they used a model Na–A with Si:Al ¼ 2, thus allowing complete occupancy of cation site I, which gives cubic symmetry of the framework [35]. Similarly, Auerbach and co-workers used a model zeolite Na–Y with Si:Al ¼ 2 in a series of studies on benzene diﬀusion, so that the model would contain just the right number of Na cations to ﬁll sites I0 and II, thereby giving tetrahedral symmetry [18,36,37]. In studying Na–X, which typically
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involves Si:Al ¼ 1.2, they used Si:Al ¼ 1 so that Na(III) would also be ﬁlled [18]. This type of procedure is generally used to level oﬀ inhomogeneities that complicate the analysis. It is instructive to observe the eﬀect of the Si:Al ratio of FAU-type zeotites on the behavior of benzene diﬀusion, as determined from modeling [18,36,38]. For very high Si:Al ratios no cations are accessible to sorbed benzene, which only feels a weak interaction with the framework, and hence diﬀuses over shallow energetic barriers. These reach only 10 kJ mol1 between the supercage sites and window sites, where benzene adsorbs in the plane of the 12 T-atom ring (12R) window separating two adjacent supercages [38]. As the Si:Al ratio decreases toward Na–Y, cation sites II begin to ﬁll in as indicated in Fig. 1. These Na(II) cations at tetrahedral supercage positions create strong local adsorption sites for benzene (the SII site), while the window site remains unchanged. As a consequence, the energetic barrier to diﬀusion increases to ca. 40 kJ mol1 [36]. The spread in measured activation energies for benzene in Na–Y, as shown in Fig. 1, reﬂects both intracage and cage-to-cage dynamics [39], because both NMR relaxation data (intracage) and diﬀusion data (cage-to-cage) are shown. When the Si:Al ratio further decreases toward Na–X, the windows are occupied by strongly adsorbing site III cations. As a consequence, the window site is replaced by a strong SIII site where benzene is facially coordinated to the site III cation, so that transport is controlled by smaller energy barriers reaching only about 15 kJ mol1 [18]. Figure 1 (top and middle) schematically presents this behavior, while on the bottom part we compare the expected behavior of the activation energy (full line) as a function of Si:Al ratio to the available experimental observations (points). The correlation between simulation and experiments is qualitatively reasonable considering the spread of experimental data. Figure 1 shows the success of using a particular Si:Al ratio to simplify the computation, and furthermore shows that adding cations in the structure does not necessarily result in an increase of the diﬀusion activation energy. Despite the success of treating disordered charge distributions as being ordered, Chen et al. have suggested that electrostatic traps created by disordered Al and cation distributions can signiﬁcantly diminish self-diﬀusivities from their values for corresponding ordered systems [48]. In addition, when modeling the dynamics of exchangeable cations [49] or molecules in acidic zeolites [34], it may be important to develop more sophisticated zeolite models which completely sample Al and Si heterogeneity, as well as the possible cation distributions. For example, Newsam and co-workers proposed an iterative strategy allowing the placement of exchangeable cations inside a negatively
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charged framework [50], implemented within MSI’s Cerius2 modeling environment. In addition, we have constructed a model zeolite H–Y (Si:Al ¼ 2.43) by randomly placing aluminum atoms in the frame, and distributing protons using the following three rules: (i) protons are linked to an oxygen close to an Al atom; (ii) no two hydroxyl groups can be linked to the same silicon atom; (iii) no proton can be closer than 4.0 A˚ from another [34]. Although these rules do not completely determine the proton positions, we found that several diﬀerent proton distributions were broadly equivalent as far as sorption of benzene is
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concerned. It is clear from the above examples that the real issue in modeling the dynamics of sorbed molecules in zeolites comes from the interaction potentials, also known as force ﬁelds when computed from empirical functional forms. Before discussing these force ﬁelds in the context of dynamics, however, we examine a hot topic among scientist in the ﬁeld: whether framework vibrations inﬂuence the dynamics of guest molecules in zeolites. Framework flexibility. This question has long remained an open one, but many recent studies have made systematic comparisons between ﬁxed and ﬂexible lattice simulations, based on several examples: methane and light hydrocarbons in silicalite-l [51–55], methane in cation-free LTA [56], Lennard-Jones adsorbates in Na–A [35] and in Na–Y [57], benzene and propylene in MCM-22 [58], benzene in Na–Y [59–61], and methane in AlPO4-5 [62]. In cation-free zeolites, these recent studies have found that diﬀusivities are virtually unchanged when including lattice vibrations. Fritzsche et al. [56] explained earlier discrepancies on methane in cation-free LTA zeolite by pointing out that inappropriate comparisons were made between rigid and ﬂexible framework studies. In particular, the rigid studies used crystallographic coordinates for the framework atoms, while the force ﬁeld used to represent the framework vibrations gave a larger mean window size than that in the rigid case, thereby resulting in larger diﬀusivities in the ﬂexible framework. By comparing with a model-rigid LTA minimized using the same force ﬁeld, they found almost no inﬂuence on the diﬀusion coeﬃcient. Similarly, Demontis et al. have studied the diﬀusion of methane in silicalite-1, with rigid and ﬂexible frameworks [53]. They conclude that the framework vibrations do not inﬂuence the diﬀusion coeﬃcient, although they aﬀect local dynamical properties such as the damping of the velocity autocorrelation function. Following these ﬁndings, numerous recent diﬀusion studies of guest hydrocarbons or Lennard-Jones adsorbates in cation-free zeolites keep the framework rigid [17,63–71]. There are, however, some counter examples in cation-free zeolites. In a recent MD study of benzene and propylene in MCM-22 zeolite, Sastre, Catlow, and Corma found diﬀerences between the diﬀusion coeﬃcients calculated in the rigid and ﬂexible framework cases [58]. Bouyermaouen and Bellemans also observe notable differences for i-butane diﬀusion in silicalite-1 [55]. Snurr, Bell, and Theodorou used TST to calculate benzene jump rates in a rigid model of silicalite-1 [72], ﬁnding diﬀusivities that are one to two orders of magnitude smaller than experimental values. Forester and Smith
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subsequently applied TST to benzene in ﬂexible silicalite-1 [73], ﬁnding essentially quantitative agreement with experiment, thus demonstrating the importance of including framework ﬂexibility when modeling tight-ﬁtting guest–zeolite systems. Strong framework ﬂexibility eﬀects might also be expected for molecules in cation-containing zeolites, where cation vibrations strongly couple to the adsorbate’s motions, and where diﬀusion is mostly an activated process. However, where a comparison between ﬂexible and ﬁxed framework calculations has been performed, surprisingly little inﬂuence has been found. This has been shown by Santikary and Yashonath for the diﬀusion of Lennard-Jones adsorbates of varying size in Na–A. They found a notable diﬀerence on the adsorbate density distribution and external frequencies, but not on diﬀusion coeﬃcients [35]. Mosell et al. found that the potential of mean force for the diﬀusion of benzene in Na–Y remains essentially unchanged when framework vibrations are included [59]. Jousse et al. also found that the site-to-site jump probabilities for benzene in Na–Y do not change when including framework ﬂexibility, in spite of very strong coupling between benzene’s external vibrations and the Na(II) cation [61]. The reasons behind this behavior remain unclear, and it is also doubtful whether these ﬁndings can be extended to other systems. Nevertheless, the direct examination of the inﬂuence of zeolite vibrations on guest dynamics suggests the following: a strong inﬂuence on local static and dynamical properties of the guest, such as lowfrequency spectra, correlation functions, and density distributions; a strong inﬂuence on the activated diﬀusion of tight-ﬁtting guest–zeolite systems; but a small inﬂuence on diﬀusion of smaller molecules such as unbranched alkanes. The preceding discussion on framework ﬂexibility, and its impact on molecular dynamics, has the merit of pointing out the two important aspects for modeling zeolites: structural and dynamical. On the structural side, the zeolite cation distribution, channel diameters, and window sizes must be well represented. On the dynamical side, for tight-ﬁtting host–guest systems, the framework vibrations must allow for an accurate treatment of the activation energy for molecular jumps through ﬂexing channels and/or windows. Existing zeolite framework force ﬁelds are numerous and take many diﬀerent forms, but they are generally designed for only one of these purposes. It is beyond the scope of this chapter to review zeolite framework force ﬁelds [13], which are also discussed in Chapter 1; we simply wish to emphasize that one should be very cautious in choosing the appropriate force ﬁeld designed for the properties to be studied.
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2.1.2. Guest–zeolite force fields The guest-framework force ﬁeld is the most important ingredient for atomistic dynamical models of sorbed molecules in zeolites. Force ﬁelds for guest–zeolite interactions are at least as diverse as those for the zeolite framework: even more so, in fact, as most studies of guest molecules involve a reparameterization of potential energy functions to reproduce some typical thermodynamical property of the system, such as adsorption energies or adsorption isotherms. Since force ﬁelds are but an analytical approximation of the real potential energy surface, it is essential that the underlying physics is correctly captured by the analytical form. Every researcher working in the ﬁeld has an opinion on what the correct form should be; therefore the following discussion must necessarily remain subjective, and we refer the reader to the original articles to sample diﬀerent opinions. Physical contributions to the interaction energy between host and guest are numerous: most important are the short-range dispersive and repulsive interactions, and the electrostatic multipolar and inductive interactions. Nicholson and co-workers developed precise potentials for the adsorption of rare gases in silicalite-1, including high-order dispersive terms [74], and have shown that all terms contribute signiﬁcantly to the potential energy surface [75], the largest contributions coming from the two- and three-body dispersion terms. Cohen de Lara and co-workers developed and applied a potential function including inductive terms for the adsorption of diatomic homonuclear molecules in A-type zeolites [76,77]. Here also the induction term makes a large contribution to the total interaction energy. A general force ﬁeld would have to account for all these diﬀerent contributions, but most force ﬁelds completely neglect these terms for the sake of simplicity. Simpliﬁed expressions include only a dispersive–repulsive short-ranged potential, often represented by a Lennard-Jones 6–12 or a Buckingham 6-exp. potential, possibly combined with electrostatic interactions between partial charges on the zeolite and guest atoms, according to:
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In general, the parameters A and B are determined by some type of combination rule from ‘atomic’ parameters, and adjusted to reproduce equilibrium properties such as adsorption energies or adsorption isotherms. It is unlikely, however, that such a potential is transferable
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between diﬀerent guest molecules or zeolite structures. As such, the ﬁrst step of any study utilizing such a simple force ﬁeld on a new type of host or guest should be the computation of some reference experimental data, such as the heat of adsorption, and eventually the reparametrization of force-ﬁeld terms. Indeed, general-purpose force ﬁelds such as CVFF do not generally give adequate results for adsorption in zeolites [78,79]. The simpliﬁcation of the force ﬁeld terms can proceed further: in all-silica zeolite analogs with small channels, the electric ﬁeld does not vary much across the channel and as a consequence the Coulombic term in Eq. (1) can often be neglected. This is of course not true for cation-containing zeolites, where the cations create an intense and local electric ﬁeld that generally gives rise to strong adsorption sites. Since evaluating electrostatic energies is so computationally demanding, neglecting such terms allows for much longer dynamics simulations. Another common simpliﬁcation is to represent CH2 and CH3 groups in saturated hydrocarbons as united atoms with their own eﬀective potentials. These are very frequently used to model hydrocarbons in all-silica zeolites [56,64,65,67,80]. There is, however, active debate in the literature whether such a simpliﬁed model can account for enough properties of adsorbed hydrocarbons [81–83]. The standard method for evaluating Coulombic energies in guest– zeolite systems is the Ewald method [84,85], which scales as n ln n with increasing number of atoms n. In 1987, Greengard and Rokhlin [86] presented the alternative ‘Fast Multipole Method’ (FMM) which only scales as n, and therefore oﬀers the possibility of simulating larger systems. In general, FMM only competes with the Ewald method for systems with many thousand atoms [87], and therefore is of little use in zeolitic systems where the simulation cell can usually be reduced to a few hundreds or a few thousand atoms. However, in the special case where the zeolite lattice is kept rigid, most of the terms in FMM can be precomputed and stored; in this case we have shown that FMM becomes faster than Ewald summation for benzene in Na–Y [37]. This section would not be complete without mentioning the possibility of performing atomistic simulations in zeolites without force ﬁelds [88], using ab initio molecular dynamics (AIMD) [89,90]. Following the original work of Car and Parrinello, most such studies use density functional theory and planewave basis sets [91]. This technique has been applied recently to adsorbate dynamics in zeolites [92–100]. Beside the obvious interest of being free of systematic errors due to the force ﬁeld, this technique also allows the direct study of
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zeolite catalytic activity [92–94]. However, AIMD remains so time consuming that a dynamical simulation of a zeolite unit cell with an adsorbed guest only reaches a few picoseconds at most. This timescale is too short to follow diﬀusion in zeolites, so that current simulations are mostly limited to studying vibrational behavior [92–97]. Similarly, catalytic activity is limited to reactions with activation energies on the order of thermal energies [92,94,98]. However, the potential of AIMD to simulate transport coeﬃcients has been demonstrated for simpler systems [101,102], and will likely extend to guest–zeolite systems in the near future as computers and algorithms improve. 2.2. Equilibrium molecular dynamics Since the ﬁrst application of equilibrium MD to guest molecules adsorbed in zeolites in 1986 [103], the subject has attracted growing interest [13,15]. Indeed, MD simulations provide an invaluable tool for studying the dynamical behavior of adsorbed molecules over times ranging from picoseconds to nanoseconds, thus correlating atomistic interactions to experiments that probe molecular dynamics, including: solid-state NMR, pulsed ﬁeld gradient NMR (PFG NMR), inelastic neutron spectroscopy (INS), quasi-elastic neutron scattering (QENS), IR, and Raman spectroscopy. Molecular dynamics of guest molecules in zeolites is conceptually no diﬀerent from MD simulations of any other nanosized system. Classical MD involves numerically integrating classical equations of motion for a many-body system. For example, when using Cartesian coordinates, one can integrate Newton’s second law: Fi ¼ miai where mi is the mass of the ith particle, ai ¼ d2ri/dt2 is its acceleration, and Fi ¼ rriV is the force on particle i. The crucial inputs to MD are the initial positions and velocities of all particles, as well as the system potential energy function V(r1, r2, . . . , rn). The output of MD is the dynamical trajectory [ri(t), vi(t)] for each particle. All modern techniques arising in the ﬁeld can be applied to the simulation of zeolites, including multiple timescale techniques, thermostats, and constraints. The interested reader is referred to textbooks on the method [85,104], and to modern reviews [105,106]. In this section we shall describe only those aspects of MD that are especially pertinent to molecules in zeolites. A comprehensive review on MD of guest molecules in zeolites was published in 1997 by Demontis and Suﬀritti [13]. Because the review by Demontis and Suﬀritti discusses virtually all applications of the method up to 1996, we will limit our examples to the most recent MD studies.
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2.2.1. Parameters and ensembles Parameters. Equilibrium MD is generally composed of two stages: an equilibration run, allowing the system to relax to equilibrium, and a production run, during which data are gathered for later analysis. Typically, the equilibration is initiated from some initial conﬁguration of the adsorbate (randomly chosen or from an energy minimum) with initial velocities assigned from a Maxwell–Boltzmann distribution. The duration required to reach equilibrium depends on the relaxation time of the system: in general larger systems presenting strong correlations, e.g. at high loading, require much longer equilibration times than do smaller systems. For example, Gergidis and Theodorou have used equilibration times ranging from 0.5 to 2 ns for low to high loading of mixtures of methane and n-butane in silicalite-1 [70]. Other groups, however, used much shorter equilibration runs: Clark et al. [64] or Schuring et al. [67] used equilibration runs of 50–125 ps for long alkanes in silicalite-1, while Sastre and co-workers, who used a much more complex and computationally demanding force ﬁeld with a ﬂexible framework, limited the equilibration runs to 25 ps [58,82,83]. Schrimpf et al. have directly studied the relaxation of adsorbed xenon and one-center methane in a model Na–Y, using nonequilibrium molecular dynamics [57]. We have recently investigated the relaxation of benzene in Na–Y at inﬁnite dilution [61]. Both these studies show that relaxation is inﬂuenced by framework vibrations, lateral interactions between guest molecules and coupling with the internal degrees of freedom. However, in all cases relaxation remains quite fast, decaying exponentially with a time constant of ca. 5 ps for benzene at 100 K [61], 11 ps for methane, and 25 ps for xenon at 300 K. The equilibration run is generally performed in the canonical ensemble to achieve a desired temperature [13], since the dynamics is not monitored, any method of temperature control can be used. Equilibrium MD calculations are mostly performed to generate trajectories for studying adsorbate self-diﬀusion. Special care should be taken to ensure that the trajectories are indeed long enough to compute a statistically converged self-diﬀusion coeﬃcient. We estimate that the current-limiting diﬀusivity, below which adsorbate motion is too slow for equilibrium MD, is around Dmin  5  1010 m2 s1, obtained by supposing that a molecule travels over 10 unit cells of 10 A˚ during a 20 ns MD run. This value of Dmin is higher than most measured diﬀusivities in cation-containing zeolites [8], explaining why so many MD studies focus on hydrocarbons in all-silica zeolite analogs. Even then, the simpliﬁcations discussed above are required in order to
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perform MD runs of several nanoseconds in a manageable time: simple Lennard-Jones force ﬁelds on united atom interaction centers without Coulombic interactions, bond constraints on C–C bonds allowing for longer time steps, and the use of ﬁxed frameworks. Ensembles. A ﬂexible zeolite framework typically provides an excellent thermostat for the sorbate molecules. The framework temperature exhibits minimal variations around its average value, while the sorbate energy ﬂuctuates in a way consistent with the canonical ensemble. This is valid either for a microcanonical (NVE ) ensemble run, or a canonical (NVT) ensemble run involving mild coupling to an external thermostat. We caution that coupling the system too strongly to an external bath will almost surely contaminate the actual sorbate dynamics. The problem is clearly more complex when the zeolite framework is kept rigid. Ideally, one should run the dynamics in the canonical ensemble, with just the right-coupling constant to reproduce the ﬂuctuations arising from a ﬂexible framework. When these ﬂuctuations are unknown, however, it is not obvious whether a canonical or microcanonical run is better. In the NVE ensemble, the sorbate does not exchange energy with a bath, which may lead to incorrect energy statistics. This is particularly true at low loading, but may remain true for higher loadings as well. Indeed, in a direct study of the kinetic energy relaxation of Lennard-Jones particles in Na–Y, Schrimpf et al. found that the thermalization due to interactions with the framework is considerably faster than the thermalization due to mutual interactions between the adsorbates [57]. Therefore, it is probably better to run the dynamics in the NVT ensemble, with suﬃciently weak coupling to an external thermostat to leave the dynamics uncontaminated. On the other hand, we have shown that for nonrigid benzene in Na–Y, there is very rapid energy redistribution from translational kinetic energy into benzene’s internal vibrational degrees of freedom [61], which proceeds on a timescale comparable to the thermalization due to interactions with the ﬂexible frame. This suggests that for suﬃciently large, ﬂexible guest molecules, the transport behavior can be adequately modeled in the NVE ensemble even at inﬁnite dilution. Although this section focuses on equilibrium MD, we note growing interest in performing nonequilibrium MD (NEMD) simulations on guest–zeolite systems. As an aside, we note that MD experts would classify thermostated MD, and any non-Newtonian MD for that matter, as NEMD [107,108]. We shall be much more restrictive and limit the nonequilibrium behavior to studies involving an explicit gradient along the system, resulting in a net ﬂow of particles. This is
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especially interesting in zeolite science, because most applications of zeolites are run under nonequilibrium conditions, and also because of recent progress in the synthesis of continuous zeolite membranes [109,110]. In this case we seek the Fickian or ‘transport’ diﬀusivity, deﬁned by Fick’s law: J ¼ Dr, where J is the net particle ﬂux, D is the transport diﬀusivity, and r is the local concentration gradient. These concepts are discussed more thoroughly in Section 3.3.2; here we only wish to discuss ensembles relevant to this NEMD. A seminal study was reported in 1993 by Maginn, Bell, and Theodorou, reporting NEMD calculations of methane-transport diﬀusion through silicalite-1 [111]. They applied gradient-relaxation MD as well as color-ﬁeld MD, simulating the equilibration of a macroscopic concentration gradient and the steady-state ﬂow driven by an external ﬁeld, respectively. They found that the color-ﬁeld MD technique provides a more reliable method for simulating the linear response regime. Since then, NEMD methods in the grand canonical ensemble have been reported. Of particular interest is the ‘dual control volume grand canonical molecular dynamics’ (DCV-GCMD) method, presented by Heﬀelﬁnger and van Swol [112]. In this approach the system is divided into three parts, a central and two boundary regions. In the central region, regular molecular dynamics is performed, while in the boundary regions creation and annihilation of molecules are allowed to equilibrate the system with a given chemical potential, following the grand canonical Monte Carlo procedure. This or similar methods have been applied to the simulation of ﬂuid-like behavior in slit pores of very small dimensions (down to a few ) [113–118]. At the time of this writing, however, no such simulation has been applied to Fickian diﬀusion in structured zeolite pores, presumably because it would depend on details of zeolite crystallite surface structure. Nonetheless, this is likely to be an important area of future research. 2.2.2. Data analyses Most equilibrium MD studies aim to determine the self-diﬀusion coeﬃcient of the adsorbed molecules within the zeolite pores. The self-diﬀusivity is deﬁned by Einstein’s relation:
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that is, it is proportional to the long-time limiting slope of the meansquare displacement (MSD). This expression assumes that for t !1, the guest diﬀusion becomes Fickian, so that the MSD becomes linear with t. This is valid whenever the motions of the adsorbates are not too strongly correlated. An extreme case of correlation between molecular motions is single-ﬁle diﬀusion, where molecules diﬀusing in unidirectional narrow channels must necessarily diﬀuse all together or not at all. This type of behavior has recently been experimentally observed for the diﬀusion of tetraﬂuoromethane in AlPO4-5 [119,120]. In that case, correlations extend to inﬁnity and the behavior of the MSD as a function of t at long time depends on the boundaries of the model pﬃﬃ [121]: linear for open boundaries, plateau for closed boundaries, and t for an inﬁnite system. Although MD becomes ineﬃcient for modeling-activated diﬀusion, MD can provide useful information about such transport when barriers are comparable to kBT. In this case, MD can be used to deﬁne a coarsegrained model of diﬀusion [122,123]. This coarse graining requires two inputs: the lattice of sites on which diﬀusion takes place, and the kinetic law governing the motions between those sites. The analysis of MD trajectories as a jump diﬀusion process allows one to determine the adsorption sites, by monitoring the positions of maximum probability of the adsorbate during the dynamics [123], as well as the details of the kinetic law. It has generally been found that residence time distributions follow a simple exponential dependence, characteristic of random site-to-site jumps. In Fig. 2, we present such a residence time distribution for the example of benzene diﬀusing in zeolite LTL, clearly showing this signature. These observations support the usual 2
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Fig. 2. Cage residence time distribution of benzene in zeolite LTL showing agreement with Poisson statistics, computed from a 1-ns molecular dynamics simulation at 800 K with a single benzene molecule in the simulation cell.
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assumption of Poisson dynamics, central to many lattice models of guest diﬀusion in zeolites (see Section 3.1). However, one often ﬁnds correlations between jumps that complicate the coarse-grained representation of diﬀusion [123–125]. Jump diﬀusion analyses of MD are particularly useful for comparing with quasi-elastic neutron scattering (QENS) experiments. QENS experiments measure the scattering function F(Q, !), which is the space-time Fourier transform of the van Hove correlation function: N   1 X ðr þ ri ðtÞ  ri ð0ÞÞ Gðr, tÞ ¼ N i¼1



ð3Þ



For an adsorbate containing hydrogen atoms, the largest part of the incoherent scattering comes from these atoms [126]. A model of their microscopic motions is required to determine the mobility of the adsorbed molecule [127]. MD simulations can be used to provide a direct analysis of the microscopic motions, and therefore to guide the interpretation of experiments. For example, Gaub et al. derived a simpliﬁed analytical formula for the van Hove correlation function of an adsorbate diﬀusing in a periodic zeolite structure [63]. Recently, Gergidis, Jobic, and Theodorou analyzed QENS experiments of mixtures of methane and butane in silicalite-1 using a jump diﬀusion model, with the distribution of jumps extracted from their MD simulations [80]. When kBT is comparable to or greater than barriers between sites, the self-diﬀusion coeﬃcient can also be determined from the velocity autocorrelation function, according to: 1 Ds ¼ 3
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where v(t) indicates the instantaneous velocity of the adsorbate’s center-of-mass. This equation shows that the self-diﬀusion coeﬃcient is proportional to the the zero-frequency component of the power spectrum G(!) of the adsorbed molecule: 1 Gð!Þ ¼ 2pc
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This spectrum, as well as spectra coming from other correlation functions, give particularly useful information about structure and dynamics, thereby providing additional ways to assess the validity of force ﬁelds used in dynamics simulations [79]. The interested reader is referred to classical textbooks on MD simulations for more details on obtaining these spectra [85,104]. Some recent applications include the computation of low-frequency IR and Raman spectra of cationicexchanged EMT zeolites by Bougeard et al. [128], and our study of the external vibrations and rotations of benzene adsorbed in faujasite, with comparison to inelastic neutron scattering experiments [79]. 2.2.3. Recent applications Dynamics of hydrocarbons in silicalite-1 and 10R zeolites. Zeolite ZSM-5 is used in petroleum cracking, which explains the early interest in modeling the diﬀusion of alkanes in silicalite-1, the all-silica analog of ZSM-5 [51–53,122,129–131]. This early work has been reviewed by Demontis and Suﬀritti in 1997 [13], and therefore we only wish to outline recent studies. As pointed out earlier, the relatively rapid diﬀusivity of alkanes in the channels of all-silica zeolites, at room temperature or above, makes these systems perfect candidates for MD simulations. In general, very good agreement is found between MD self-diﬀusivities and those of microscopic types of experiments, such as PFG NMR or QENS. Figure 3 gives an example of this agreement, for methane and butane in silicalite-1 at 300 K (MD data slightly spread for clarity). This good agreement, in spite of the crudeness of the potentials used, shows that the diﬀusivity of light alkanes in silicalite-1 depends on the force ﬁeld properly representing the host–guest steric interactions, i.e. on the size and topology of the pores. Recognizing this, many recent studies focus on comparing diﬀusion coeﬃcients for diﬀerent alkanes in many diﬀerent zeolite topologies, in an eﬀort to rationalize diﬀerent observed catalytic behaviors. Jousse et al. studied the diﬀusion of butene isomers at inﬁnite dilution in 10R zeolites with various topologies: TON, MTT, MEL, MFI, FER, and HEU. They observed in all cases except for the structure TON, that trans-2-butene diﬀuses more rapidly than all other isomers [132]. Webb and Grest studied the diﬀusion of linear decanes and n-methylnonanes in seven 10R zeolites: AEL, EUO, FER, MEL, MFI, MTT, and TON [17]. For MEL, MTT, and MFI, they observe that the self-diﬀusion coeﬃcient decreases monotonically as the branch position is moved toward the center (and the isomer becomes bulkier), while for the four other structures, Ds presents a minimum for another
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Fig. 3. Self-diﬀusion isotherms of methane and butane in silicalite-1 at 300 K, from PFG NMR, QENS, and MD simulations, showing good agreement with the (1) loading dependence predicted by mean ﬁeld theory. Crosses are NMR data from Caro et al. [11] for methane and Heink et al. [20] for butane, while the star shows QENS butane data from Jobic et al. [134]. In all cases, error bars represent an estimated 50% uncertainty. Letters are MD results (slightly spread for clarity): a–1 for methane and m–s for butane, from the following references: (a) June et al. [129], (b) Demontis et al. [51], (c) Catlow et al. [52], (e) Goodbody et al. [131], (f) Demontis et al. [53], (g) Nicholas et al. [135], (h) Smirnov [54], (i) Jost et al. [71], (j) Ermoshin and Engel [136], (k) Schuring et al. [67], (l) Gergidis and Theodorou [70], (m) June et al. [122], (n) Herna´ndez and Catlow [137], (o) Maginn et al. [138], (p) Bouyermaouen and Bellemans [55], (q) Goodbody et al. [131], (r) Gergidis and Theodorou [70], and (s) Schuring et al. [67].



branch position, suggesting that product shape selectivity might play some role in determining the zeolite selectivity. More recently, Webb et al. studied linear and branched alkanes in the range n ¼ 7–30 in TON, EUO, and MFL [68]. Again they observe lattice eﬀects for branched molecules, where Ds presents a minimum as a function of branch position dependent upon the structure. They note also some ‘resonant diﬀusion eﬀect’ as a function of carbon number, noted earlier by Runnebaum and Maginn [133]: the diﬀusivity becomes a periodic function of carbon number, due to the preferential localization of molecules along one channel and their increased diﬀusion in this channel. Schuring et al. studied the diﬀusion of C1 to C12 in MFI, MOR, FER, and TON for diﬀerent loadings [67]. They also ﬁnd some indication of a resonant diﬀusion mechanism as a function of chain length. Their study also indicates that the diﬀusion of branched alkanes is signiﬁcantly slower than that of their linear counterparts, but only



68



S.M. Auerbach, F. Jousse, and D.P. Vercauteren



for structures with small pores where there is a tight ﬁt between the adsorbates and the pores. Another current direction of research concerns the diﬀusion of mixtures of adsorbates. Although the currently preferred atomistic simulation method applied to the adsorption of mixtures is grand canonical Monte Carlo [139–143], MD simulations are also used to determine how the dynamics of one component aﬀects the diﬀusion of the other [70,71,80,144]. Sholl and Fichthorn investigated how a binary mixture of adsorbates diﬀuses in unidirectional pores [144], ﬁnding a dual mode of diﬀusion for certain mixtures, wherein one component undergoes normal unidirectional diﬀusion while the other performs single-ﬁle diﬀusion. Jost et al. studied the diﬀusion of mixtures of methane and xenon in silicalite-1 [71]. They ﬁnd that the diﬀusivity of methane decreases strongly as the loading of Xe increases, while the diﬀusivity of Xe is nearly independent of the loading of methane, which they attribute to the larger mass and heat of adsorption of Xe. On the other hand, Gergidis and Theodorou in their study of mixtures of methane and n-butane in silicalite-1 [70], found that the diﬀusivity of both molecules decreases monotonically with increasing loading of the other. Both groups report good agreement with PFG NMR [71] and QENS experiments [80].



Single-file diffusion. Single-ﬁle diﬀusion designates the particular collective motion of particles diﬀusing along a one-dimensional channel, and unable to pass each other. As already mentioned, in that case the long-time motions of the particles are completely correlated, so that the limit of the MSD depends on the boundaries of the system. Exact treatments using lattice models show that the MSD has three limiting dependencies with time [121,145]: plateau for ﬁxed boundaries, pﬃﬃ linear with t for periodic boundaries or open boundaries [16], and t for inﬁnite pore length. Experimental evidence for the existence of single-ﬁle behavior in unidimensional zeolites [119,120,146,147] has prompted renewed interest in the subject during the last few years [16,65,66,148–152]. In particular, several molecular dynamics simulations of more or less realistic single-ﬁle systemspﬃﬃhave been performed, in order to determine whether the single-ﬁle t regime is not an artifact of the simple lattice model on which it is based [65,66,69,150,151]. Since the long-time motions of the particles in the MD simulations are necessarily correlated, great care must be taken to adequately consider the system boundaries. In particular, when using periodic boundary conditions, the system size along the channel axis
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must be suﬃciently large to avoid the linear behavior due to the diﬀusion of the complete set of molecules. Hahn and Ka¨rger studied the diﬀusion of Lennard-Jones particles along a straight tube in three cases: (i) without external forces acting on the particles from the tube, (ii) with random forces, and (iii) with a periodic potential from the tube [151]. They ﬁnd for the no-force case that the MSD is proportional to t, whereas for random forces and a pﬃﬃ periodic potential it is proportional to t, in agreement with the random walk model. Keﬀer et al. performed MD simulations of Lennard-Jones methane and ethane in an atomistic model of AlPO4-5 [150]. The methane molecules, which are able to pass each other, display undirectional but otherwise normal diﬀusion with the MSD linear with t; while ethane molecules, which have a smaller probability to pass each pﬃﬃother, display single-ﬁle behavior with an MSD proportional to t. For longer times, however, the nonzero probability to pass each other destroys the single-ﬁle behavior for ethane. Similar behavior was found by Tepper et al. [69]. Sholl and co-workers investigated the diﬀusion of Lennard-Jones particles in a model AlPO4-5 [65,66,152], and found that diﬀusion along the pores can occur via concerted diﬀusion of weakly bound molecular clusters, composed of several adsorbates. These clusters can jump with much smaller activation energies than pﬃﬃ that of a single molecule. However, the MSD retains its single-ﬁle t signature because all the adsorbates in a ﬁle do not collapse to form a single supramolecular cluster. These MD simulations of unidirectional and single-ﬁle systems pﬃﬃ conﬁrm the lattice gas prediction, that the MSD is proportional to t. They also show that whenever a certain crossing probability exists, this single-ﬁle behavior disappears at long times, to be replaced by normal diﬀusion. Similar ‘anomalous’ diﬀusion regimes, with the MSD proportional to t at long times and to ta with aC8) in FAUtype zeolites, which are dominated by window-to-window jumps rather than by cage-to-cage jumps [64]. Saravanan and Auerbach have also shown that k is given by k ¼ k1P1 where P1 is the probability of occupying a window site between adjacent cages, k1 is the total rate of leaving a window site, and is the transmission coeﬃcient for cage-to-cage motion [195]. This theory provides a picture of cage-to-cage motion involving transition-state theory (k1P1) with dynamical corrections ( ). Saravanan and Auerbach have found that P1 increases with loading when cage sites are more stable than window sites, that k1 decreases with loading in all cases, and that the balance between k1 and P1 controls the loading dependence of self-diﬀusion. Below we discuss applications of this theory to benzene in FAU-type zeolites [203,227]. 3.3.2. Fickian versus Maxwell–Stefan theory Two theoretical formulations exist for modeling nonequilibrium diﬀusion, hereafter denoted ‘transport diﬀusion’, which ultimately arises from a chemical potential gradient or similar driving force [8,9]. The formulation developed by Fick involves linear response theory relating macroscopic particle ﬂows to concentration gradients, according to J ¼ Dr, where J is the net particle ﬂux through a surface S, D is the transport diﬀusivity, and r is the local concentration gradient perpendicular to the surface S [155]. While this perspective is conceptually simple, it breaks down qualitatively in remarkably simple cases, such as a closed system consisting of a liquid in contact with its equilibrium vapor. In this case, Fick’s law would predict a nonzero macroscopic ﬂux; none exists because the chemical potential gradient vanishes at equilibrium. Fick’s law can be generalized to treat very simple multicomponent systems [16,200,242,244–246], such as codiﬀusion and counter-diﬀusion of identical, tagged particles. Despite these shortcomings, Fick’s law remains the most natural formulation for transport diﬀusion through Langmuirian lattice models
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of zeolite–guest systems. These involve regular lattices of identical sorption sites where guest–guest interactions are ignored, except for exclusion of multiple-site occupancy. Such model systems exhibit Langmuir adsorption isotherms, and give single-component transport diﬀusivities that are independent of loading [247]. Moreover, for such systems the equation J ¼ Dr is exact for all concentration gradients, i.e. all higher-order terms beyond linear response theory cancel. Nelson and Auerbach exploit this fact in their lattice model studies of counterpermeation through anisotropic [200] and single-ﬁle nanoporous membranes [16], described above in Section 3.2.4. Another formulation of transport diﬀusion was developed by Onsager, and begins with the equation J ¼ Lr, where L is the so-called Onsager coeﬃcient and r is a local chemical potential gradient at the surface S [8,111]. To make contact with other diﬀusion theories, the Onsager coeﬃcient is written in terms of the so-called corrected diﬀusivity, Dc, according to L ¼ Dc/kBT, where  is the local intracrystalline loading at the surface S. Clearly this formulation does not suﬀer from the qualitative shortcomings of Fick’s law, and can be properly generalized for complex multicomponent systems [248]. The corrected diﬀusivity depends strongly upon loading for Langmuirian systems, where jump diﬀusion holds, but depends very weakly on loading for more ﬂuid-like diﬀusion systems [111], making the Onsager formulation more natural for weakly binding zeolite–guest systems. The relationship between the Fickian and corrected diﬀusivities is often called the Darken equation, given by [8]:   @ln f , D ¼ Dc @ln  T



ð17Þ



where f is the fugacity of the external ﬂuid phase. Other versions of the Darken equation often appear, e.g. where Dc is replaced with Ds, the self-diﬀusivity. 3.3.3. Recent applications Finite loadings. MFT has been used to explore how site connectivity inﬂuences spatial correlations [197], how site energetics control loading dependencies [204], and how system size controls tracer-exchange residence times [243], as discussed above in the context of comparable KMC simulations. Saravanan et al. applied MFT in conjunction with
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the parabolic jump model to obtain analytical expressions for the cage-to-cage rate constant k, as a function of chemical potential and temperature for the speciﬁc example of benzene in FAU-type zeolites [203,227]. Saravanan et al. considered two levels of guest–guest interaction: (1) site blocking alone and (ii) site blocking with nearestneighbor guest–guest attractions. In what follows, the window and cation sites for benzene in FAU-type zeolites are denoted sites 1 and 2, respectively. In this site-blocking model, there are only four fundamental rate constants in the problem, {ki !j}, where i, j ¼ 1, 2. For example, the rate constant k2 !1 is the fundamental rate constant for jumping from a cation site to a window site (see Fig. 4). In the limit where cation sites are very stable compared to window sites, which models benzene in Na–Y, the MFT equations reduce to [195]:   3 2 k1!1 2 þ 1 k2!1 for  < k ﬃ 2 2  3 k1!2 3   3  2 2 k1!1 ﬃ 3ð1  Þ for  > :  3



ð18Þ



These MFT formulas agree well with the results of KMC simulations using input rates calculated for benzene in Na–Y [223]. For T 
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