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Abstract Formal verification of real time programs, where variables can change values at every time step, is difficult due to the analyses of loops with time lags. In this paper, we propose a constraint programming model together with a global constraint and a filtering algorithm, for computing over-approximation of real-time streams. The global constraint handles the loop analyses by providing an interval over-approximation of the loop invariant. We apply our method to the FAUST language, a language for processing real-time audio streams. Experiments show that our approach provides accurate results in short times. Keywords Constraint Modeling · Global Constraint · Block-Diagrams · Verification



1 Introduction Constraint programing (CP) [24] offers a set of efficient methods for modeling and solving combinatorial problems. One of its key ingredients is the propagation mechanism, which reduces the search space by over-approximating the solution set. For continuous constraints [5, 8], propagation is defined in a generic way on a given constraint language, usually containing equalities, E. Monfroy · C. Truchet TASC (CNRS), LS2N - UMR 6004, Universit´ e de Nantes, France, E-mail: {eric.monfroy,charlotte.truchet}@univ-nantes.fr A. Bart TASC (CNRS), LS2N - UMR 6004, Institut Mines-T´ el´ ecom Atlantique, Nantes, France, E-mail: [email protected]
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inequalities, and many operators (arithmetic operations, mathematical functions, etc). In this article, we present a method using this generic propagation scheme, combined with a new solving algorithm, for the resolution of a verification problem. Our problem consists in checking the range of the outputs of programs written as block-diagrams, a common model for many real-time languages. More precisely, we are interested in DSP (Digital Signal Process) programs, based on a block-diagram algebra, which contains both typical real-time operations (split, merge, delay, ...) and mathematical functions [26]. All the variables are infinite streams over the reals. A stream represents the values taken by a variable at each time step. All the variables/streams are synchronized and they all receive a value at each tick of the clock. All the loops are thus, in theory, infinite by construction: the programs do never stop by themselves. Of course, they may stop computing in practice when all the signals are constant, or alternatively they can be killed by the user. The problem we tackle is the following: considering a block-diagram, which comes from a real-time program on streams, can we compute or approximate at a good precision the range of the stream output by this program? This problem is, in a more general form, at the core of another research area, Abstract Interpretation, as introduced in [12, 11]. Abstract Interpretation offers a great variety of tools to over-approximate traces of programs to prove the absence of some runtime errors, such as overflows. It relies on abstractions of the program traces, i.e. the possible values the variables may take during an execution. The set of all the possible program traces is undecidable in the general case. In Abstract Interpretation, they are represented by an abstract element, easier to compute, which must both include all the program traces and be reasonably easy to compute. One of the first examples of such abstraction is the interval abstract domain [11], which is used in this work. An abstraction comes with several operators to mimic the program execution. Abstract Interpretation has been successfully applied to a wide range of applications the most famous one being the analysis of the flight-control commands of the Airbus A380 aircraft. In this work, we use tools from constraint programming to compute precise abstractions of all the stream variables of a real-time program. Our method is generic and can be applied to any language based on a block-diagram algebra for bounding the values taken by the input, output, or inner streams of the program. We present three applications of our method: compiler assistance, refactoring, and verification. We chose the verification application for the experiment section of this paper that we applied on the FAUST (Functional Audio Stream)1 language. This language has been designed for sound design and analysis [27] of audio streams. FAUST is a functional language with a proper semantic based on block-diagrams, which makes it a language quite similar to LUSTRE [18] or its commercial version SCADE. In practice, the compiler automatically generates a block-diagram for each program. The 1



FAUST is open source and available at http://faust.grame.fr
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outputs of these block-diagrams are real-valued streams which represent audio signals. These signals can for instance be sent to loudspeakers or other applications. By convention, digital audio signals must stay in the range [−1, 1]. In case the signal takes values out of this range, it can either damage the loudspeakers, or, more currently, be arbitrarily cut by the sound driver. In this case, the shape of the sound is modified and this produces a very audible sound effect called saturation. For this purpose, we compute bounds for the values taken by all the signals in the program and then we verify that the output streams stay in [−1; 1]. Verifying FAUST programs is essential since this language is intended for non computer scientists. An overflowing program not only produces a corrupted sound, but in practice, it often has conception mistakes. Moreover, FAUST programs are now used in concerts or commercial applications [23]. FAUST already embarks a static analyzer based on Abstract Interpretation, using the interval abstract domain. The analyzer computes the outputs of each operator from its inputs, with the bottom-up top-down (or HC4) algorithm. When the programs do not have loops or delays, this works very well. However, as soon as the programs have loops, the interval analysis cannot provide precise over-approximation (returning [−∞, +∞]) and the analysis fails. In this article, we first propose a model of the verification of a blockdiagram as a constraint problem. Propagation based on the constraints allows us to compute an over-approximation of the range of the computed streams. But as soon as the program has loops, the approximations are too large. We present a specific solving method which identifies the loops in the constraint graph, and propagates these constraints in a specific way to find over-approximation with a better precision. We implemented this method on FAUST block-diagrams, using IBEX [2, 8] a constraint programming solver over continuous domains. We tested it on several programs from the FAUST library. Most of the times, the over-approximation returned by our method is optimal, in the sense that it is the best interval approximation. We have tested our method on the programs given as examples in the standard FAUST library, with good results: we were able to detect errors in two of these programs, and in general to fastly compute precise intervals over-approximating the program outputs. This article is an extended version of a previous publication [3]. Compared to it, apart from a more detailed and precise presentation of our works, the contribution is: first, a mere constraint model for the entire analysis introducing our real-time-loop global constraint which is relational (while the fixpoint computation in [3] was made in only one direction); second, a more detailed presentation of the applications of our tool, third, a refined filtering algorithm which now takes into account the type of the variables (integers or reals), and finally, an exhaustive experimentation on the programs of the standard FAUST library discussed with related works. This article is organized as follows: Section 2 introduces the notion of blockdiagrams. Section 3 presents the conversion of block-diagrams into a first con-
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straint model. Section 4 defines the our global constraint used for a more efficient model. Different applications of our optimized model are presented in Section 5 and we consider one of them in Section 6 with our application language and present the results of the experimentation followed by related works. Finally, Section 7 discusses the contribution and future works. Related Works The research on Constraint Programming and Verification has always been rich, and gained a great interest in the past decade. Constraint Programming has been applied to verification for test generation (see [17] for an overview), constraint-based model-checking [29], control-flow graph analysis [20] or even worst-execution time estimations [7]. More recently, detailed approaches have been presented by [10] or [31] to carefully analyze floatingpoints conditions with continuous constraint methods. Other approaches mix CP and Abstract Interpretation. It has been known for a long time that both domains shared a lot of ideas, since for instance [1] which expresses the constraint consistency as chaotic iterations. A key remark is the following: Abstract Interpretation is about over-approximating the traces of a program, and Constraint Programming uses propagation to over-approximate a solution set. It is worth mentioning that one of the overapproximation algorithms used in Abstract Interpretation, the bottom-up topdown algorithm for the interval abstraction [12, 13], is the same as the HC4 constraint propagator [5] (in the following, we will refer to this algorithm as HC4), which shows how close CP and Abstract Interpretation can sometimes be. More recent works explored this links in both ways, either to refine CP techniques [14, 28] or to improve the Abstract Interpretation analysis [30, 15]. Finally GATeL [6] uses Constraint Logic Programming for verifying real-time programs by test cases generation. In some sense, our work can be seen as solving a constraint problem on streams. There have been other works on stream constraints in the literature (e.g., [21, 19]). However, this approach radically differs from ours because their stream constraints are meant to build an automaton whose paths are solutions of the constraints. In particular, we would not be able to analyze infinite streams in a non-regular language with these stream constraints. On the contrary, our constraints are expressed on infinite streams, and generated in order to compute hulls of the streams.



2 Block-Diagrams We introduce the block-diagram algebra for representing real-time programs.



2.1 Syntax A block is a function that applies an operator on some ordered inputs, and generates one or more ordered outputs.
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b3 op := × b2 op := −



Fig. 1: A block-diagram in BD(R) Definition 1 (Block) Let E be a nonempty set. A block over E is a triple b = (op, n, m) such that: n ∈ N is the number of inputs of the block, m ∈ N is the number of outputs, and op : E n → E m is the operator of the block. The n inputs and the m outputs are ordered: [i]b refers to the ith input (1 ≤ i ≤ n) and b[j] to the jth output (1 ≤ j ≤ m). For any block, we say that input i (respectively output j) exists iff i (resp. j) is an integer between 1 and the number of inputs (resp. outputs) of the block. Throughout this paper, given a nonempty set E, Block(E) denotes the set of all the blocks over E. Definition 2 (Connector) Let B be a set of blocks. A connector over B is a pair (b[i], [j]b0 ) such that: b and b0 are blocks from B; output i exists for block b and input j exists for block b0 . Definition 3 (Block-Diagram) Let E be a nonempty set. A block-diagram over E is a pair d = (B, C) such that: B is a set of blocks over E and C is a set of connectors over B. An input (respectively output) of a block in B that does not appear in a connector of C is an input (respectively an output) of the block-diagram d. Similarly to the blocks, if a block-diagram d has n inputs and m outputs, we can order them and: [i]d refers to the ith input (1 ≤ i ≤ n), and d[j] to the jth output (1 ≤ j ≤ m). Finally, we denote BD(E) the set of all the block-diagrams over E. Example 1 Figure 1 depicts a block-diagram over real numbers in Block(R) containing three blocks: block b1 has the square function as operator; block b2 has the subtraction, and block b3 has the multiplication. Connectors are represented by arrows: connector (b1 [1], [1]b2 ) from block b1 to block b2 ; (b1 [1], [1]b3 ) from b1 to b3 and (b2 [1], [2]b3 ) from b2 to b3 . This block-diagram has two inputs (i.e., [1]b1 and [2]b2 ) and one output (i.e., b3 [1]).



2.2 Semantics After the syntax, it is natural to define the block-diagram semantics: blockdiagram interpretation, and block-diagram model.
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op := x



4



4



b1 2



4



b3 op := ×



12



3 b2



3



op := −



1



Fig. 2: A block-diagram in BD(R) labeled with an interpretation Definition 4 (Interpretation) Let E be a nonempty set, b = (op, n, m) a block in Block(E), and d = (B, C) a block-diagram in BD(E). An interpretation I of block b is a mapping from each input i to an element in E (noted I([i]b)), and a mapping from each output j to an element in E (noted I(b[j])). An interpretation I of the block-diagram d is an interpretation of each block in B. An interpretation is any valuation of all the inputs and all the outputs. We introduce the notion of model to highlight the interpretations considering the operators (i.e., such that the outputs correspond to the image of the inputs by the operators) and the connectors. Definition 5 (Model) Let E be a nonempty set, b = (op, n, m) a block in Block(E), and d = (B, C) a block-diagram in BD(E). – An interpretation I of block b is a model of b iff op(I([0]b), . . . , I([n]b)) = (I(b[0]), . . . I(b[m])) – An interpretation I of block-diagram d is a model of d iff ∀b ∈ B : I is a model of b and ∀(b[i], [j]b0 ) ∈ C : I(b[i]) = I([j]b0 ) Example 2 (Example 1 continued) A block-diagram interpretation is presented in Figure 2. The interpretation is given by labeling all the inputs and all the outputs. For instance, I([1]b2 ) equals 4 and I(b3 [1]) equals 12. Moreover, this interpretation is a model of the block-diagram expressing that the input 2, 1 produces the output 12. Note that a block-diagram can have one or many models. The model presented in Example 2 is one among an infinity of possible ones. 2.3 Stream Up to here, we built block-diagrams over arbitrary sets. Now, we consider the set of streams. A stream is an infinite discrete sequence of values possibly different at each time step. Definition 6 (Stream) Let D be a nonempty set. A stream s over D (also called a stream with domain D) is an infinite sequence of values from D. We name s(t) the value at time t for the stream s (t ∈ N). For any nonempty set D, we write S(D) the set of all the streams with domain D.
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[0.9; 0.9; 0.9; 0.9] × [0; 0.09; 0.17; 0.24]



0.1



0.9



[0; 0.1; 0.19; 0.27]



+



fby



[0.1; 0.19; 0.27; 0.34]



[0; 0; 0; 0]



0



[0.1; 0.1; 0.1; 0.1]



Fig. 3: A block-diagram over streams from BD(S(R)). In brackets, the first values of the model for t = 0, 1, 2, 3.



We abbreviate streams using bracket notation. For instance the stream s starting with the values 2, 4.5, and −3 (i.e., s(0) = 2, s(1) = 4.5, s(2) = −3) is abbreviated in [2, 4.5, −3, . . .]. In the following, it is important to remind that all the streams are infinite. Considering block-diagrams over streams reveals two categories of blocks: functional blocks, and temporal blocks. Functional blocks can be computed independently at each time step, whereas temporal blocks have time dependencies. Functional blocks are introduced in Definition 7. Temporal blocks are blocks which are not functional blocks (i.e., a block is either functional or temporal). We exhibit one block among all the temporal blocks: the fby block (cf. Definition 8). This block has two inputs and one output. The output at time zero is the value given by its first input at time zero. For the following times, the fby operator outputs its second input delayed by one time step. Definition 7 (Functional Block) Let D be a nonempty set, and b = (op, n, m) in Block(S(D)). b is a functional block iff ∃f : Dn → Dm such that ∀s1 , . . . , sn , s01 , . . . , s0m ∈ S(D): op(s1 , . . . , sn ) = (s01 , . . . , s0m ) implies the following: ∀t ∈ N, f (s1 (t), . . . , sn (t)) = (s01 (t), . . . , s0m (t)) Definition 8 (Followed-by Block) Let D be a nonempty set. The followedby block over D (written fby) is the block (op, 2, 1) in Block(S(D)) such that op is the function from S(D) × S(D) to S(D) where op(a, b) = c, c(0) = a(0), and c(t) = b(t − 1), for all t > 0. Example 3 Figure 3 shows a block-diagram d over real-number streams: d ∈ BD(S(R)). d has no input and no output. d contains 5 functional blocks: 0, 0.1, 0.9, +, and ×. Blocks 0, 0.1 and 0.9 use constant operators (i.e., ∀t ∈ N : 0.9(t) = 0.9). Blocks + (resp. ×) with real-number input streams a, b and realnumber output stream c is such that c(t) = a(b)+b(t) (resp. c(t) = a(b)+b(t)). d contains one temporal block: the fby block (note that temporal blocks are hatched).
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Block-diagrams over streams are used for programming real-time applications. In this context we name execution trace or simply trace a model of a block-diagram. A cycle in a block-diagram is equivalent to a loop in a classic programming language. In practice, in order to be runnable (i.e., to compute a trace in real-time) a block-diagram over streams needs to satisfy two properties [25]: no value must be depending on future values (called the causality property); infinite computation in cycle must be avoided (any cycle must contain temporal blocks to avoid infinite computation at each time step). In this paper, we only allow to use the fby block as temporal block. Under this condition, this implies that for any runnable block-diagram over streams each cycle contains at least one fby block. From now on, we only consider blockdiagram verifying this statement. We will see in Section 6 that this restriction is not poor and that the fby block allows to represent many other temporal blocks. Example 4 (Example 5 continued) Block-diagram d over real-number streams in Figure 3 contains one cycle which contains one fby block. This block-diagram admits only one model/trace. Indeed, using the three constant blocks 0, 0.1 and 0.9 fixes all the values in the cycle. Values for the 4 first time steps of the model are attached to each connector (note the delay due to the fby block). Values for the 21 first time steps are presented in Figure 4. Note the delay between the output of the block + and the output of the fby block: the height of the circle corresponds to the height of the square at the previous time step.



3 Stream Over-Approximation Problem Block-diagrams over streams can express the semantics of real-time programs. In such cases, the programmer could be interested in the verification of some properties of his/her program. These properties can concern outputs or internal streams (i.e., outputs or local variables). We propose here a logical constraint model for the following problem: determine bounds of the streams of a block-diagram.



3.1 Temporal and Interval Abstractions We illustrate the problematic on our running example. Figure 4 presents the first 21 values for the output streams of blocks ×, +, and fby model of our running example from Figure 3. For the first 21 time steps, one can see that the values are strictly increasing (i.e., streams are strictly increasing) between 0 and 1. Furthermore the same observation is still correct for the first 100, 1, 000, 1, 000, 000, and more, time steps (in our example, model streams are “infinitely” strictly increasing). Clearly, the greedy algorithm running the block-diagram time by time and gathering the accessible states (a state is a



output stream value



A Global Constraint for Over-approximation of Real-Time Streams



9



1



block × block + block fby 0 0



5



10 time step



15



20



Fig. 4: Values of the streams model of the block-diagram in Figure 3 for the outputs of blocks ×, +, and fby for the 21 first time steps. tuple composed of the values of all the streams at one time step) until convergence (i.e., no new state is reached) may not halt. Furthermore, a blockdiagram can admit an infinite uncountable set of models/traces. Thus, there is no hope to run all these traces for gathering all the reachable states. In this context, Abstract Interpretation [12, 11] offers a great variety of tools for over-approximating traces of programs. It relies on abstractions of the program traces. The set of all the possible program traces is undecidable in the general case. In Abstract Interpretation, they are represented by an abstract element, easier to compute, which must both include all the program traces and be reasonably easy to compute. One of the first examples of such abstraction is the interval abstract domain [11]. While finding one over-approximation of the traces is easy (i.e., returning [−∞, +∞]) the objective is to find overapproximations with good quality (i.e., as small as possible intervals). Following paragraphs formally introduce the over-approximation problem with the over-approximation quality comparator. Problem Definition. Let D be a nonempty set and d be a block-diagram in BD(S(D)). Associate to each block input/output s in d a subset S of D s.t. for each model/trace I of d and for each time step t in N the value s(t) is in D. S is called an over-approximation of s in d. Over-Approximation Quality. Let D be a nonempty set, d be a block-diagram in BD(S(D)), s be a block input/output in d, and S, S 0 subsets of D be two over-approximations of s in d. If S ⊆ S 0 then the over-approximation S is preferred to the over-approximation S 0 . Example 5 (Example 4 continued) Interval [0, 1] contains all the values taken by the streams model of the outputs for the blocks +, × and fby for the first 21 time steps in the block-diagram in Figure 3. Interval [0.1, 0.9] is a better over-approximation than [0, 1] for the output of the block + for the 21 first time steps. We introduce the temporal abstraction of streams in Definition 9. The temporal abstraction of a stream returns the set of all values taken by this stream.
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f ×



0.9 a fby



b



+



0.1



c



e



0



d



Fig. 5: A block-diagram over streams from BD(S(R)) with connectors labelled by variables



This set (and any superset) is called an over-approximation of the stream. As said previously, the size of this set may be infinite, discontinuous and even uncountable (i.e., a representation in extension is thus not possible). Thereby, given a stream we consider an interval superset of the temporal abstraction for representing this stream (i.e., this corresponds to the use of the interval abstract domain in Abstract Interpretation [11]). The best over-approximation (in the intervals) of a stream, is the smallest interval containing its temporal abstraction. Definition 9 (Temporal Abstraction) The temporal abstraction of a stream s, written s, ˙ is the set of all its values. Any superset of s˙ is called an overapproximation of s and s˙ is the smallest over-approximation of s. s˙ =



[



s(t)



t∈N



For each interval I, we write dIe its upper bound and bIc its lower bound. In the following, we assume that D is a totally ordered set and we write I(D) the set of all the intervals over D. Furthermore, D is called the extended set of D and it is equal to the union of D and its limits (e.g., R = R ∪ {−∞, +∞} and I(R) is the set containing all the intervals with finite and infinite bounds). Finally, given A ⊆ D we write [A] the smallest interval in I(D) containing A.



3.2 Model in Constraint Programming Constraint programming (CP for short) is a declarative programming paradigm, in which a program consists of a list of variables (each one declared with a domain) together with a list of constraints over these variables. Firstly, we do constraint programming modeling with variables domains over streams. Secondly, we focus on interval constraint programming [4], i.e., constraint programming with variable domains over set of intervals.
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a , b , c , d , e , f ∈ S(R)



a , b , c , d , e , f ∈ I(R)



a b c d e f



a b c d e f



= = = = = =



fby ( e , c ) ×( a , f ) +(b , d) 0.1 0 0.9



Fig. 6: Naive constraint model for the block-diagram in Fig 5
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[fby] ( e , c ) [×] ( a , f ) [+] ( b , d ) [0.1] [0] [0.9]



Fig. 7: Medium constraint model for the block-diagram in Fig 5



Definition 10 (Constraint Satisfaction Problem) Let E be a nonempty set. A Constraint Satisfaction Problem (CSP for short) is a tuple P = (X, D, C) such that X is a finite set of variables; each variable x in X is associated with a domain Dx subset of E; D is the set of all the domains associated to the variables in X; C is a set of constraints over variables from X. A constraint is defined over a set of variables x1 , . . . , xk from X with k ∈ N and is a subset of Dx1 × . . . × Dxk . A valuation v of P is a map from X 0 ⊆ X to D s.t. v(x) ∈ Dx for all x ∈ X 0 . A valuation v satisfies a constraint c ⊆ Dx1 × . . . × Dxk iff (v(x1 ), . . . , v(xk )) ∈ c. Finally, a valuation satisfies P iff it satisfies all the constraints in P. Definition 10 introduces Constraint Satisfaction Problems. We propose to model as a CSP the stream over-approximation problem. Block-diagrams compute outputs from inputs. To determine over-approximations of the streams in a block-diagram (B, C) in BD(S(D)), we associate to each input and to each output from the blocks in B a variable with domain S(D). Then, for each block in B we consider its operator as a constraint linking the block outputs to the block inputs. Furthermore, for each connector in C, we add a constraint to ensure the equality of its streams. We name naive model this model using variables over streams. Example 5 presents the naive model on our running example. Example 6 (Example 5 continued) Figure 5 contains the same block-diagram as in Example 5 with constraint variables associated to the inputs and the outputs. Note that in our example, variables have been unified per connectors (e.g., [1]+ = ∗[1] = b). About the constraint programming model, the block with the operator + computes c as a function of b and d, yielding the constraint: c = b + d. Figure 6 shows the constraint model over streams for our example. We recall that the over-approximation problem presented in the previous section asks for over-approximations of all the traces of the block-diagram. Since one solution of the naive model corresponds to one trace of the blockdiagram, one must find all the solutions of the naive model to solve the overapproximation problem. In the previous section we motivated the use of overapproximations in the intervals for representing set of traces. We now present a
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Stream Function a, b 7→ c, s.t. c(t) = a(t) + b(t), ∀n ∈ N a, b 7→ c, s.t. c(t) = a(t) − b(t), ∀n ∈ N



a, b 7→ a × b



a, b 7→ c, s.t. c(t) = a(t) × b(t), ∀n ∈ N



a 7→ a2



a 7→ c, s.t. c(t) = a(t)2 , ∀n ∈ N



Interval Extension Function [a1 , a2 ], [b1 , b2 ] 7→ [a1 + b1 , a2 + b2 ] [a1 , a2 ], [b1 , b2 ] 7→ [a1 − b2 , a2 − b1 ] [a1 , a2 ], [b1 , b2 ] 7→ [c1 , c2 ] s.t. c1 = min(a1 ×b1 , a1 ×b2 , a2 ×b1 , a2 ×b2 ) c2 = max(a1 ×b1 , a1 ×b2 , a2 ×b1 , a2 ×b2 ) [a, b] 7→ [c, max(a2 , b2 )] s.t. c = 0, if a ≤ 0 ≤ b c = min(a2 , b2 ), otherwise



Table 1: Real-number functions, stream functions, and interval extension functions for the addition, the subtraction, the multiplication and the square functions



second model with variables over intervals for solving the over-approximation problem. This model, called medium model, is derived from the naive model. It consists in: 1) the same variables where domains are over intervals instead of streams (i.e., over I(D) instead of S(D)); 2) the same signatures of constraints where the operators over streams are replaced by their corresponding constraint for interval propagation. Interval propagation combines various technics from interval arithmetic, interval constraint propagation, domain filtering with partial consistency algorithms. Note that these extensions are not trivial and continue to motivate researchers (see [4, 22, 9]). In the following, we will particularly use interval arithmetic and interval (constraint) propagation. Example 7 (Interval Arithmetic) Instances of interval computation: [2, 6] × [−1, 3] = [−6, 18] [2, 6] + [−1, 3] = [1, 9] [−1, 3] × [−1, 3] = [−3, 9] [2, 6] − [−1, 3] = [−1, 7] 2 [2, 6] − [2, 6] = [−4, 4] [−1, 3] = [0, 9] Note that some properties in real-number arithmetic are not true in interval arithmetic. Examples above illustrate that in general A − A 6= [0, 0] and A2 6= A × A. Definition 11 (Interval Extension Function) Let D be a nonempty set and f be a function from S(D)n to S(D)m with n, m ∈ N. An interval exn m tension function of f , is a function [f ] from (I(D)) to (I(D)) such that [f ](X1 , ..., Xn ) = Y1 , ..., Ym where Yi = [{y˙i | ∃xj ∈ Xj , y1 , ..., ym = f (x1 , ..., xn )}]. Interval arithmetic received big interest since Moore [16] and the developments of interval analysis. We focus on interval arithmetic with interval extension of real-valued functions. Interval arithmetic concerns how classical functions from real-number arithmetic operates on intervals (see Example 7). We propose Definition 11 for transposing function over streams to interval functions which extends the definition from [16] for extending real-number functions to interval functions. Table 1 presents standard arithmetic functions
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over real-numbers next to their corresponding stream functions and interval extension functions. When it is not ambiguous (i.e., in the context of intervals) we omit the brackets over the function names in order to keep the expressions simpler. The interval extension function of an operator is not unique but the functions with smallest images will by preferred (i.e., the function always returning D is a universal interval extension function). Constraint propagation is one of the key ingredient for CSP resolution [4]. It aims at removing incoherent values from variable’s domains, that are values that cannot be part of any solution of the CSP.. A function performing such operation over one constraint is called a propagator (cf. Definition 12). For instance consider the constraint a = b + c over intervals. The function f (A, B, C) = (A ∩ (B + C), B ∩ (A − C), C ∩ (A − B)) is a propagator for this constraint. If the domains for the variables a, b, and c are respectively [−∞, 4], [−1, 3], and [0, +∞] then the propagator f reduces the domains for the variable a, b, and c to respectively [−1, 4], [−1, 3] and [0, 5]. Definition 12 (Constraint Propagator) Let (X, D, C) be a CSP with X = {x1 , . . . , xn }, and let c be a constraint in C defined over the set of variables X 0 ⊆ X. A propagator f for the constraint c is a function from P(D) to P(D) such that f (Dx0 1 , . . . , Dx0 n ) = Dx001 , . . . , Dx00n with – for all x ∈ X \ X 0 : Dx00 = Dx0 – for all x ∈ X 0 : Dx00 ⊆ Dx0 – for all valuations v of x1 , . . . , xn in Dx0 1 , . . . , Dx0 n : if v satisfies c, then v(xi ) ∈ Dx00i for all xi ∈ X 0 . Figure 7 shows the medium constraint model for the block-diagram in Figure 5 constructed from its naive constraint model over streams in Figure 6. Solving this constraint model computes an interval over-approximation of each stream, provided that the interval extensions of the functions are correct. Therefore, this translation of block-diagrams into a constraint problem allows to compute hulls (over-approximations) of the streams.



4 The real-time-loop constraint Since the stream domains can be infinite and the constraint network can contain cycles, classic constraint solvers may poorly reduce the domains when using the medium model. Consider our running example given in Figure 5 with its corresponding medium model given in Figure 7. Starting with domains I(R) (i.e., with [−∞, +∞] in the domains) the domains for the triple (a, b, c) of variables is glued to its whole domain I(R) and interval propagators fail to reduce domains in order to compute smaller over-approximations. Moreover, assume that the stream domains are bounded: D = [−d, d] with d ∈ R. In such cases interval propagation will contract the domains blocks after blocks (i.e., constraint after constraint). However, the convergence may appears after a huge number of interval propagations. In order to reach the
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Fig. 8: Dependency graph of the block-diagram in Figure 5 where strongly connected components are surrounded with dashed lines



gap to better over-approximation in less time we introduce a new constraint: the real-time-loop constraint.



4.1 Definition The real-time-loop constraint will model cycles2 in block-diagrams. A cycle in a block-diagram corresponds to a directed cycle in the directed graph representing it. A cycle is a sub block-diagram in a block-diagram. The real-timeloop constraint takes three arguments: the cycle itself as a block-diagram/list of constraints, the cycle inputs as a vector of variables and the cycle outputs as a vector of variables. Let d be a block-diagram cycle, inputs be its inputs, and outputs be its outputs, we instantiate the real-time-loop constraint as: real-time-loop(d,inputs,outputs) . An interpretation satisfies a realtime-loop constraint if and only if it satisfies the list of constraints (i.e., all the constraints). According to this new constraint, we propose two propagators in the following sections. The first one propagates from input domains to output domains and the second one do the opposite way. Example 8 illustrates the real-time-loop constraint on our running example. Example 8 (Example 6 continued) Running example in Figure 5 has one cycle which contains three blocks (+, × and fby), three inputs (d, e, and f ), and no outputs. This cycle is modeled with the real-time-loop constraints as follows: real-time-loop ([a = fby(e, c); b = ×(a, f ); c = +(b, d)], {d, e, f }, ∅).



4.2 Optimized Model This section describes how we exploit the structure of block-diagrams to improve the precision of the over-approximations using our real-time-loop constraint in an optimized model. Even if there is a thin syntactical difference between the medium model and this optimized model, there is a big gap in terms of deduction power. 2 For reading facilities, we simply write cycle instead of directed cycle while working with directed structures such as block-diagrams.
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a , b , c , d , e , f ∈ I(R) d = 0.1 e = 0 f = 0.9 r e a l −time−l o o p ( [ a=fby ( e , c ) ; b=× ( a , f ) ; c=+ ( b , d ) ] , [ d ; e ; f ] ,



[])



Fig. 9: Optimized model of the block-diagram in Figure 5 Definition 13 (Dependency Graph) Let E be a nonempty set, and d = (B, C) be a block-diagram in BD(E). The dependency graph of d is the directed graph G = (V, A) where the set of nodes V contains all the inputs and the outputs of the blocks from B, and the set of arcs A is such that: ∀(b[i], [j]b0 ) ∈ C : (b[i], [j]b0 ) ∈ A ∀b = (op, n, m) ∈ B : ([i]b, b[j]) ∈ A with (1 ≤ i ≤ n) and (1 ≤ j ≤ m) From a constraint programming point of view, these graphs are the constraints dependency graphs (where nodes are the CSP variables), except that the arcs are directed by the dependencies implied by the blocks. Figure 8 draws the dependency graph of the block-diagram in Figure 5. Again, temporal block arrows are hatched. The optimized model is derived from the first one presented in section 3.2. Note that each strongly connected component (i.e., set of nodes such that it exists a path between any two nodes from this set) in the dependency graphs is related to a loop in the block-diagram. Thereby, regarding the dependency graph of the block-diagram, we compute its strongly connected components and we replace for each one all its corresponding constraints in the medium model by one real-time-loop constraint taking the strongly connected component as argument. Figure 9 models the block-diagram in Figure 5 using the real-time-loop constraint. Note that in this model the real-time-loop constraint has three variables as inputs and none as outputs.



4.3 Inputs to outputs propagator We now present how to propagate the real-time-loop constraints from inputs to outputs: according to over-approximations of the inputs of the loop, we want to determine over-approximations for the outputs of the loop. Remember that the block-diagram is evaluated over infinite discrete time. Given a cycle/loop, we extract a transfer function for this loop and then, we consider the interval extension function of this transfer function in order to find over-approximations. Definition 14 (Loop Transfer Function) Let d be a cycle block-diagram in BD(S(D)) and X = {x1 , . . . , xk } be a set of blocks inputs or outputs from d called argument. F : Dk 7→ Dk is a loop transfer function of d for argument
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X, iff for all I model of d and for all t in N: F (I(x1 )(t), . . . , I(xk )(t)) = I(x1 )(t + 1), . . . , I(xk )(t + 1) Given a set of block inputs or outputs, a loop transfer function computes values at the next time according to values at a given time. Real-time languages must ensure the causality property [25] (i.e., it must not exist a stream computing its values according to future values). Due to this property, it is clear that each cycle block-diagram admits at least one loop transfer function and even admits at least one loop transfer function with an argument of minimal size. This problem can be reduced to a “covering graph problem”. Let d be a cycle block-diagram, G = (V, A) be the dependency graph of d, and S ⊆ V be a set of vertices. The set S 0 such that S 0 ⊇ S, for all s ∈ S 0 all its predecessors are in S 0 , and S 0 is minimal, is named the cover of G by S. Furthermore, we say that S is a causal set of G if the cover of G by S equals to V . Thus, finding a loop transfer function with an argument of minimal size can be reduced to finding a minimal causal set and then performing a breadth-first search from this set for constructing the transfer function. We propose a greedy algorithm, Algorithm 1, for computing a minimal causal set of a dependency graph. It enumerates the subsets of V by starting from the subsets with minimal size and stops when it has found a causal set. In our benchmark presented in Table 4, we can see that this greedy algorithm does not run out-of-time (i.e., in practice in our benchmark it does not enumerate all the subsets of V but only a small amount). Finally, we use the Definition 11 to get a loop transfer function extended to the intervals (in the following, we simply call it a loop transfer function too). Once we get this function, we want to over-approximate associated streams. Proposition 1 allows to do so by finding stable intervals. An example is given below. Example 9 (Example 8 continued) Let f and g be two functions from R to R such that f (y) = fby(0, y × 0.9 + 0.1) and g(y) = 0.9 × fby(0, y) + 0.1 for all y ∈ R. Remind from Figure 5 that the symbol a stands for the fby block output and the × block first input. We have that f with argument {a} and g with argument {c} are two loop transfer functions for the cycle in our block-diagram running example. and that the symbol c stands for the + block output and the fby block second input. Thus, for any model I of the blockdiagram and for all time step t in N, the value associated to a (resp. c) by I at time t + 1 corresponds to the image by f (resp. g) of the value associated to a (resp. c) by I at time t (i.e., it holds that I(a)(t + 1) = f (I(a)(t)) and I(c)(t + 1) = g(I(c)(t))). Let F and G be two functions from I(R) to I(R) such that F (Y ) = fby([0], Y × [0.9] + [0.1]) and G(Y ) = [0.9] × fby([0], Y ) + [0.1] (here in the context of intervals the function “×”, “+”, and “fby” are not the real valued functions but their respective interval extension functions). Function F extends f to the intervals and function G extends g to the intervals. We have that F with argument {a} and G with argument {c} are two loop transfer functions (extended to the intervals) for the cycle in our block-diagram running example.
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1: function minimalCausalSet(G : Graph) return Set 2: stack : Set 3: cover : Set 4: V ← G.getV ertices() : Set 5: 6: # Look for the first subset of V which is a causal set 7: for each A ⊆ V enumerated by increasing size do 8: stack ← A 9: cover ← A 10: 11: # Computing cover of G by A 12: while not(stack.isEmpty()) do 13: v ← stack.pop() 14: for each v 0 ∈ G.getSuccessors(v) do 15: if v 0 6∈ cover and G.getPredecessors(v 0 ) ⊆ cover then 16: stack.push(v 0 ) 17: cover.add(v 0 ) 18: end if 19: end for each 20: end while 21: 22: # Check if it is a causal set 23: if cover = V then 24: return A 25: end if 26: end for each



Algorithm 1: Compute Minimal Causal Set of a Dependency Graph



Considering the loop transfer function F . Intervals [0; 1], [−1; 1] and [−4; 3] are stable by F . (the images are respectively [0; 1], [−0.8; 1] and [−3.5; 2.8]). Thus, by Proposition 1 all these intervals are valid over-approximations for stream c (i.e., the argument of F ). On the contrary intervals ∅ and [0, 0] are not stable (their images are respectively [0; 0] and [0; 0.1]). We conclude that ∅ and [0, 0] are not valid over-approximations for stream c. One of our main contributions is Algorithm 2. We propose a method inspired by abstract interpretation techniques viewed as a constraint program to determine stable sets of intervals. Proposition 2 stands the correctness of the algorithm. Note that this algorithm may not systematically return the minimal over-approximation, but in practice it gives acceptable ones (see experiments in Section 6). This algorithm starts by associating each argument element of the function to a search space bounded by the intervals min[i] and max[i] which are respectively initialized with the empty set and the extended set of the considered domain. Then, at each iteration current[i] is selected such that it contains min[i] and it is contained in max[i] (i.e., min[i] ⊆ current[i] ⊆ max[i] is an invariant of the loop). Also, the variable state takes its values between “Increasing” and “Decreasing” and is initialized to “Increasing”. It switches from increasing to decreasing when the interval current[i] is stable by the transfer function and switches from decreasing to increasing when the contrary oc-
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1: function overApproximation(f : I(D)k → I(D)k ) return List 2: state ← ”Increasing” 3: current, min, max, image : List 4: for each i from 1 to k do 5: current[i] ← ∅, min[i] ← ∅, max[i] ← D 6: end for each 7: 8: while continueLooping(current, min, max) do 9: image ← f(current) 10: switch ← false 11: if (state = ”Increasing” and image ⊆ current) then 12: state ← ”Decreasing”, switch ← true 13: else if state = ”Decreasing” and image 6⊆ current then 14: state ← ”Increasing”, switch ← true 15: end if 16: 17: for each i from 1 to k do 18: if switch and state = ”Increasing” then 19: min[i] ← current[i] 20: else if state = ”Decreasing” then 21: max[i] ← current[i] 22: end if 23: current[i] = current[i] ∪ image[i] 24: if state = ”Increasing” then 25: random ← selectIntervalBetween(current[i], max[i]) 26: else 27: random ← selectIntervalBetween(min[i], current[i]) 28: end if 29: current[i] ← random 30: end for each 31: end while 32: return max



Algorithm 2: Over-approximation random search function curs. Finally, functions selectIntervalBetween and continueLooping are heuristics (resp. selection heuristic and looping heuristic). Proposition 1 Let D be a nonempty set, d = (B, C) be a block-diagram in BD(S(D)) and F be a loop transfer function (extended to intervals) of d with argument X of size k. If S in I(D)k is stable by F then, S is an overapproximation of the elements in X. Proposition 2 [Algorithm 2 Correctness] Let (un )n∈N , (vn )n∈N , and (wn )n∈N be the sequences of values taken respectively by the variables “min”, “current”, and “max” at each evaluation of the loop condition (line 8) during an execution of Algorithm 2 over a function F . The following statements hold: 1. (un ) is increasing and (wn ) is decreasing 2. for all n ∈ N: un ⊆ vn ⊆ wn 3. for all n ∈ N: wn is stable by F . Proof Let (un )n∈N , (vn )n∈N , and (wn )n∈N be the sequences of values taken respectively by the variables “min”, “current”, and “max” at each evaluation
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of the loop condition (line 8) during an execution of Algorithm 2 with a funck k tion F from I(D) to I(D) (k ∈ N). Note that values for un , vn , and wn are k in I(D) . Let n ∈ N and i ∈ {1, . . . , k} we write un [i], vn [i], and wn [i] the ith interval in un , vn , and wn respectively. Then we have un [i], vn [i], and wn [i] belonging to I(D). Proof for Statements 2 and 3 are obtained by induction on the number of evaluations of the loop condition. We first check the validity of both statements at the first evaluation of the loop condition (line 8). We have that u0 [i] = v0 [i] = ∅, and w0 [i] = D for all i ∈ {1, . . . , k}. Clearly, u0 [i] ⊆ v0 [i] ⊆ w0 [i] for all i ∈ {1, . . . , k}. This implies that u0 ⊆ v0 ⊆ w0 (Statement 2). Furthermore k k w0 equals to D makes F (w0 ) ∪ w0 = D = w0 which means that w0 is stable by F (Statement 3). Assume now that Statements 2 and 3 holds for the nth evaluation of the loop condition. We prove that both statements are still correct for the n + 1th iteration. There are 4 cases depending on the variable states and current (i.e., vn ): 1. 2. 3. 4.



state = state = state = state =



“Increasing” and F (vn ) ⊆ vn “Increasing” and F (vn ) 6⊆ vn “Decreasing” and F (vn ) ⊆ vn “Decreasing” and F (vn ) 6⊆ vn



Consider the first case. Condition in line 11 is true. This sets the variable state to “Decreasing” and the variable switch to “true”. Next, in the for statement only the condition in line 20 is true. Thus, for all i ∈ {1, . . . , k}: max[i] is updated to current[i] (i.e., wn+1 [i] = v(n)[i]); current[i] is updated to an interval between min[i] and its current value (i.e., un [i] ⊆ vn+1 [i] ⊆ vn [i]) and such interval exists by the inductive hypothesis vn ⊆ un ⊆ wn ; and min[i] is unchanged (i.e., un+1 [i] = un [i]). Finally we obtain by aggregation that un+1 [i] = un [i] ⊆ vn+1 [i] ⊆ vn [i] = wn+1 [i] (Statement 2). Moreover, the value vn set to wn+1 (cf. max[i] ← current[i], for all i ∈ {1, . . . , k}) verify F (vn )∪vn = vn in the considered case. Thus wn+1 is stable by F (statement 3). Proofs for cases 2, 3, and 4 are similar. Proof for Statement 1. Let i be in {1, . . . , k}. Note that min[i] (i.e., un [i]) is only updated at line 19 and that max[i] (i.e., wn [i]) is only updated at line 21. Both are updated with the value of current[i] (i.e., vn [i]). Thus, we get that for all n ∈ N: un+1 [i] = vn [i] or un+1 [i] = un [i]; and wn+1 [i] = vn [i] or wn+1 [i] = wn [i]. We get by statement 2 that un [i] ⊆ un+1 [i] and wn+1 [i] ⊆ wn [i] and this is correct for all i in {1, . . . , n}. We conclude that un ⊆ un+1 and that wn+1 ⊆ wn , i.e., un is increasing and wn is decreasing. t u Example 10 (Example 9 continued) Table 2 details a trace of Algorithm 2 for the transfer function F in Example 9. Each column corresponds to one iteration of the “while” loop. Each line gives the values of the variables at the end of each iteration, except for current which contains the value when starting the iteration.
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Iteration 1 Variable



2



3



4



5



6



... n



state current image union switch min max random



Increasing [−10; 100] [−8.9; 90.1] [−10; 100] Yes ∅ [−10; 100] [−3; 6]



Decreasing [−3; 6] [−2.6; 5.5] [−3; 6] No ∅ [−3; 6] [0; 2]



Decreasing [0; 2] [0.1; 1.9] [0; 2] No ∅ [0; 2] [0; 0.6]



Decreasing [0; 0.6] [0.1; 0.64] [0; 0.64] Yes [0; 0.6] [0; 2] [0; 1.2]



Increasing [0; 1.2] [0.1; 1.18] [0; 1.18] Yes [0; 0.6] [0; 1.2] [0; 0.9]



... ... ... ... ... ... ... ...



Increasing ∅ [0; 0] [0; 0] No ∅ [−∞; +∞] [−10; 100]



Any [0; 1] [0; 1] [0; 1] Yes [0; 1] [0; 1] [0; 1]



Table 2: A trace table of Algorithm 2 for the transfer function F .



4.4 Outputs to inputs propagator For this section, outputs are given and we want to over-approximate with an interval (as small as possible) the set containing all the inputs that could generate those outputs. This is simply done by propagating all the constraints in the real-time-loop constraint until a fixpoint is reached (i.e., this corresponds to applying the HC4 algorithm [5]).



5 Applications We present three generic applications using our model for real-time programs that can be represented as Block-Diagrams. Verification Program verification consists in checking properties of a given program written in a specific language. Block-Diagram programs are designed to run on a definite (possibly infinite) duration. Users may be interested in ensuring that no problem will occur during execution (especially if the software failure can impact damages). From a programmer point of view, one of the classic properties that can be checked is to ensure that some strategic or critical variables will stay into a specific interval. This problem is usually known as overflow checking. In our CP approach, fixing the input and then solving our model makes it possible to compute over-approximation for each stream/variable. Refactoring Usually, a single semantics meaning can be implemented by many different syntactical writings. It is well known that the same result (even for a given algorithm) can be obtained by different implementations. Refactoring consists in restructuring an existing implementation without changing its external behavior. On Block-Diagrams, refactoring consists in removing or adding blocks or connections without changing the output values. For instance, an if-then-else condition which is always evaluated to “true” can be replaced by its “then” statement. This is a particular case of refactoring: removing dead code. In our CP approach, fixing inputs and outputs before solving enables removing blocks leading to empty over-approximations.
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EXE C++ compiler



1. Load as Block-Diagram 2. Normalize the BD 3. Static Analyzis the BD 4. Compile the BD to C++



Fig. 10: FAUST Compilation Scheme



Compilation Assistant Block-Diagram is a high-level programming language designed to create Real-Time programs in an elegant and human readable way. As seen in the previous sections, such languages can manipulate delays. Note that these delays can be the result of a complex computation. This implies that the maximum delay may be unknown at compilation time. Thus it must be given at run time and at each-time step (i.e., the delay can change during execution). Hence, if the compiler is able to estimate the maximal delay, no value will be missing at execution time. With our CP model we can bound maximum delay for temporal blocks: such information can be given to the compiler in order to allocate appropriate arrays for saving delays.



6 Application to FAUST and Experiments For the application section of this paper, we chose the Real-Time language FAUST and we focused on a verification problem. FAUST allows us to manipulate audio streams. To illustrate this section, we selected the volumecontroller program (a real-world program) from the official set of examples as the running example. We first introduce the FAUST language, then the constraint programming model for verification problem, and finally we conclude with experiments over a set of real-world FAUST programs.



6.1 Model FAUST Programs FAUST (Functional Audio Stream) has been designed for real-time signal processing and synthesis. Figure 10 presents the compilation scheme for creating FAUST applications. First, it needs a program, called the source program, written in the dedicated FAUST language (this language is not significant for this paper and is similar to other languages designed for digital signal processing). See [26] for more details. Then, this source program must be compiled by the FAUST compiler. This produces a C++ program that can finally be compiled with a usual C++ compiler by targeting the desired device. This hatched process, allows a single FAUST program to run on phones, web browsers, concert devices, etc.
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Semantics ( b(0) = 0 b(t) = a(t − 1), if t > 0 ( c(t) = 0, if t < b(t) c(t) = a(t − b(t)), otherwise ( c(0) = a(0) c(t) = b(t − 1), if t > 0



Constraint Model S b = [a 0] c = [a



S



0]



c = [a



S



b]



Table 3: FAUST temporal blocks The goal of the FAUST compiler is to produce a C++ optimized code (i.e., a code with good performances and well managed memory in order to run efficiently in real-time, even on small devices). The actual FAUST compiler already contains various technics from the compilation research field for tackling this objective. As shown on Figure 10, it operates in four steps: – it loads the source program in an internal representation, easy to manipulate (i.e., block-diagram) – it rewrites this block-diagram to a normal form by syntactic analyzis (e.g., simplifying redundant forms such as x − x by 0) – it performs a static analysis in order to compute approximations of the semantics of the program (e.g., estimate the maximal size for a delay) – and finally it produces the C++ program thanks to all the gathered information In our experiments, we use the model proposed in the previous sections to improve the static analysis inside the FAUST compiler. To do so, we will consider the block-diagram just before the C++ code generation. Note that the normalization and the static analyzis made by the actual FAUST compiler helps working on expressions with few occurrences of the same variable: this is important for the constraint programming model since propagation over continuous variables performs poorly on variables occurring in many constraints [16] (e.g., the stream “s0 = s−s” equals to zero for all time while its constraint model over intervals “S 0 = S − S” is not equivalent to [0; 0]). The FAUST language for writing source code has a formally well defined semantics in the Block-Diagram language [26] and is expressive thanks to: three temporal blocks (prefix, mem, and delay); common arithmetic functions (e.g., addition, subtraction, ...); many C++ imported functions (e.g., sin, cos, exp, ...); relational and conditional operators.3 All these block operators admit an interval extension (as defined in Definition 11) with a natural translation to interval constraints. In particular, Table 3 presents the semantics and the models of the temporal blocks. Example 11 Figure 11 is our running example in FAUST (the FAUST Volume Controller Program) while Figure 5 is its equivalent representation in block3 See http://faust.grame.fr/index.php/documentation/references for listing and description.
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diagram (note that this block-diagram is not in normal form since the constant expression 1 − 0.999 has not been reduced to 0.001). CP problems are formatted in three parts. The first one contains the variable declaration: it introduces the variables with their corresponding type (e.g., integer, real-number). The second one precises a domain as an interval for each declared variable. The third one contains the constraints. Figure 13 depicts these parts for our running example using the Medium model presented in Section 3 and the optimized model presented in Section 4. We can read that: only Variables 10, 14, and 18 are over integers; Variables 8, 10, 12, 14, 16, 18 correspond to constants from the block-diagram; Variable 17 models the vslider with range/domain [−70; 4]; and Variable 2 stands for the input audio stream4 . Note that the normalization performed by FAUST and used for our CP modeling replaced the constant expression “1−0.999” by the constant 0.001 (cf. Variable 12 in Figure 13b); replaced the expression “vslider / 20” by the expression “vslider×0.05” (cf. in Figure 13b the constraint [15] =mul(16, 17)); and introduced identity operators (cf. identity constraints over the Variables 4 and 5 in Figure 13b). Even if the identity operators increase the size of the CP model, they will not affect the quality of the over-approximations (i.e., identity propagation can be done without loss of precision). We discuss about this point and possible improvements in Section 7. The block-diagram contains one loop, and thus, it is not surprising to find out the corresponding realtime-loop constraint in the CP model (see Figure 13d).



6.2 Verifying FAUST Programs We described how to model FAUST programs in CP. We now discuss about the CP solver. The solver has been implemented using IBEX. It is able to deal with two types of variables: real-numbers (i.e., in practice approximated by floating-point numbers intervals) and integers (i.e., C++ int). Table 4 presents the results for our benchmark programs. It is composed of some pathological DSP programs, and of real world programs from the FAUST standard library. They have been selected for their interest since they are basics for many bigger FAUST compositions. From left to right, columns of the table represent: the name of the FAUST program; the number of constraints followed by the number of variables in the medium model; the number of constraints followed by the number of variables in the optimized model; the number of real-timeloop constraints with the maximum number of constraints and the maximum number of arguments for the transfer function; the average time for compiling a FAUST program into the medium model; the average time for compiling the medium model into the optimized model; the average time for solving the optimized model; the over-approximation returned by the solver for the output stream associated with an indicator of reachability of√the smallest over-approximation. This indicator is computed by hand and “ ” stands for 4



In music, a numeric audio stream is a sequence of values between −1 and 1
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d e c l a r e author declare license declare copyright



”Grame” ; ”BSD” ; ” ( c ) GRAME 2006 ” ;



4 5 6 7 8 9



//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− // T i t l e : Volume c o n t r o l i n dB // Remark : e x t r a c t e d from Faust examples //−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− im po rt ( ” music . l i b ” ) ;



10 11 12 13 14 15 16 17



∗(1− c ) : +˜∗( c ) ; − default value : 0 − r a n g e between : −70 and +4 − r a n g e with a s t e p o f : 0 . 1 v s l i d e r ( ” [ 1 ] ” , 0 , −70 , +4 , 0 . 1 ) : d b 2 l i n e a r : smooth ( 0 . 9 9 9 ) ; = ∗( gain ) ;



smooth ( c ) = // v s l i d e r : // // gain = process



Fig. 11: FAUST Volume Controller Source Program
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Fig. 12: FAUST volume controller block-diagram before normalization. Edges are labeled with their corresponding variables in the CSP in Fig. 13b
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0=R e a l 1=R e a l 2=R e a l 3=R e a l 4=R e a l 5=R e a l 6=R e a l 7=R e a l 8=R e a l 9=R e a l 10= I n t e g e r 11= R e a l 12= R e a l 13= R e a l 14= I n t e g e r 15= R e a l 16= R e a l 17= R e a l 18= I n t e g e r



(a) Variables Declaration



[0]= output 0 (1) [ 1 ] = mul ( 2 , 3 ) [3]= delay (4 ,18) [4]= id (5) [5]= id (6) [ 6 ] = add ( 7 , 1 1 ) [ 7 ] = mul ( 8 , 9 ) [9]= delay (4 ,10) [ 1 1 ] = mul ( 1 2 , 1 3 ) [ 1 3 ] = pow ( 1 4 , 1 5 ) [ 1 5 ] = mul ( 1 6 , 1 7 )



(b) Constraints for the medium model
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0=[−oo ;+ oo ] 1=[−oo ;+ oo ] 2=[ −1;1] 3=[−oo ;+ oo ] 4=[−oo ;+ oo ] 5=[−oo ;+ oo ] 6=[−oo ;+ oo ] 7=[−oo ;+ oo ] 8=[0.999;0.999] 9=[−oo ;+ oo ] 10=[1;1] 11=[− oo ;+ oo ] 12=[0.001;0.001] 13=[− oo ;+ oo ] 14=[10;10] 15=[− oo ;+ oo ] 16=[0.05;0.05] 17=[ −70;4] 18=[0;0]



(c) Variables Domain [0]= output 0 (1) [ 1 ] = mul ( 2 , 3 ) [3]= delay (4 ,18) r e a l −time−l o o p ( [[4]= id (5) , [5]= id (6) , [ 6 ] = add ( 7 , 1 1 ) , [ 7 ] = mul ( 8 , 9 ) , [9]= delay ( 4 , 1 0 ) ] , [10 ,8 ,11] , [4]) [ 1 1 ] = mul ( 1 2 , 1 3 ) [ 1 3 ] = pow ( 1 4 , 1 5 ) [ 1 5 ] = mul ( 1 6 , 1 7 )



(d) Constraints for the optimized model



Fig. 13: CSP for the volume benchmark



verified over-approximation by human while “?” stands for unverified overapproximation mainly due to the program complexity in term of number of blocks/streams. In order to get readable outputs, intervals are given in decimal format with a fixed precision of 10−2 . Among those programs, counter is an incremental infinite loop starting at 0; noise generates a random noise (i.e., sequence of random numbers) ; oscillator generates an oscillating sound wave, freeverb generates a reverb on the input stream, first-order-filter is well named and corresponds to a first-order filter. Note that benchmarks from counter to freeverb presented in Table 4 are fundamental block-diagrams for building more complex programs by composition. As instances of aggregation, we propose a family of 6 benchmarks for additive synthesis [33] concataning from 5 to 1, 000 of these fundamental block-diagrams (cf. add-synth-X-oscs benchmarks in Table 4). The whole benchmark description, with the detailed infor-
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Program name



#cstrs real-time-loop Time (in ms) medium optim. max. max. comp. comp. #var model model # cstrs args medium optim. solve



counter 8 paper-example 11 sinus 9 first-order-filter 15 noise 16 allpass-filter 16 volume 19 comb-filter 20 echo 29 stereo-echo 37 pink-noise 40 capture 45 karplus-strong 49 oscillator 49 band-filter 55 lowboost 59 pitch-shifter 60 smooth-delay 100 mixer 356 freeverb 371 harpe 407 add-synth-5-oscs 106 add-synth-10-oscs 181 add-synth-50-oscs 780 add-synth-100-oscs 1,530 add-synth-250-oscs 3,780 add-synth-500-oscs 7,530 add-synth-750-oscs 11,280 add-synth-1000-oscs 15,030



6 7 7 10 10 11 11 15 19 26 28 34 35 35 42 46 50 85 310 335 348 85 150 670 1,320 3,270 6,520 9,770 13,020



3 1 3 1 4 1 6 1 6 1 6 1 7 1 5 1 15 1 18 2 15 2 21 3 18 3 23 3 34 1 38 1 46 1 25 3 234 19 103 24 197 24 54 7 94 12 414 52 814 102 2,014 252 4,014 502 6,014 752 8,014 1,002



4 5 4 5 5 6 5 11 5 5 10 6 8 6 9 9 5 43 5 13 8 6 6 6 6 6 6 6 6



1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 4 1 1 1 1 1 1 1 1 1 1 1



16 17 15 35 16 18 25 18 27 28 27 27 30 30 38 33 32 40 65 69 76 84 110 244 609 2.5s 12.5s 39.8s 1’25s



460 458 462 473 454 470 473 462 482 495 493 488 484 497 546 508 510 789 824 994 935 605 689 1,108 1.6s 4.5s 17.3s 1’18s 2’43s



Verification solver output



√ 7 [0; MAX] √ 7 [0; 1] √ 7 [-1; 1] √ 9 [-1; 1] √ 8 [-1; 1] √ 9 [-3; 3] √ 7 [-1.58; 1.58] √ 7 [-oo; +oo] √ 8 [-oo; +oo] √ 12 [-oo; +oo] √ 7 [-oo; +oo] √ 14 [-oo; +oo] √ 9 [-oo; +oo] √ 11 [-1; 1] √ 11 [-oo; +oo] 10 [-oo; +oo] ? 8 [-59902;59902] ? 17 [-oo; +oo] ? 49 [-20.01;20.01] ? 41 [-oo; +oo] ? 52 [-oo; +oo] √ ? 15 [-1; 1] √ 17 [-1; 1] √ 86 [-1; 1] √ 314 [-1; 1] √ 1.6s [-1; 1] √ 10.1s [-1; 1] √ 48.8s [-1; 1] √ 2’34s [-1; 1]



Table 4: Experimental results on a benchmark of FAUST programs mation (DSP, block-diagram, and models) for each program, can be found at http://anicet.bart.free.fr/benchmarks/FAUST. Each call to the real-time-loop constraint propagator runs five times Algorithm 2 and returns the intersection of the computed over-approximations. Each call to Algorithm 2 is limited to 500 loop iterations/transfer function evaluations. The selection heuristic in Algorithm 2 does intelligent search by selecting a new bound for the moving/changing bound (e.g., if the application of the transfer function does not change the lower bound of an interval, it will only select a new upper bound for the next evaluation). The selected precision for interval is 10−5 . The solver has been launched 10 times for each benchmark and the averages of computation times and solutions on the 10 runs are presented in Table 4. Experimentation has been done on a 2.4 GHz Intel Core i5 processor with a memory limit set to 16 Go. 6.3 Results and Discussion Results in Table 4 can be partitioned into three sets. – counter, paper-example, sinus, noise, allpass-filter, volume, combfilter, echo, stereo-echo, oscillator add-synth-X-oscs are benchmark programs for which the returned solution is the smallest over-
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approximation of the output stream, i.e., the smallest interval containing all the possible values at any runtime execution. It is well known in abstract interpretation that first order filters, cannot generally be overapproximated efficiently using intervals. However, the first-order-filter benchmark is a special case (nevertheless a standard in FAUST) for which the floating-point interval abstraction is contracting. – pink-noise, capture, karplus-strong, band-filter are benchmark programs for which the returned solution is the smallest over-approximation of the output stream using interval analyses. Indeed, the analysis/propagation is made block by block/constraint by constraint and some patterns cannot give small over-approximation without knowing local semantics such as e.g., x − floor(x) corresponds to the decimal part of x. – for the other programs (see lines in Table 4 containing the “?” symbol), the returned solution may not be the smallest over-approximation of the output stream but we was not able to prove it by hand. In order to be included into the FAUST compiler, the verification must be executed in a very short time (more or less a second). For our experiments, the solver performs well on that matter: even in rather complex programs (such as freeverb or harpe) it is able to answer quickly. For most of the programs, the longest task is to compile the medium model into the optimized model. This is due to the use of an external library to represent graph data structures and compute strongly connected components. However it seems to have good scalability: Table 4 shows that even when the size of the benchmark program is multiplied by more than 20, the execution time is only multiplied by 2. Finally, according to the over-approximations computed with our method, a FAUST user expert confirmed the existence of saturation in 3 programs: volume, pitch-shifter, and mixer. The saturation came from the fundamental volume FAUST program, which contained an incorrectly set constant (i.e., a vslider ranging from [−70; 4] instead of [−70; 2]). Due to the execution time of our method and the quality of the returned solutions, the FAUST developers shown a big interest for integrating the main contribution of this paper in a future version of the official FAUST compiler. Nevertheless, note that our add-synth-X-oscs benchmarks ranging from 5 to 1,000 oscillators illustrates an exponentiel tendance in compiling and solving time, compared to the block-diagram size. 6.4 Related works The research on Constraint Programming and Verification has always been rich, and gained a great interest in the past decade. Constraint Programming has been applied to verification for test generation (see [17] for an overview), constraint-based model-checking ([29]), control-flow graph analysis [20], or even worst-execution time estimations ([7]). More recently, detailed approaches have been presented by [10] or [31] to carefully analyze floating-points conditions with continuous constraint methods.
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This paper mixes CP and Abstract Interpretation. It has been known for a long time that both domains shared a lot of ideas, since for instance [1] which expresses the constraint consistency as chaotic iterations. A key remark is the following: Abstract Interpretation is about over-approximating the traces of a program, and Constraint Programming uses propagation to over-approximate a solution set. It is worth mentioning that one of the over-approximation algorithms used in Abstract Interpretation, the bottom-up top-down algorithm for the interval abstraction [12, 13], is the same as the HC4 constraint propagator [5]. Recent works explored this links in both ways, either to refine CP techniques [28], or to improve the Abstract Interpretation analysis [15]. As a close work from this paper in the Constraint Programming community, GATeL [6] is a software based on logical constraint programming verifying real-time programs. This tool first translates a Lustre program (representable as a block-diagram) and the specification of its environment in an equivalent Prolog representation, i.e., in a Constraint Logic Program (CLP). Then, it adds the user defined test objective in the CLP and solves it, computing a test input satisfying the objective for the given Lustre program. This work already gathers the CP and the verification of real-time programs communities. However, while Gatel performs test cases generation for real-time programs we are interesting in finding precise over-approximations. As a close work from this paper in the Abstract Interpretation community, ReaVer5 is a state-of-the-art software for safety verification of data-flow languages, like Lustre, Lucid Synchrone or Zelus (all are close to FAUST), providing time-unbounded analysis based on abstract interpretation techniques. It features partitioning techniques and several analysis methods [32] (e.g., Kleene iteration based methods with increasing and descending iterations, abstract acceleration, max-strategy iteration, and relational abstractions; logiconumerical product and power domains with convex polyhedra, octagons, intervals, and template polyhedra). Considering our problem of over-approximating stream in block-diagrams, while a solver like ReaVer embarks many technics from Abstract Interpretation to answer this problem, in our approach we focus on how a slightly modified Constraint Programming solver can be turned into a verification tool with good performances (i.e., in computation time and in over-approximations qualities). Experiments in the previous section show that our real-time-loop constraint together with the proposed propagators achieve these objectives. However, it is clear that this approach is not competitive when the interval abstract domain cannot tightly fit the concrete domain (i.e., in these cases, polyhedra, octagons, or an other domains may provide better over-approximations). In some cases the interval [−∞, +∞] is returned as over-approximation of the output streams, which is indeed the smallest overapproximation of the output streams in the interval abstract domain while [−1, 1] is a valid over-approximation of the concrete output stream.



5



https://www.cs.ox.ac.uk/people/peter.schrammel/reaver/
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7 Conclusion and Future Works Conclusion We proposed a constraint model using a global constraint for overapproximation of real-time streams represented with block-diagrams. The experiments show that our approach can reach very good, nearly always optimal, over-approximations in a short running time. Our method has been taken in consideration for a future implementation into the FAUST compiler. In addition, we showed that constraint programming can handle blockdiagram analyses in an elegant and natural way. The concept of digital signal processing is not proper to FAUST nor to audio processing. Indeed, it also appears in a lot of applications receiving and processing digital signals: modems, multimedia devices, GPS, video processing; which empower this model. Thus, this gives good perspectives for this work. Future works The results of our experiments are fast and of good quality. However, we would like to point out some possible improvements. A common way to improve performances is to consider pre-processing. This consists in taking advantage of some knowledge about the semantics of the problem in order to find faster a solution. According to the application (e.g., verification, refactoring) it could be interesting to propagate variables with respect to a global order. For instance for verification, it will be faster to propagate from inputs to outputs instead of a totally arbitrary order. Algorithm 2 for stable interval search applies many times the transfer function of the loop. Thus, reducing the number of blocks per transfer function would have two impacts: decreasing the time needed by the solver, and decreasing the number of variable multiple occurrences. Factoring sets of blocks with specific semantics would lead to better models from which faster and better over-approximation would be computed. For example, removing identity constraints, factoring sub blockdiagram with specific meaning such as filter would lead to better models.
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