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Abstract— We introduce a new method for computing functions of fuzzy intervals under various monotonicity assumptions on the concerned functions. Our method makes exact computation for all possibility degrees, without resorting to α-cuts. We formally present the notion of left and right profiles of fuzzy intervals as a tool for fuzzy interval computation. Several results show that interval analysis methods can be directly adapted to fuzzy interval computation where end point of intervals are changed into left and right profiles. Our approach is illustrated by numerous simple examples all along the paper, and a special section is devoted to the application of these concepts to different known problems.



I. I NTRODUCTION In interval computation, the basic problem is: given a func+ tion f (x1 , · · · , xn ) and n intervals [x− i , xi ], find the interval + range of the variable y = f (x) such that x ∈ ×i [x− i , xi ] [1]. Modeling possible values of variables by means of real intervals accounts for some uncertainty, but we can be more precise by modeling uncertainty on a variable xi by means of a fuzzy interval Xi . Then one way to compute the possible fuzzy range Y of y is to decompose the problem in terms of α-cuts and then to apply a standard interval analysis method. This process has drawbacks: it computes only an approximation of Y , and for each α-cut, the interval algorithm has to be completely executed. The goal of interval computation is to find the minimum and the maximum of the function when the different possible + values of the variables xi range in their intervals [x− i , xi ]. Some methods are based on finding a finite set of points (called configurations or poles) on which this minimum and maximum is attained [2]. This is the idea of the vertex method [3]. We want to generalize this idea to the fuzzy case without resorting to α-cuts, and we give exact results for all possibility degrees. In this paper, we propose an approach to the fuzzy problem, based on a particular representation of fuzzy intervals. This representation enables computation on fuzzy intervals under different monotonicity assumptions on the function, using the set of what we call fuzzy configurations. II. A R EFRESHER O N C LASSICAL I NTERVAL C OMPUTATION + With n intervals [x− i , xi ], we call real configuration an + element of the set X = ×i [x− i , xi ]. Among configurations



of X , let us distinguish the extreme ones, ie the set H = + ×i {x− i , xi }. The notion of configuration has been proposed by Buckley for the scheduling problem [4], but in the literature extreme configurations are also called poles [2]. Under some assumption, the maximum of f over X is actually equal to the maximum of f on H, or on a subset C ⊆ H. An element ω ∈ H has the form ω = (x11 , · · · , xnn ), with i ∈ {+, −}. To use this idea, we should write two propositions based on some assumed monotony of the considered function. Before, let us give several definitions of monotony, useful for these propositions. In these definitions, f is a function from Rn to R. Definition 1: f is said to be increasing with respect to xi (respectively decreasing) if for all n-tuple (a1 , a2 , · · · , ai−1 , ai+1 , · · · , an ) ∈ Rn−1 the restricted function from R to R f (a1 , a2 , · · · , ai−1 , xi , ai+1 , · · · , an ) is increasing (respectively decreasing). Definition 2: f is said monotonic with respect to each xi if for each variable xi , f is either increasing or decreasing according to xi . Definition 3: f is said locally monotonic with respect to each xi if for each variable xi , for all n-tuple (a1 , a2 , · · · , ai−1 , ai+1 , · · · , an ) ∈ Rn−1 the restricted function f (a1 , a2 , · · · , ai−1 , xi , ai+1 , · · · , an ) is monotonic. In this last definition we should note that f can be increasing for one tuple and decreasing for another. Therefore, a function locally monotonic with respect to each argument is not monotonic in the usual sense (Definition 2). A function is locally monotonic with respect to xi if the sign of its partial derivative ∂f ∂xi does not depend on xi . We can now state a well-known proposition: Proposition 1: Let x = (x1 , x2 , · · · , xn ) be a tuple of n + variables such that xi ∈ [x− i , xi ], and y = f (x1 , · · · , xn ) = [y − , y + ]. If f is locally monotonic with respect to each argument, then y − = minω∈H (f (ω)) and y + = maxω∈H (f (ω)) Proposition 1 enables computations on functions to be performed under a condition of local monotony. This proposition is the basis of the (FWA) Algorithm [3] which computes the fuzzy weighted average. We recall another result which decreases the number of fuzzy configurations used for the computation of a function f with stronger monotony conditions:



Proposition 2: Under the assumption of Proposition 1, if f is locally monotonic with respect to each argument, and ∀j ∈ E1 , f is increasing according to xj and ∀j ∈ E2 , f is decreasing according to xj , then   ∀j ∈ E1 , ωj = x− j y − = minω∈H f (ω)| ∀j ∈ E2 , ωj = x+ j   ∀j ∈ E1 , ωj = x+ j + and y = maxω∈H f (ω)| ∀j ∈ E2 , ωj = x− j In this paper, we generalize the notion of configuration to fuzzy interval problems, and we give counterparts to the previous propositions.
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the horizontal difference of the left profile of A and the right profile of B (respectively the right profile of A and the left profile of B) (see Figure 4). In the first example + − A −B
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Fuzzy intervals are defined as follow [5]: Definition 4: A fuzzy interval I, defined by its membership function µI (.) is a fuzzy set such that: ∀(x, y, z) ∈ R3 z ∈ [x, y] =⇒ µI (z) ≥ min(µI (x), µI (y)) I is said normalized iff ∃y ∈ R such that µI (y) = 1 In this paper we only work with normal fuzzy intervals and with upper semi-continuous (USC) membership functions. Note that the α-cut of a fuzzy interval (Iα = {x/µI (x) ≥ α}) is a classical interval. A decomposition by α-cuts can be used to compute the function on fuzzy intervals. ([f (X1 , · · · , Xn )]α = f ([X1 ]α , · · · , [Xn ]α )). For example,
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(C = max(A, g B)), we have obtained the left profile of C from both left profiles because the function h(x, y) = max(x, y) is increasing with respect to both x and y. We have computed the right profile of C with the right profiles of A and B for the same reason. The function g(x, y) = x − y being increasing in x and decreasing in y, we get the left profile of D subtracting B + from A− , and the right profile D + subtracting A+ from B−. Let us now formalise this intuitive approach rigorously. IV. P ROFILES A ND F UZZY C ONFIGURATIONS



let A and B the fuzzy intervals on Figure 1. Let C be the maximum of A and B (C = max(A, g B)). C is defined at level α by Cα = max(Aα , Bα ), where max is the operator maximum on classical intervals (max([a, b], [c, d]) = [max(a, c), max(b, d)]). Now, we call left profile (this notion will be formally defined in the next Section) the increasing part of a fuzzy interval I (denoted I − ), and right profile its decreasing part (I + ). To obtain the left-profile (respectively right-profile) of C, we make a horizontal comparison, taking the maximum, of the left-profiles (respectively right-profiles) of A and B (Figure 2). Then C is completely defined by C − and C + (Figure 3). Similarly from the same fuzzy intervals A and B, 1
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Fig. 2. Horizontal comparison of left profiles (on left) and right profiles (on right) of A and B



let us compute the difference D = A B. To obtain the left profile (respectively right profile) of D, we can compute



We need to define an object (called profile) to handle the increasing or decreasing part of a fuzzy interval, and also operations between such objects. Definition 5: A profile is a function Φ from [0, 1] to R. Note that a profile is not requested to be monotonic. In the following, [s− , s+ ] will represent the support of I. Definition 6: Let I be an USC fuzzy interval. We call left profile of I (denoted I − ) the profile defined as follows: I − : [0, 1] −→ R λ 7−→ I − (λ) = inf {x|µI (x) ≥ λ, x ≥ s− } We call right profile of I (denoted I + ) the profile defined as following: I + : [0, 1] −→ R λ 7−→ I + (λ) = sup{x|µI (x) ≥ λ, x ≤ s+ } This definition seems complex, but it permits to preserve USC properties across computations, and is simple to use in practice. With this definition, an USC fuzzy interval can be entirely defined by its left profile and its right profile (this is not the case for all fuzzy sets, since two profiles only define a convex membership function): From I, we can obtain I + and I − by construction (see Definition 6), and conversely, given I + and I − , we derive µI as follow: Theorem 1: Let I be a USC fuzzy interval, I − and I + its left and right profiles, then the membership function µI of I



is definedin the following way:   0    sup{λ|I − (λ) ≤ x} 1 µI (x) =    sup{λ|I + (λ) ≥ x}   0
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Now, let us give the definition of a fuzzy extreme configuration. Definition 7: Let x = (x1 , x2 , · · · , xn ) a tuple of n independent variables, restricted by the fuzzy intervals X1 , · · · , Xn . A fuzzy extreme configuration Ω is a n-tuple of left or right profiles: Ω = (X11 , X22 , · · · , Xnn ), where e the set of all fuzzy extreme i ∈ {+, −}. We denote H − e = ×i {X , X + } (|H| e = 2n ) configurations: H i i We denote Ωi the ith profile of configuration Ω. For any e let Ω(λ) denote the classical configuration obtained at Ω ∈ H, level λ. Ω(λ) = (Ω1 (λ), Ω2 (λ), · · · , Ωn (λ)) ∈ Rn is a vertex of the hyper-rectangle ×i [Xi ]λ .



The definition of a fuzzy interval as a pair of profiles is akin to the so-called graded numbers of Herencia [6]. This author also considers fuzzy numbers as mappings from the unit interval to the set of real intervals, instead of the usual USC mapping from the reals to the unit interval. However, profiles are more general because they are not necessarily monotonic. Only monotonic profiles are useful to define fuzzy intervals, however, as shown in the sequel, computations with fuzzy intervals may lead to non-monotonic profiles as intermediary results. That is why profiles are defined as functions from [0, 1] to R, which associates for each possibility level λ ∈ [0, 1] a single abscissa Φ(λ). For example the result of the maximum of A+ and B − (A and B defined by Figure 1) is not a function from R to [0, 1] (see Figure 5).
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Non-monotonic profiles can thus appear in the intermidiate computations, but hopefully, the final result is always a classical fuzzy interval. The above example is meant for illustration of non-monotonic profiles. If the membership function of an upper semi-continuous fuzzy interval has some discontinuity points, it can be useful to display its profiles on separate graphs. See the profiles of I (Figure 6) respect Definition 6, and therefore, the membership function of I can be exactly recovered from I − and I + according to Theorem 1. Note that the left and right profiles of an USC fuzzy interval are both left-continuous.
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V. C ALCULATION A ND F UZZY E XTREME C ONFIGURATIONS A. Main Results We have defined notions of profiles and configurations for fuzzy variables. We can see now how to use these concepts for our purpose, which is to provide some tools for computing the range of a function under fuzzy interval arguments. Definition 8: Let f be a function of arity n. Let us denote f˙ the extension of f applicable to profiles: for any n-tuple of profiles Ω = (Ω1 , Ω2 , · · · , Ωn ), f˙(Ω) is the profile defined as follows: ∀λ ∈ [0, 1] f˙(Ω)(λ) = f (Ω(λ)) = f (Ω1 (λ), Ω2 (λ), · · · , Ωn (λ)) For instance, the extension of maximum and subtraction has been used to obtain the profiles of Figures 2, 4 and 5. Now, let us define a set ξ ⊆ {−, +}n such that for all inter+ vals X = ×i [x− i , xi ], ξ defines a set of configurations HX ,ξ as follows: HX ,ξ = {(x11 , · · · , xnn )|(1 , · · · , n ) ∈ ξ} If there are n fuzzy intervals X1 , · · · , Xn , ξ also defines a set of fuzzy eξ = {(X 1 , · · · , Xnn )|(1 , · · · , n ) ∈ ξ}. configurations: H 1 With these notations we can state the following theorem: Theorem 2: Let x = (x1 , x2 , · · · , xn ) be a tuple of n independent variables, restricted by the fuzzy intervals X1 , · · · , Xn , defined by their membership functions µX1 , · · · µXn all USC. f is a function from Rn to R, and Y is the fuzzy set of the possible values of the variable y = f (x). If there is a set ξ ⊆ {(1 , · · · , n ), i ∈ {−, +}}, such that for all α-cuts f attains its maximum and minimum on Xα = ×i [Xi ]α for a configuration in HXα ,ξ , then Y + = max ˙ Ω∈He ξ {f˙(Ω)} ˙ ˙ and Y − = min e ξ {f (Ω)} Ω∈H



Proof : Let λ ∈ [0, 1] be a possibility degree. By definition of the right profile, we know that: Y + (λ) = max{y|µY (y) ≥ Y λ } = max{y|y = f (x1 , · · · , xn ), xi ∈ Xiλ } And then, under the hypothesis of the theorem, we can write that: Y + (λ) = max{y|y = f (x11 , · · · , xnn ), (1 , · · · , n ) ∈ ξ}, ˙ which exactly means Y + (λ) = max ˙ e (f (Ω)(λ)} Ω∈Hξ



This equation is true for all λ ∈ [0, 1], therefore, we can conclude that ˙ Y + = max ˙ Ω∈H  e {f (Ω)} ξ



As in the interval case, we can state two corollaries based on the monotony of f : Corollary 1: Under the assumption of Theorem 2, if f is locally monotonic with respect to each argument,



˙ ˙ then Y − = min e (f (Ω)) Ω∈H + and Y = max ˙ Ω∈He (f˙(Ω))
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Proof : This is Theorem 2, where ξ = {(1 , · · · , n ), i ∈ {−, +}}



Corollary 2: Under the assumption of Theorem 2, if f is locally monotonic with respect to each argument, and ∀j ∈ E1 , f is increasing according to xj and ∀j ∈ E2 , f is decreasing according to xj ,then  ∀j ∈ E1 , Ωj = Xj− − ˙ ˙ Y = minΩ∈He f (Ω)| ∀j ∈ E2 , Ωj = Xj+   ∀j ∈ E1 , Ωj = Xj+ and Y + = max ˙ Ω∈He f˙(Ω)| ∀j ∈ E2 , Ωj = Xj−
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This last corollary was in fact known for strictly increasing functions [5]. In the remainder of this paper, we will not tell f from its extension applicable to the profiles f˙.
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Proof : Obvious with Theorem 2 and Definition 6 of profiles.
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ˆ1 Details of the computation of h applied on H 1



B. Why This Approach Is Useful In Practice
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The above theory looks complex, but lots of applications are really simple. Let us imagine some computations on piecewise linear fuzzy intervals (such fuzzy sets are not hard to implement [7] [8]). The profiles of such fuzzy sets are obviously piecewise linear and can be implemented in the same way. Some operations on such profiles preserve the piecewise linearity property: for example the maximum, minimum, addition, subtraction. Moreover, for addition and subtraction, no new break-points are generated, and for the minimum or maximum, the number of break-points may double in the worst case. Then we can deduce that the complexity of a computation on piecewise linear profiles with these operators is polynomial according to the number of break-points. The implementation of our computation method on functions defined from these operations is easy and can be generalized to other operations.
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partial result. In fact, the function h is increasing according to x, and decreasing according to y. This is obvious since: h(x, y) = max(x − y, 0). If we had noticed it earlier, the computation would have been easier: Corollary 2 recommends to use only e2 = (A+ , B − ), (A+ , B − ). Therefore only configuration on H the second and the third line of the Figure 8 would have been useful to determine C completely. However, it is not always possible to rewrite the function in such a way that each variable appears once only.



C. Example Of Computation Using Profiles Let us see a simple example of application of Corollary 1. Let h be the function defined by h(x, y) = max(x, y) − y. h is locally monotonic with respect to each argument. Let a and b be two independent variables with values in the fuzzy intervals A and B, defined by the membership functions of Figure 7.
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The previous computation method can be easily applied to more difficult problems. Our motivation first came from the scheduling problem, but during our work on this domain, we saw other problems to which this theory can be applied. A. Multiplication
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We denote by c the variable defined by c = h(a, b). Now, we can compute the fuzzy set C of possible values of c from the expression where y appears twice. The set of fuzzy extreme configurations is e1 = {(A− , B − ), (A+ , B − ), (A+ , B − ), (A+ , B + )}. H According to Corollary 1, we can apply h on each element e1 (Figure 8), put all the results of these computations on of H the same graph, and compute their fuzzy convex hull (Figure 9). Note that we get a non-monotonic profile on Figure 8 as



A very simple application of this method can be the multiplication of two fuzzy numbers overlapping 0. For this application, we can take two fuzzy interval given by their L-R parametrized representations [5]. Let L be any USC from [0, +∞) to [0, 1]. satisfying the following requirements: ∀x > 0, L(x) < 1; ∀x < 1, L(x) > 0; L(0) = 1; either L(1) = 0 or (∀x, L(x) > 0, and limx→+∞ L(x) = 0. Under these requirements, L is said to be a shape function. Two shape functions L and R and a Four-tuple (m, m, s, t) such that m, m ∈ R ∪ {−∞, +∞}, s, t ∈ [0, +∞), define a fuzzy interval A by the following equation: µA (x) = L( m−x s ), ∀x < m µA (x) = 1, ∀x ∈ [m, m] µA (x) = R( x−m t ), ∀x > m



(1)



The left profile of A is the function A− defined by A− (λ) = m − s ∗ L−1 (λ), and the right-profile A+ of A is the function A+ (λ) = t ∗ R−1 (λ) + m. The multiplication of two L-R parametrized fuzzy intervals A and B defined by their four-tuple (m, m, s, t) and (n, n, u, v) can then be done by Corollary 1. Indeed, The function h(x, y) = x ∗ y is locally monotonic on R2 . Then we can conclude that the following equations are valid: (A ∗ B)− = min(A− ∗ B − , A+ ∗ B − , A− ∗ B + , A+ ∗ B + ) (A ∗ B)+ = max(A− ∗ B − , A+ ∗ B − , A− ∗ B + , A+ ∗ B + ) It extends a well-known formula of interval arithmetics [1] (page 12). Note that for two profiles Φ, Ψ, min(Φ, Ψ) 6= Φ and min(Φ, Ψ) 6= Ψ (see for exemple Figure 5). This computation is easy with the usual tools in the case of nonnegative fuzzy interval, but our result can be applied to all fuzzy intervals. For example, consider the two fuzzy intervals A and B, defined by Figure 10. A (respectively B) is a L-L µ 1 B
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parametrized fuzzy interval for L(x) = 1 − x ∀x ∈ [0, 1] and L(x) = 0 ∀x > 1, and the four-tuple ( 12 , 12 , 12 , 21 ) (respectively (− 21 , − 12 , 12 , 1)). Now, L−1 = L, therefore the profiles of A and B are defined as follows: A− (λ) = λ2 , A+ (λ) = 1 − λ2 , B − (λ) = λ2 − 1, B + (λ) = 12 − λ Then we get: (A− ∗ B − )(λ) = λ2 ∗ ( λ2 − 1) (A+ ∗ B − )(λ) = (1 − λ2 ) ∗ ( λ2 − 1) (A− ∗ B + )(λ) = λ2 ∗ ( 21 − λ) (A− ∗ B − )(λ) = (1 − λ2 ) ∗ ( 12 − λ) The computed profile and the result C = A ∗ B are shown on figure 11. The above calculations are in the style of graded numbers [6] but some profiles obtained as partial results are not monotonic. µ
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C = A ∗ B and the computed profiles



B. Scheduling Problem For a general description of scheduling problems, the reader should refer to [9].



1) Problem Definition: A scheduling problem can be defined by a set of tasks (or activities) which represents the different parts of a project, and a set of precedence constraints expressing that some tasks cannot start before others are completed. In this context, the goal of a project manager is generally to minimize the makespan of the project. Three quantities are computed for each task of the project (they allow to identify the critical tasks): the earliest starting date ei of a task i is the date before which we cannot start the task without violation of a precedence constraint. The latest starting date li is the date after which we cannot start the task without delaying the end of the project. The float fi is the difference between the latest starting date and the earliest starting date. A task is then critical iff its float is null. These three quantities are computed by the PERT Algorithm based on three equations which only use min, max, + and − operators: ei = max{W (p)|p ∈ P1,i } = max{ej + dj |j ∈ pred(i)} li = max{W (p)|p ∈ P1,n } − max{W (p)|p ∈ Pi,n } = min{lj − dj |j ∈ succ(i)} fi = l i − e i where dj is the duration of the task j, pred(i) is the set of tasks preceding i, succ(i) is the set of tasks following i. We note Pi,j the set of all path from task i to task j, and W (pi,j ) the length of path pi,j ∈ Pi,j . ei is the length of the longest path from the starting task (noted 1) to task i. li is the length of the longest path from the starting task to the ending task (noted n) minus the longest path from task i to the ending task. In scheduling problems under uncertainty (on fuzzy PERT) a task duration can be modeled by an interval, crisp or fuzzy. 2) Application Of The Profile Method: The expressions of ei and li obey monotony properties and a set of configurations can be pointed out where the bounds of the quantities are attained [10] [11]. From these results and the theorems of the last section, it is now easy to work on the fuzzy version of the problem. Di is the fuzzy interval representing the possible valuations of the duration of task i. Ei Li and Fi are respectively the fuzzy earlier starting date, latest starting date, and float of i. The problem defines for each task i three functions computing the earliest starting dates ei (.), the latest starting dates li (.) and the floats fi (.). These functions of n variables (if there are n tasks in the problem) take a n-tuple of task durations as parameter. First ei (.) is increasing according to each argument. So applying Corollary 2, we directly get two expressions that compute the fuzzy earlier starting date: Ei− = max{Ej− + Dj− |j ∈ pred(i)} Ei+ = max{Ej+ + Dj+ |j ∈ pred(i)} Similarly, for the fuzzy latest starting date Li and float Fi , we know that the functions li (.) and fi (.) are locally monotonic with respect to each argument. Moreover, we can find a subset of variables according to which li (.) and fi (.) are increasing [10]: li (x1 , · · · , xn ) is increasing with respect



to all xj such that j ∈ / succ(i) ∪ {i}, and fi (x1 , · · · , xn ) is increasing with respect to all xj such that i ∈ / pred(i) ∪ {i} ∪ succ(i). Therefore we can apply Corollary 2. No more configurations are necessary in the fuzzy case than in the interval case. From the results in [10], we have develloped another algorithm (the Path-Algorithm) for the interval-valued problem [12], in which, the computations of li (.) and fi (.) can be done on a small set of configurations. This set is the basis of the application of Theorem 2 in the fuzzy version of the problem. The minimum of li (.) is attained on a configuration ω = (x11 , · · · , xnn ) where the set of task assigned to their maximum ({i|i = +}) is exactly a path from task i to the endding task n. The maximum of li (.) and fi (.) and the minimum of fi (.) is attained on a configuration ω = (x11 , · · · , xnn ) where the set of tasks assigned to their maximum ({i|i = +}) is exactly a path from the starting task 1 to the endding task n. With Theorem 2, we obtain the exact fuzzy profiles of the latest starting dates and floats with the same time complexity as in the crisp case. C. Fuzzy Weighted Average The fuzzy weighted average problem is: given n fuzzy weights Wi and n fuzzy Xi , how to obtain the fuzzy weighted average of the variable y = f wa(w1 , · · · , wn , x1 , · · · , xn ) = Pn i=1 wi xi P . n i=1 wi The (FWA) Algorithm [3] decomposes the problem into M interval problems (corresponding to M α-cuts). Then for each α-cut, it computes f wa(w1 , · · · , wn , x1 , · · · , xn ) on each vertex of the hyper-rectangle (W1 )α × . . . (Wn )α × (X1 )α × (Xn )α , where (Z)α is the α-cut of Z at level α. The maximal (respectively minimal) possible value of z at possibility level α is then the greatest (respectively the lowest) computed value. This is due the the fact that the function f wa(.) is locally monotonic with respect to each argument: Proposition 3: The function f wa(.) is locally monotonic with respect to each argument (according to Definition 3) Applying Corollary 1 to the fuzzy weighted average yields a generalized (FWA) Algorithm, which gives an exact value of the average, for each possibility level, with a time complexity in O(2n ). On the contrary, the classical (FWA) Algorithm gives the exact value of the average only for a restricted number (say M ) of possibility degrees (the rest of the result is approximated) with complexity O(M ∗ 2n ). Note that polynomial algorithms have been recently developed for the real interval problem [13], but these algorithms can not be extended to the present profile theory. Their extension is left to further research. In the case where all xi are precisely defined, we can order the xi such that for all j < i, xj ≤ xi . With this order, there exists k ∈ [1, n − 1] such that for all i ≤ k, f wa(.) is decreasing with respect to wi , and for all i > k, f wa(.) is increasing with respect to wi . So we can apply Theorem 2 with the set ξ = {(−, +, · · · , +), (−, −, +, · · · , +), · · · , (−, · · · , −, +)}, and so we obtain a linear algorithm to compute the fuzzy
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