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Abstract This paper presents the use of a new 2D dynamic programming approach for handwritten character recognition. The theoretical natural extension of the well-known 1D dynamic programming algorithm has been presented recently within an hidden Markov random field modeling framework. This principle has been adapted to a handwritten character recognition task and the performances are analyzed on the MNIST database for which spectral local features are extracted. Preliminary results exhibit an error rate similar to the ones reported in the literature.



1. Introduction Dynamic Programming (DP) techniques have been extensively and successfully applied to solve a great variety of problems in one-dimension [20, 24]. In the field of speech recognition, most of the systems are based on hidden Markov models (HMM) and the Viterbi algorithm which is a direct application of DP [15, 24]. Several attempts were carried out to apply this principle to bi-dimensional tasks as those typically encountered in image processing. However, none of them can be considered as a true 2D approach [19, 23, 29]. Very recently, the direct extension of DP to the multi-dimensional case was presented [11, 10] and it is expected to be able to solve a large range of open issues in the field of image processing. In this paper, the target application is handwritten character recognition. In this area, Markov chains are commonly used to solve cursive script recognition tasks [1, 5]. In addition, several attempts to use hidden Markov random fields for handwriting recognition have been made [12], specially for Chinese characters [27]. The models used are pseudo-2D Markov models or planar HMM, or causal MRF. Pseudo-2D Markov models are a combination of two Markov chains (one for each spatial direction) [12, 22]. In causal Markov random fields, the local dependency allows a 1D scanning of the image [21, 27]. A Markov random field model with a truly four-nearest-neighbor system was developed by Xiong and al. [28] and applied to handwritten Chinese character recognition with a traditional ICM algorithm. The paper is organized as follows. The general principle of the multi-dimensional dynamic programming will be first explained as developed in [11, 10]. Then, we detail how to combine such an approach within a hidden Markov random field modeling framework. Our application of 2D DP to a handwriting recognition task recognition is then given together with the implementation issues and a description of the database we used. The results obtained and a conclusion follow.



2. Principle of the Multi-Dimensional Dynamic Programming Dynamic programming is based on Bellman’s optimality principle: if a path between A and B is optimal and if C belongs to this path, then paths between A and C and C and B are also both optimal. Therefore, instead of exploring all possible paths ( paths of length  if there are  different values), for each C, the two sub-paths are explored (Figure 1). This process is iterated  times so that the exploring space is now in  .
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C1 A Figure 1: Dynamic Programming: optimal path and sub-paths This principle has always been considered within a 1D framework. However, it was recently extended to the multidimensional case in a simple and canonic way [11, 10]. The generalized DP requires a property of local dependency given by a Markov random field model. Markov fields are based on a graph structure which nodes are called sites and in practice usually correspond to the image   are neighbors if they are directly pixels. Edges of the graph define the neighborhood system: two nodes   linked together with an edge. In a Markovian context, the neighborhood system is usually described in terms of cliques: a clique is either a singleton or a subset of S in which every element is a neighbor of all the other elements [6]. Each site   is associated with a random variable   with values in a discrete or a continuous space. If   is the set of sites which are neighbors of s, the local dependency assumption is expressed as: !
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If 12 and 1 make a partition of an image I, the common boundary between 13 and 1 can be defined as the sites that   belong to a clique which contains elements from 14 and 1  (Figure 2). Consequently, the 1  -1  dependency holds only for the 15 - 1 boundary pixels. To compute the optimal configuration, instead of exploring all the possible configurations  ( 6 configurations), only the optimal configuration of each region 1  and 1 0 has to be found for each configuration of the  boundary. After  iterations, the complexity of the algorithm decreases to    [10] with no loss of optimality.



3. Hidden Markov Random Fields and 2D Dynamic Programming Markov Random Fields models are widely used in the field of image processing and computer vision mostly for applications like debluring, restoration, spatial, temporal and spatio-temporal segmentation or recognition [6, 4, 9]. The recognition procedures are achieved either by Iterated Conditional Modes (ICM) [3], which is sub-optimal, or by simulated annealing [9], whose convergence is very slow.



3.1. The general framework The aim of the algorithm is to find the maximum a posteriori (MAP) of  , i.e. the best configuration  7 that maximizes the + posterior probability of   7 given the observation 8 : 7
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Figure 2: 2D Dynamic Programming: regions and the common boundary of clique of order 2 with one element in 1  and one element in 1
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Figure 3: Clique types of the first order neighborhood !
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The term 8G$  in (2) is the marginal conditional distribution of 8 given the label  (see in (4.3.2)) and  denotes the probability law for which transition probabilities will be computed. In this paper, sites of the MRF are image pixels and cliques are associated with the four nearest neighbors as shown in Figure 3. The Markov property on the conditional probabilities of states reduces the global model to a local one: !
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The Hammersley-Clifford theorem states that a MRF with the positivity property is equivalent to a Gibbs distribution in which the probability of one configuration is expressed as: !
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where  is the set of cliques and  is the potential function associated with this set. The normalization constant Z is unknown from a practical point of view. In addition to the Markov property, the observed random variables given the labels are assumed to be conditionally



independent: !
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3.2. Transition probabilities Let us define the interaction functions  ,   , 



 and  as ! ,+
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These interaction terms can be interpreted as a mutual information [7], which would be oriented. The set of cliques defined as: + 
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Then, potentials 
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can be defined as: $%%
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These potentials are stored in a . coefficients are: 
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is the number of states of the model and the related
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3.3. Potential function By taking the logarithm of and expressed as:



!



8G$ 



 !















and removing the normalization constant , the potential function 
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is introduced (14)
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and the problem is to minimize this potential: 7
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The key property of this potential is that it is the summation of local terms. If the image is divided into two regions 1 and 1 of configurations   and  , the optimal configuration can be written as:
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