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ZIGZAG: An Efficient Peer-to-Peer Scheme for Media Streaming

Initially, when the number of peers is small, the admin- istrative organization has only one layer containing one cluster. As clients join or leave, this organization ... 
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ZIGZAG: An Efficient Peer-to-Peer Scheme for Media Streaming Duc A. Tran Kien A. Hua Tai T. Do School of Electrical Engineering and Computer Science University of Central Florida, Orlando, FL 32816, USA. Email: dtran,kienhua,tdo  @cs.ucf.edu. Abstract— We design a peer-to-peer technique called ZIGZAG for single-source media streaming. ZIGZAG allows the media server to distribute content to many clients by organizing them into an appropriate tree rooted at the server. This application-layer multicast tree has a height O( ) where  is the number of clients, and a node degree bounded by a constant. This helps reduce the number of processing hops on the delivery path to a client while avoiding network bottleneck. Consequently, the end-to-end delay is kept small. Although one could build a tree satisfying such properties easily, an efficient control protocol between the nodes must be in place to maintain the tree under the effects of network dynamics and unpredictable client behaviors. ZIGZAG handles such situations gracefully requiring a constant amortized control overhead. Especially, failure recovery can be done regionally with little impact on the existing clients and mostly no burden on the server. Keywords— Application-Layer Multicast, Media Streaming, Peer to Peer.



I. I NTRODUCTION We are interested in the problem of streaming live bandwidth-intensive media from a single source to a large quantity of receivers on the Internet. The simplest solution dedicates an individual connection to stream the content to each receiver. This method consumes a tremendous amount of costly bandwidth and leads to an inferior quality stream for the receiver, making it nearly impossible for a service provider to serve quality streaming to large audiences while generating profits. IP Multicast [1], [2] could be the best way to overcome this drawback since it was designed for group-oriented applications. However, its deployment on the Internet is still limited due to several fundamental concerns [3], [4]. Therefore, we seek a solution that employs IP unicast only but offers considerably better performance efficiency than the dedicated-connection approach. In the absence of budget for extra resources, we opt to use the peer-to-peer (P2P) approach to tackle the problem. This research is partially supported by US National Science Foundation under grant ANI-0088026



In a media streaming P2P architecture, the delivery tree is built rooted at the source and including all and only the receivers. A subset of receivers get the content directly from the source and the others get it from the receivers in the upstream. P2P consumes the source’s bandwidth efficiently by capitalizing a receiver’s bandwidth to provide services to other receivers. On the other hand, the following issues are important in designing an efficient P2P technique: The end-to-end delay from the source to a receiver may be excessive because the content may have to go through a number of intermediate receivers. To shorten this delay (whereby, increasing the liveness of the media content), the tree height should be kept small and the join procedure should finish fast. The end-to-end delay may also be long due to an occurrence of bottleneck at a tree node. The worst bottleneck happens if the tree is a star rooted at the source. The bottleneck is most reduced if the tree is a chain, however in this case the leaf node experiences a long delay. Therefore, apart from enforcing the tree to be short, it is desirable to have the node degree bounded. The behavior of receivers is unpredictable; they are free to join and leave the service at any time, thus abandoning their descendant peers. To prevent service interruption, a robust technique has to provide a quick and graceful recovery should a failure occur. For efficient use of network resources and due to the resource limitation at each receiver, the control overhead at each receiver should be small. This is important to the scalability of a system with a large number of receivers. We propose a technique called ZIGZAG which addresses the issues above. ZIGZAG organizes receivers into a hierarchy of bounded-size clusters and builds the multicast tree based on that. The connectivity of this tree is enforced by a set of rules, which guarantees that the tree always has a height O(   ) and a node degree O(  ), where  is the number of receivers and  a constant. Furthermore, the effects of network dynamics such as unpredictable receiver behaviors are handled gracefully without violating the rules. This is achieved requiring a worst-case control overhead of O(   ) for the worst receiver and
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Fig. 1. Administrative organization of peers



O(  ) for an average receiver. Especially, failure recovery can be done regionally with only impact on a constant number of existing receivers and no burden on the source. This is an important benefit because the source is usually overloaded by huge requests from the network. In comparison, no previous solution [5], [6], [7], [8] to our problem can provide all the above features. Besides theoretical analyses that prove the correctness of our scheme, a simulation-based study was carried out to evaluate its performance under various scenarios. In this study, we also compared ZIGZAG to SMOP [5], a recent scheme for P2P streaming. The remainder of this paper is organized as follows. Section 2 presents the protocol details of the ZIGZAG scheme. Section 3 reports the results from our performance evaluation study. Section 4 discusses related work with comparisons to ZIGZAG. Finally, Section 5 concludes this paper with brief remarks. II. P ROPOSED S OLUTION For the ease of exposition, we refer to the media source as the server and receivers as clients. They all are referred to as “peers”. In this section, we propose the ZIGZAG scheme which consists of two important entities: the administrative organization representing the logical relationships among the peers, and the multicast tree representing the physical relationships among them (i.e., how peers get the content). Firstly, we describe the administrative organization when the system is in the stable state. Secondly, we propose how the multicast tree is built based on this organization, and then the control protocol in which peers exchange state information. Finally, we propose policies to adjust the tree as well as the administrative organization upon a client join/departure, and discuss performance optimization issues. A. Administrative Organization An administrative organization is used to manage the peers currently in the system and illustrated in Fig. 1. Peers



are organized in a multi-layer hierarchy of clusters recursively defined as follows (where  is the number of layers,  3 is a constant): Layer 0 contains all peers. Peers in layer   are partitioned into clusters of sizes in [  , ! ]. Layer "# has only one cluster which has a size in [2, ! ]. A peer in a cluster at layer $% is selected to be the head of that cluster. This head becomes a member of layer  + 1 if &'( . The server ) is the head of any cluster it belongs to. Initially, when the number of peers is small, the administrative organization has only one layer containing one cluster. As clients join or leave, this organization will be augmented or shrunk. The cluster size is upper bounded by ! because we might have to split a cluster later when it becomes oversize. If the cluster size was upper bounded by * and the current size was *+, , after the split, the two new clusters would have sizes  and -+. and be prone to be undersize as peers leave. The above structure implies  = / ( 0 1 ) where  is the number of peers. Additionally, any peer at a layer  32 must be the head of the cluster it belongs to at every lower layer. We note that this hierarchy definition is not new. It was indeed presented in a similar form in [5]. How to map peers into the administrative organization, to build the multicast tree based on it, and to update these two structures under network dynamics are our main contribution. We use the following terms for the rest of the paper: Member: Non-head peers of a cluster headed by a peer 4 4 are called “members” of . 4 Sibling head: A non-head clustermate of a peer at layer 5 0 is called a “sibling head” of layer-( - 1) mem4 bers of . 4 Sibling member: Layer-( -1) members of are called 4 “sibling members” of any layer- clustermate of . 4 Sibling cluster: The layer-( -1) cluster of is called a 4 “sibling cluster” any layer- clustermate of . B. Multicast Tree Unlike in [5], the administrative organization in ZIGZAG does not infer a data delivery topology. For instance, we will see shortly that the head of a cluster at a layer &678 does not forward the content to any of its members as we might think of. In this section, we propose the rules to which the multicast tree must be confined and explain the motivation behind that. The join, departure, and optimization policies must follow these rules. The rules are listed below (demonstrated by Fig. 2):
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Fig. 2. The multicast tree of peers (9 



= 3, : = 4)



A peer, when not at its highest layer, cannot have any link to/from any other peer. E.g., peer 4 at layer 1 has neither outgoing nor incoming links. A peer, when at its highest layer, can only link to its sibling members. E.g., peer 4 at layer 2 only links to peers 5, 6, and 7 at layer 1, which are sibling members of 4. The only exception is the server; at the highest layer, the server links to each of its members. At layer ;6  : since non-head members of a cluster cannot get the content from their head, they must get it somehow. In our multicast tree, they get the content directly from one and only one sibling head. E.g., non-head peers in layer-0 cluster of peer 1 have a link from their sibling head 2; peers 1, 2 and 3 have a link from their sibling head ) . It is trivial to prove the above rules guarantee a tree structure including all the peers. Hereafter, the terms “parent”, “children”, “descendant” are used with the same meanings as applied for conventional trees. The term “node” is used interchangeably with “peer” and “client”. Theorem 1: The worst-case node degree of the multicast tree is O(  ). Proof: A node has at most ( ! - 1) sibling clusters, thus having at most ( ! - 1) < ( ! - 1) sibling members. 4 can only have outgoing links Since a non-server node 4 when is at its highest layer and since these links only 4 point to a subset of its sibling members, the degree of is no more than the number of its sibling members, which is at most ( ! - 1) < ( ! - 1). The server also has links to its members at the highest layer, therefore the server degree is at most ( ! - 1) < ( ! - 1) + ( ! - 1) = => - ! . Theorem 1 has been proved. Theorem 2: The height of the multicast tree is O(   ) where  is the number of peers. Proof: The longest path from the server to a node must be the path from the server to some layer-0 node. The path from the server to any layer-0 node goes through each layer only once, and does not contain horizontal links (i.e., links between layer mates) except at the highest layer. Therefore, the number of nodes on the path is at most the number of layers  plus one. Since  = O( 0 1 ), the



path length is at most O(  1 ) + 1. Theorem 2 has been proved. The motivation behind not using the head as the parent for its members in the ZIGZAG scheme is as follows1 . Suppose the members of a cluster always get the content 4 4 from their head. If the highest layer of a node is  , would have links to its members at each layer,  -1,  -2, ..., 0, that it belongs to. Since  can be  - 1, the worst-case node degree would be  < ( ! - 1) = ? (  1 ). Furthermore, the closer to the source, the larger degree a node would have. In other words, the bottleneck would occur very early in the delivery path. This might not be acceptable for bandwidth-intensive media streaming. Our using a sibling head as the parent has another nice property. Indeed, when the parent peer fails, the head of its children is still working, thus helping reconnect the children to a new parent quickly and easily. We will discuss this in more detail shortly. C. Control protocol To maintain its position and connections in the multicast 4 tree and the administrative organization, each node in a layer- cluster periodically communicates with its layer- clustermates, its children and parent on the multicast tree. For peers within a cluster, the exchanged information is 4 just the peer degree. If the recipient is the cluster head, 4$B B 4 4E also sends a list @ = A [ , C ], [ , C ], .. D , where [ ,   E 4 is currently forwarding the content C ] represents that E 4E to C peers in the sibling cluster whose head is . E.g., in Fig. 2, at layer 1, peer 5 needs to send a list A [S, 3], [6, 4 3] D to the head ) . If the recipient is the parent, instead sends the following information: 4 A Boolean flag FHG0IKJML>ION PG ( ): true iff there exists a 4 path in the multicast tree from to a layer-0 peer. E.g., in Fig. 2, FHG0IKJMLQIRN PG ( S ) = false, FHGTIRJULQIRN PG (V ) = true. 4 A Boolean flag WXCYCYION PG ( ): true iff there exists a path 4 in the multicast tree from to a layer-0 peer whose cluster’s size is in [  , ! - 1]. 4 The values of FHGTIRJULQIRN PG and WXCYCKIRN PG at a peer are updated based on the information received from its children. For instances, if all children send “FHG0IKJML>ION PG 4 = false” to this peer, then FHGTIRJULQIRN PG ( ) is set to false; 4 4 receives “WXCYCKIRN PG = true” WXCYCYION PG ( ) is set to true if from at least a child peer. The theorem below tells that the control overhead for an average member is a constant. The worst node has to communicate with O(   ) other nodes, this is however acceptable since the information exchanged is just soft state Z



Since a peer gets the content from a sibling head, but not its head, and can only forward the content to its sibling members, but not its members, we named our technique ZIGZAG.
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