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Weighing Designs In furnishing an illustration of “independent factors” in complex experiments, that is, factors that do not interact, Yates (1935) considered the following problem: A chemist has seven light objects to weigh, and the scale requires a zero correction. The obvious technique would be to weigh each of the seven objects separately and to make an eighth weighing with no object on the scale so that the zero correction could be determined. Thus to determine the weight of each object, one would take the difference between the readings of the scale when carrying the object and when empty. Assuming that systematic errors are nonexistent and that the errors are random, we denote the standard error of each weighing by σ, and the variance by σ 2 . Given these assumptions, the variance √ of the estimated weight is 2σ 2 , and its standard error is σ 2. As an improvement in the customary techniques, Yates suggested that the objects be weighed in eight combinations according to the following scheme: Weighing no. 1 2 3 4 5 6 7 8



a + b a + b a a b b



Objects weighed + c + d + e + + d + c + e + + c + + e c + d d + e +



f



+ g



f f



+ g + g + g



f



= = = = = = = =



Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8



In this scheme, each object is weighed four times in the different combinations. In the four weighings of a given object, every other object is included twice. The remaining four weighings, that is, weighings without the object, also include every object twice. If the readings from the scale are denoted by Y1 , Y2 , . . . , Y8 , the weight of, e.g., the object a is given by a = 14 (Y1 + Y2 + Y3 + Y4 − Y5 − Y6 − Y7 − Y8 ). A similar expression is found for each of the other objects. It is evident from the above expression that the weight of any particular object is found by adding together the four equations containing it, subtracting the other four, and dividing the algebraic sum by 4. It can be further seen that the constant bias, if any, which affects each observation Y , cancels out in the algebraic sum. This bias may be due to the balance’s requiring a zero correction, or it may be the result of “environmental characteristics.” Since the variance of a sum of independent observations is the sum of the variances, the variance of a by this improved technique is σ 2 /2, which is one quarter of that of the customary method.
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Further Improvement Suggested by Hotelling Hotelling (1944) suggested that a further improvement would be possible if Yates’ procedure were modified by placing in the other pan of the scale those objects not included in the weighing. Calling the readings Z1 , Z2 , . . . , Z8 , we can write the scheme of weighing operations (interchanging c and d in the previous scheme) as Weighing no. 1 2 3 4 5 6 7 8



− − − −



a a a a a a a b



+ + − − + + − −



b b b b b b b b



+ − + − + − + −



Objects c + c + c − c − c − c − c + c +



weighed d + d − − + − − − − − + d − d +



e e e e e e e e



+ − − + + − − +



f f f f f f f f



+ − − + − + + −



g g g g g g g g



= = = = = = = =



Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8



From these equations a = 81 (Z1 + Z2 + Z3 + Z4 − Z5 − Z6 − Z7 − Z8 ); a similar expression is obtained for each of the other unknowns. The variance of each unknown by this method is σ 2 /8. The variance of each unknown by this method is one quarter of that by Yates’ method or one sixteenth of its value by the direct method of weighing each object separately. Here also the bias cancels. It should be pointed out that, in the example furnished by Yates, the objects were placed in only one pan of the scale. One pan is used when the balance is of the spring balance type. But in the improvement suggested by Hotelling, both pans of the scale were used. This, however, is possible only in a chemical balance. Another way of looking at these results is to say that to obtain the same accuracy one has to repeat weighings several times in the obvious way to equal the results of weighing suitable combinations once. As Hotelling stated, “When several qualities are to be ascertained there is frequently an opportunity to increase the accuracy and reduce the cost by suitably combining in one experiment what might be considered separate operations.”



Statistical Model The results of n weighing operations to determine the individual weights of p light objects fit into the general linear hypothesis model Y = Aβ + ε where Y is an n×1 observed vector of recorded weights, ε is an n×1 unobserved vector such that Eε = 0, Vε = σ 2 I and A = (aij ) is an n × p matrix of known 2



quantities, with aij = +1, −1 or 0 according as the ith weighing includes the jth object in the the left pan, the right pan, or in neither. In accordance with the signs that the elements aij can take, the record of the ith weighing is taken as positive or negative depending on whether the balancing weight is placed in the right pan or in the left. We shall also use the notation AT A = S = (sij );



(AT A)−1 = C = (cij ).



ˆ of β we minimize To find the least squares estimate β   2 X X X Yi −  (Y − Aβ)T (Y − Aβ) = aij βj  . i



i



j



Differentiating with respect to βk and equating to zero we get      X X −2aik Yi −  aij βj  = 0   i j    ˆ =0 −2 AT Y k + 2 AT Aβ k



so for a minimum we get the so-called normal equation ˆ = AT Y AT Aβ which when A and hence AT A is of full rank, as it generally is in weighing designs, gives  ˆ = AT A −1 AT Y β (we may as well recall that we sometimes refer to the condition that A is of full rank by saying that β or the model is identifiable). Note that as E Y = Aβ;



VY = Vε = σ 2 I



we have in this case  ˆ = AT A −1 AT Aβ = β, i.e. β ˆ is unbiased Eβ o n o n     ˆ = AT A −1 AT (VY ) AT A −1 AT = AT A −1 AT σ 2 IA AT A −1 Vβ −1 = σ 2 AT A . −1 In particular, with the notation AT A = C = (cij ) given above, it follows ˆ = σ 2 cii . that V β ˆ = In the special case when A is a square matrix of full rank, we get β  −1 −1 AT A AT Y = A Y , which is the result of solving the equation Y = Aβ for β, so that here the least-squares esatimates are the same linear functions of the observed Y s as the true parameters would be of the true Y s. In some important cases A is (proportional to) an orthogonal matrix, so that AT A = I, ˆ = A−1 Y = AT Y /n. and then β 3



Two Types of Problem Two types of problems arise in practice, one with reference to the spring balance, and the other with reference to the chemical balance. In the spring balance problem, the elements aij are restricted to values of +1 or 0, while in the chemical balance problem these elements are +1, −1, or 0. It should be mentioned that he designs in the weighing problems are applicable to a variety of problems. In fact, they are applicable to any problems of measurments, in which the mesaurment of a combination is of a known linear function of the separate measures with numerically equal coefficients. In the interests of simplicity, the problem is discussed in the language of weighing problems.



Hotelling’s Lemma The following piece of theory should be omitted at a first reading, provided that the statement of Hotelling’s Lemma later in the section is undersood. For any p × p matrix, let |T | be the determinant of T , let T ∗ij be the matrix obtained by omitting row i and column j of T , and let Tij = (−1)i+j T ∗ij be the cofactor of tij in T . Further, let  ∗ T ∗ij kl = Tij; kl . T ∗ij kl = T ∗ij; kl and Then, expanding |T | along the first row |T | =



p X



t1j T1j



j=1



= t11 T11 +



p X



(−1)1+j t1j T ∗1j .



j=2



We can now expand each of the determinants T ∗1j along its first column. Noting that the rows of T ∗1j are (perversely) denoted 2, . . . , p, so that the row labelled i is the (i − 1)st, the result is p ∗ X  T 1j = ti1 T ∗1j i1 i=2



=



p X



(−1)(i−1)+1 ti1 T ∗1j; i1 .



i=2



Putting the last two results together and noting the obvious fact that T ∗1j; i1 = T ∗11; ij (both are the matrix T with rows 1 and i and columns 1 and j omitted) we obtain p X p X |T | = t11 T11 + (−1)i+j+1 ti1 t1j T ∗11; ij . i=2 j=2
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As the row of T ∗11; ij labelled i is the (i − 1)st and its column labelled j is the (j − 1)st, so that T11; ij = (−1)(i−1)+(j−1) T ∗11; ij it follows that we have the expression (due to Cauchy) |T | = t11 T11 −



p X p X



ti1 t1j T11; ij



i=2 j=2



(cf. Aitken, 1956, §31, p. 38). Now let A be a design matrix (of either type) of full rank, so that AT A = S = (sij ) is an invertible matrix. Then the the matrix B obtained by deleting the first column of A is also of full rank, so that S ∗11 = B T B is an invertible symmetric matrix and we may write S ∗−1 11 = D = (dij ). Then by Cramer’s rule S11; ij /S11 = dij . If we now write s = (s12 , s13 , . . . , s1p )T and note that s12 = s21 , then Cauchy’s expression for the determinant becomes |S| = s11 S11 −



p p X X



s1i s1j dij S11



i=2 j=2



or |S|/S11 = s11 − sT Ds. But, because S ∗11 D = I and B T B = S ∗11 , whenever s 6= 0 sT Ds = sT D T S ∗11 Ds = (BDs)T (BDs) > 0 (because B and D are of full rank). We may now state Hotelling’s Lemma: Lemma. (Hotelling’s Lemma). Let A be a design matrix (which can a priori be of either type) of full rank and let AT A = S = (sij ). If s12 , s13 , . . . , s1p (= s21 , s31 , . . . , sp1 , respectively) are free to vary while the other elements of S remain fixed, the maximum value |S|/S11 is s11 and is attained when and only when s12 = s13 = · · · = s1p = 0, where S11 is the minor of S obtained by deleting the first row and column. Proof. Follows trivially from above. ˆ namely σ 2 c11 , where From the Lemma, it is evident that the variance of β,  −1 AT A = C = (cij ), which equals σ 2 S11 /|S| by Cramer’s rule, cannot be less than σ 2 /s11 , and the variance will reach this value only if the experiment is arranged such that all the first row and column of S apart from s11 vanish. This minimum value, σ 2 /s11 , is thus obtained when the first column of A is orthogonal to all the others. Moreover as s11 is the sum of the squares of the 5



elements in the first column of A, all of which are +1, −1, or 0, it is clear that the minimum minimorum of the variance will be reached if not only is the first column of A orthogonal to all the others, but also it consists entirely of +1 and −1 elements, so that s11 = n. The maximum possible value that s11 can take is thus n. The value of this minimum minimorum is thus equal to σ 2 /n. Note that this can only arise in the chemical balance case. It is evident from the Lemma and the above discussion that the minimum ˆ (i = 1, 2, . . . , p) minimorum will be reached with respect to all the estimates β T if the design matrix A is orthogonal in the sense that A A is diagonal, with n on the diagonal, i.e. AT A = nI. This means that the matrix A is a Hadamard matrix as defined by Mann (1965, p. 71), viz., “A matrix whose entries are +1 or −1 is called a Hadamard matrix if the inner product of any two distinct rows is zero,” or by Wallis et al. (1972, Definition 25, p. 15), viz., “A Hadamard matrix is a (1, −1) matrix whose row vectors are orthogonal.” Further useful references are Raghavarao (1971) and Geramita and Seberry (1979).



Illustrations The Chemical Balance The design matrix A in the scheme of weighings suggested by Hotelling is an 8 × 7 matrix whose elements are +1 or −1. The seven columns are orthogonal. If a column of +1s is added, which amounts to representing the bias as an eighth unknown weight, we have an 8 × 8 orthogonal matrix as shown below (1 following the plus or minus sign is not indicated):   + + + + + + + +  + + + + − − − −     + + − − + + − −     + + − − − − + +     + − + − + − + −     + − + − − + − +     + − − + + − − +  + − − + − + + − This scheme was designed to find the weights of seven light objects on a chemical balance, which was known to have a bias. If the bias is taken as an additional object whose weight is to be determined, and if the first column is made to correspond to the bias, the above design matrix is suitable for estimating the weights of the seven objects and the bias, and is, in fact, the best design for this purpose by virtue of Hotelling’s Lemma. Thus the above scheme can be used as a design for finding the weights of eight different objects, if the balance is free of bias, or the weight of seven objects, if the balance has a bias. 6



The rows indicate different weighing combinations and columns different −1 = (1/8)I. objects. It is easily checked that AT A = 8I, so that AT A  ˆ = AT A −1 AT Y = AT Y /8. Moreover, V β ˆ = Consequently in this case β −1 2 T 2 σ A A = σ I/8, so that the estimates are uncorrelated and each have variance σ 2 /8, as we observed for the particular case of a earlier on. If each object were weighed separately, 64 weighing operations would be necessary to arrive at this precision. From the above it is evident that such a saving of weighing operations is possible not only in the case of eight objects, but also with any number n of objects, provided an orthogonal matrix of order n of the above type, with ±1 as its elements, exists. Such matrices serve as the chemical balance designs of maximum efficiency, since the minimum mimimorum of the variance is attained by each object. An example of a suitable 4 × 4 matrix is   + + + +  + + − −     + − + −  + − − +



Estimation of Error Variance When the afore-mentioned scheme is used for determining the weights of eight objects from eight weighing operations, no degrees of freedom are left for estimating the error variance. If we have eight objects whose weights are to be determined, and if the error variance must also be estimated from the experiment, the scheme can be repeated twice so that the resultant design matrix is of dimension 16 × 8. In this case, 16 − 8 = 8 degrees of freedom will be left for estimating the error variance (not 15 − 8 = 7 as the overall mean is of consequence). However, the same scheme may be used for determining the weights of less than eight objects. If, for instance, there are five objects whose weights are to be determined, any five columns of this scheme can be used as the weighing design. In this case AT A will be 8I where I is the 5 × 5 identity matrix. The variance of each of the five estimated weights will be σ 2 /8 and 8 − 5 = 3 d.f. will be left for error.



Spring Balance From the above, it is evident that orthogonality between columns of the design matrix A requires that the signs of the elements of A be both positive and negative, which is possible only if both pans of the balance are used. Thus, design matrices with the minimum minimorum of the variance for each object are not possible for spring balance measurements or any other measurements in which it is not possible to ensure that the quantities read off are differences.
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However, for n = p = 3, Hotelling (1944) found, presumably by trial, the following design to be most efficient:   1 1 0  1 0 1  0 1 1 −1 Here AT A and AT A are given, respectively, to     2 1 1 3/4 −1/4 −1/4  1 2 1  and  −1/4 3/4 −1/4  1 1 2 −1/4 −1/4 3/4 and consequently  1/2 1/2 −1/2 A =  1/2 −1/2 1/2  −1/2 1/2 1/2 



AT A



−1



ˆ = AT A so that the estimates β



−1



AT Y are given by



βˆ1 = 21 (Y1 + Y2 − Y3 ) βˆ2 = 21 (Y1 − Y2 + Y3 ) βˆ3 = 1 (−Y1 + Y2 + Y3 ) 2



This is a special case of a series of designs Ln due to Mood (1946) based on BIBDs.



Factorial Approach to the Weighing Problem Yates (1935) pointed out the formal analogy of his original weighing scheme to a 23 factorial experiment. If the weighings 1 to 8 are replaced by the treatments combinations npk, np, nk, n, pk, p, k, and (1) respectively, it will be found that the estimate of the weight of a is transformed into the estimate of the main effect N . Similarly, the estimates of the weights of b, c, d, e, f , and g are transformed respectively into the estimates of the main effects P and K, and the interactions N P , N K, P K, and N P K, Of course, the factorial structure here is not directly related to the problem. Kempthorne (1949) went on to consider designs based on fractional replication in view of the fact that the weights considered as factors do not interact. This idea is in line with Yates’ thinking. He gave an example of a 1 in 26 fractional replicate of a 210 design, taking the factors as representing 10 unknown weights (unlike Yates’ remarks above where the factors have a more complicated relation to the weights) and using as defining contrasts 8



{ABC, CDE, EF G, GHI, ADJ, AF H}. This gives an alias subgroup of 26 elements and a fragmenting subgroup with 210−6 = 16 elements generated by {f gh, bcdj, abdef, abhij} (Banerjee lists it, but with one misprint, on his p. 55). In this scheme (1) corresponds to the “weighing operation” on the empty pan, which is of course equivalent to determining the bias. Each of the remaining 15 combinations in the fragmenting subgroup represents a weighing operation with the objects included in the combination. The weight of a is one-eighth of the difference between those weighings containing a and those not containing a. The weights of the other objects are found in a similar manner. Thus the 10 main effects estimate the ten weights. The remaining five treatments can be used to obtain an estimate of the experimental error. If σ 2 is the variance of each weighing, the variance of the estimated weight of a (that is, the main effect A) is ( 18 + 81 )σ 2 = σ 2 /4. Kempthorne mentioned further that the precision can be increased fourfold by interpreting the absence of each letter as the placing of the object in the other pan, in the case where a chemical balance is used. This improvement is of the same nature as that mentioned earlier as due to Hotelling. Kempthorne mentioned that such designs have the following useful properties: 1. The design automatically takes care of any bias in the balance. 2. The effects or the weights can be computed easily, as indicated above. 3. The effects are uncorrelated. 4. All the effects are measured with the same precision. 5. An estimate of the experimental error which is independent of the effects can be computed from the results.



Efficiency of a Weighing Design (There is a whole theory of optimal experimental designs, which this section touches on; see, e.g., Fedorov, 1972, or Silvey, 1972.) From the way the weighing problem was originally proposed by Hotelling, it appeared that a weighing design could be taken as most efficient if each estimated weight had the minimum possible variance. But because all the variances of the estimated weights might not be equal in a design, one would call a weighing design the best, if the average variance were the minimum. ˆ = σ 2 cii where Now the variance of an estimator was found earlier to be V β −1 T A A = C = (cij ), so to minimize the average variance we must minimize σ



2



p X



cii /p = σ 2 Tr(C)/p = σ 2 Tr



i=1



9







AT A



−1 



/p



where Tr(C) is the sum of the elements down the main diagonal of C.  −1  Definition. A design matrix A is A-optimal if it minimizes σ 2 Tr AT A /p. As it follows from Hotelling’s Lemma that the least possible variance (in a chemical balance) of an estimated weight is σ 2 /n, Kishen (1945) defined the efficiency of a given design as σ2



p σ 2 /n  Pp = −1  . c /p i=1 ii nTr AT A



 −1  When, however, n = p, the above expression reduces to 1/Tr AT A . This definition conveys the full idea of the efficiency of a given weighing design in the chemical balance problem, in which an estimated weight might have the least possible variance σ 2 /n. For instance, by this definition, and 8 × 8 design in a chemical balance problem will have 100% efficiency, as it should. However, 100% efficiency is not always attainable with the spring balance; thus the best  −1  T design for the case n = p = 3 (given earlier) has Tr A A = 9/4, so only 44% efficiency. In spite of this limitation, the measure has its value. ˆ ∼ An alternative approach to good design is as follows. We know that β 2 ˆ N(β, σ C) in the normal case, so that the likelihood function log f (β | β) considered as a function of β takes the form ˆ − β)T σ 2 C −1 (β ˆ − β) const. − 12 (β and therefore a confidence ellipsoid can be found by taking the set of β such that for some k ˆ − β)T σ 2 C −1 (β ˆ − β) 6 k. (β Diagonalizing the symmetric matrix C = AT A and integrating with respect to any one variable, it is easily seen that the volume of this set is inversely proportional to the square root of every eigenvalue, so to that of the product. Hence in order to minimize the volume of the confidence ellipsoid one should maximize AT A or equivalently minimize |C|. Definition. A design matrix A is D-optimal if it maximizes AT A . This leads to the alternative definition of efficiency as c/|C| = AT A /s −1 where c is the minimum is the maximum T possible value of |C| and s = c possible value of A A This is sometimes called Mood’s efficiency definition. By this definition, it is possible to calculate the efficiency of a given design when the value of c is known. In any case, however, the relative efficiency of any two given designs (with the same number of weighings) can be computed  even though the maximum possible value of det AT A is unknown. Mood (1946) pointed out that other definitions of “best designs” might conceivably be proposed. Problems might arise in which one might want to
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1. Minimize the variance factors subject to the restriction that they be equal. 2. Minimize some function of the variance factors. 3. Minimize only a subset of the cii on a minor of the matrix C = AT A



−1



.



The latter might be the case if one wanted only rough estimates of the weights of some of the objects but accurate estimates of the others. Ehrenfeld (1955) (cf. Kiefer, 1958 and 1959) suggested a definition of efficiency for experimental design in general, which might as well be applied to weighing designs. Definition A design matrix A is E-optimal if it maximizes the minimum eigenvalue λmin of AT A. This gives rise to a third definition of efficiency as λmin /u where u is the maximum value of λmin over all possible matrices A. This is referred to as Ehrenfeld’s efficiency definition. There are arguments for saying that the second definition agrees with the third in the chemical balance case and is preferable in the spring balance case (see Banerjee, 1970 and 1975).
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... TOUS LES VITRAGES / TInT all glazIngS / colorEan ToDoS loS crISTalES. Couleurs. 40. Fuchsia. 60026 prune. 61276 noir. 60210 marron. 60259 rose. 60366 violet. 60487. Bleu ocÃ©an. 60685. Bleu azur. 61185. Bleu turquoise. 63545 vert menthe. 60894 ve
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Factorial designs 

represented by points in an equilateral triangle with the vertices corresponding to the pure mixtures (1, .... are the sub-units. The design permits estimation of the ...
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Quanta Compute Stick - UserManual.wiki 

Intel Atom Z8300. CPU. OS. Memory. Storage. Expansion. Display ... model only and is not available to all US model. Per FCC to US operation channels only.
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2013-2016 Male Sinclair Coefficients 

(2013-2016). Page 1. ALBERTA WEIGHTLIFTING ASSOCIATION. AFFILIATED WITH THE C.W.F.H.C. AND I.W.F.. Male Sinclair Coefficients. (2013-2016). B. Wt.
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Aircraft Building: Aircraft Assembly, Rigging & Weighing 

Apr 27, 2002 - C-3B's type certificate says the J-5 is the only engine approved for the airplane, so I have to get FAA ap- proval to use the Lycoming.
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