






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































Voice over IP

Dec 17, 2001 - 5Virtual LAN, whole KULNet is divided in more than 200 VLAN's, ..... 6/6 represents the full duplex connection between CW and Alma 3. 

















 Télécharger le PDF 






 1MB taille
 1 téléchargements
 280 vues






 commentaire





 Report
























Voice over IP 17th december 2001 Tim Brans Thomas De Keyser Christopher Peirs Sofie Pollin



Prof. Dr. Ir. A. Van de Capelle Prof. Dr. Ir. E. Van Lil Johan Theunis Pieter Leys Jan Potemans Bart Van den Broeck 1



CONTENTS



CONTENTS



Contents 1



Introduction



3



2



Voice over IP 2.1 General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.2 Quality requirements . . . . . . . . . . . . . . . . . . . . . . . .



4 4 6



3



Measurements 3.1 Residence 6 . . . 3.1.1 Topology 3.1.2 Tcpdump 3.1.3 Results . 3.2 Backbone . . . . 3.2.1 SNMP . . 3.2.2 Results .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



7 . . . . 7 . . . . 7 . . . . 9 . . . . 9 . . . . 13 . . . . 13 . . . . 14



4



Analytic Model 4.1 Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4.2 Blocking probability . . . . . . . . . . . . . . . . . . . . . . . .



14 15 19



5



Opnet 5.1 VoIP on residence 6 . 5.1.1 Model . . . . 5.1.2 Data input . . 5.1.3 Results . . . 5.2 VoIP on all residences 5.2.1 Model . . . . 5.2.2 Data input . . 5.2.3 Results . . .



6



7



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



. . . . . . . .



20 20 20 22 24 25 25 25 29



Findings 6.1 Analytic model versus Opnet 6.2 Cost . . . . . . . . . . . . . 6.2.1 Infrastructure . . . . 6.2.2 External lines . . . . 6.3 User-friendlyness . . . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



. . . . .



30 30 30 30 31 32



. . . . . . . .



. . . . . . . .



. . . . . . . .



Conclusion



34



2



1 INTRODUCTION



1



Introduction



The KULeuven1 would like to provide telephone facilities to all students having a room in a KULeuven-residence. There are different solutions to provide this service. Because al the rooms in these residences have allready a dataconnection to the KULeuven Network (KULNet), the KULeuven considered to implement a Voice over IP (VoIP) solution. If one could provide telephone services using this infrastructure this would save the cost of the wiring, which is an important investment. Nowadays, the trend is to integrate different types of data, including voice traffic, in one dataflow over network. VoIP is an ideal way to integrate data and voic traffic. We received the assignment to explore the possibilities of this VoIP solution and to examine its feasibility. To help us with that, and to provide some real-life information, the KULeuven started a testcase on one of the residences: Residence 6 of the Arenberg Student District. This residence is connected to the KULNet backbone via a switch in Alma3 (see figure 1) with a 100 Mbit full duplex fast-ethernet link. The KULNet backbone consists of a pentagone, with switches on each node and a 1Gbit full duplex gigabit-ethernet link between each two nodes. In figure 1 the backbone and the relevant part of the KULNet (for the VoIP project) is showed. A number of software licences and some IP-phones were made available for the students having a room in this residence. The shared ethernet LAN in this building was upgraded to a switched ethernet LAN. In Ludit2 a gatekeeper and a gateway were connected to the KULNet. For more information about these modules, see the part about voice over IP. In this test case, students will be able to make telephone calls to each other and to telephones in the PSTN3 . The path followed by most of the packages going from Residence 6 to the PSTN is: Residence 6 LAN lswitch-voip lswitch-alma3 laswitch-cw laswitchludit lswitch-voip-ra2 ra2, which is the PABX4 . When one of the links between two switches would be broken, there will be an other routing path for the packages. We assumed, for measurements, modeling and simulations, that such would not occur, hence we only have to consider the normal case for the package flow. 1 Katholieke



Universiteit Leuven, Leuven, Belgium. Leuvens universitair dienstencentrum voor informatica en telematica, the IT centre of the KULeuven. 3 Public Switched Telephone Network. 4 Private Automatic Branch Exchange. 2
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Figure 1: The KULNet backbone with the connections to Residence 6 and to the PABX The questions we have to answer in this paper are: how can we implement voice over IP on all residences of the KULeuven? which consequences will this have for the performances of the network? does the existing network cope with the needs? which adaptations or extentions are possibly needed? how much is all this going to cost?
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Voice over IP



2.1 General Now, what is voice over IP in fact? As the words say by themselves, it is a way to send voice traffic incorporated in an IP datagram. As a result it is possible to use an IP network to supply telephone services. In that manner a service provider could 4
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2.1 General



Figure 2: A simple representation of the essential parts in a VoIP network extend his range of supplied services. There are several arguments a provider could consider to chose VoIP. Firts, as already stated before, it reduces the initial installation cost. The wiring and the switches are present in the data network. Second, it saves bandwith, because the IP network is packet oriented, and thus there is not a constant connection open between calling and called party, as it is in a classical telephone network. Third, integrating voice and data traffic yields a more efficient use of the available capacity on the network. The same fysical network could operate more different VoIP users than classic telephone users. In figure 2 the essential parts of a VoIP network are shown. First, a switched ethernet is needed. Tests have been done with a shared ethernet[9]. Those tests showed than the bandwith on a shared ethernet was not sufficient to provide VOIP services. The needed investment (more than 50 switches to buy), to implement this on all KULeuven residences, where then LAN’s are nearly all shared ethernet, is not negligible. Second, a PABX is needed to connect the local VoIP network to the public telephone network (PSTN). Third, a gatekeeper and a gateway are needed in the network, to provide the telephone services. The gatekeeper coordinates the call setup and the call termination. It is responsible for the signalisation in the VoIP network. The gatekeeper is also required to perform following functions. Translating an alias address (e.g. a 9 digit telephone number) to a transport address (e.g. an IP address of a VoIP user or the IP address of the gateway). Providing admission control by authorization of LAN access. This access is based on call authorization, available bandwith or some other criteria. However, once a call 5



2 VOICE OVER IP



2.2 Quality requirements



is set up, no data passes the gatekeeper. All VoIP traffic goes directly from host to host or from host to gateway. The gateway provides the connection between the VoIP network and a PABX, which is connected to the PSTN. When a call is made from outside the VoIP network to the inside or from the inside to the outside, the gateway translates the classical voice traffic (ISDN or POTS) in VoIP traffic and vice versa. Fourth, each user will need a voice device to communicate. This can either be an IP phone or a multimedia PC with a software package supplying VoIP services. These devices need a CODEC to put the voice information into IP datagrams. In the test case the KULeuven has set up, there is one gatekeeper and one gateway, which are situated in Ludit. Both the gatekeeper and the gateway are part of VLAN5 33, which is the VLAN that also contains the hosts on Residence 6. It is obvious that more gatekeepers and gateways will be needed to supply VoIP to all students on all KULeuven residences (cfr. infra). In this test case some IP phones and software licenses were made available to the students.



2.2 Quality requirements The voice quality parameters should be comparable to what is available using the PSTN. The quality is depends on quite some factors, described below. CODEC: The Coder Decoder should give good quality and low delay. Choosing the CODEC is a trade-off between bandwidth consumption, speech quality and delay. The Siemens RG2500 Gateway supports call by call CODEC selection (G.711, G.723.1 and G.729). The CODEC we used in the simulations is the G 723.1. Echo Cancellation: There are two types of echo. One is caused by reflection of the telephone energy back to the caller. This reflection occurs at each connection of cables, especially when the connected cables are not the same (e.g. two-wire telephone cables and four-wire ehternet cables). The Siemens implementation has echo cancellation for this kind of echo compliant with the ITU-T G.165 standard. Another type is caused by the microphone picking up the speakers while making a call. Total Transmission Delay: The total transmission delay is the sum of the compression and decompres5



Virtual LAN, whole KULNet is divided in more than 200 VLAN’s, to provide faster packet switching.
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3 MEASUREMENTS sion delays, the processing delay, the buffering and the network delay. The network delay is variable while the others can be fixed pre hand to less than e.g. 130 ms. Delays of more than 150 ms can be heard, and delays exceeding 400 ms are not acceptable. Delays make it very hard to make a conversation. The maximum latency by the Siemens gateway is 70 ms. Delay Jitter: Delay Jitter is the variability in arrival time of a packet. When a packet does not arrive in time to fit into the voice stream it has to be discarded. It cannot be retransmitted, as it would delay proceedings too much. If this happens too often, this affects voice quality. In the Siemens gateway, the jitter buffer is configurable. Error Correction: The Internet has substantial packet corruption and loss. For packet corruption, extra bits can be added to each packet. Extra information should also be added to each packet to allow the receiver to extrapolate from the previous received missing or severely corrupted packets. This packet redundancy in order to compensate for packet loss is also leveraged by the Siemens implementation.
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Measurements



Some measurements have been done in order to get correct information for the simulation in Opnet. The Voice over IP has been implemented at residence 6 of the Arenberg Student District, so measurements of the use of the network in that residence are necessary. The load on the backbone has to be known, to be able to calculate the delay to the gateway. This information is used in the Opnet simulation and in the analytic model.



3.1 Residence 6 3.1.1 Topology In each residence of the Arenberg Student District, there are 55 students connected on a shared ethernet, based on the IEEE 802.3 CSMA/CD 6 standard. But the topology of recidence 6 is somewhat different, because of the organization VTK on the two lower floors. This organization has its own dataserver and some backup PC’s connected to each other. This little subnetwork is switched in order 6



Carrier Sense Multiple Access with Collision Detection
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3.1 Residence 6



not to bother the other students on the collision domain. Because of the presence of that switch, the three hubs are also switched, so there are three small collision domains instead of one of 55 students (see figure 3). Another small difference
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Figure 3: The configuration on residence 6 in this residence is that two rooms are used by the organization, so there are two students less to count. Because it is in the first place necessary to know the profile of an average student, the topology of the residence could remain unchanged for the measurements. It is statistically better to measure 53 students instead of 20, but in this case the most important thing is that the dataserver is switched. Packets to and from that server are no regular student traffic and should not be measured. For voice over IP it is important to reduce the delay. The ethernet delay is caused by the amount of collisions and hence the load. That’s why the total burden on the network imposed by the students should be known. In order to reduce the delay caused by collisions, the shared ethernet has been replaced by a switched one during the experiment of Voice over IP (see figure 4). The new switch is a Cisco Catalyst 3500.
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3.1 Residence 6
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Figure 4: The new switched configuration on residence 6 3.1.2 Tcpdump Tcpdump is a tool that can be used to store the headers of all packets in one collision domain in a dumpfile. The collision domain of 20 PC’s has been measured during 2 weeks. That domain contains 7 PC’s of the first floor, 11 PC’s on the second floor and 2 PC’s on the third floor of the residence. The tcpdump dumping is done before the implementation of the Voice over IP service, because of the need for a shared ethernet and because it was more useful to have statistics without Voice over IP. Tcpdump was run with the option -e to obtain the level 2 headers. The total load includes the load by the headers. 3.1.3 Results General. When measuring something in order to make a simulation, it is important to think about the relevance of your results. On figure 5 you can see a profile of the 6th of november that corresponds to our expectations. The total number of bits put on the network is counted per hour. This is not very useful for simulations (too much averaged), but it is interesting to check if the profile can be correct. A peak around midnight and one at noon seems normal. The low evening load 9
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might seem strange, but if you keep in mind that a large student sport happening started that particular evening at 8 p.m., the results seem to be correct. It has to be



Figure 5: Average load (tcp) per hour on 6/11/01 mentioned that another consequence of working at the residence of the organisation VTK are these patterns, because all students of this organisation have similar social lifes. Hub versus switch. The traffic is measured on a shared ethernet (every broadcast packet sent only once) but will be used to simulate a switched ethernet. With tcpdump it is easy to divide the packets into ARP, ICMP, TCP and UDP packets. ARP packets are small and could be neglected, but on the other hand, it are all broadcast packets which have to be counted 20 times for a switched ethernet. So, it was decided to neglect nothing. Moreover all ARP packets and 10% of the UDP packets were supposed to be broadcasted and hence were counted 20 times. In a switched ethernet, each user also has more bandwidth available. Therefore it is necessary to measure how much difference in used bandwidth there is between a switched and a shared configuration, for the same users. On figure 6 you see the load on a switched ethernet compared to that on a shared ethernet. The results you see are the average load of one student over time. The measurements were done 10
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Figure 6: Load on an switched ethernet compared to the load on a shared ethernet on the same 20 students, each time on thursday evening. When calculating the mean load over the duration of the measurement, we see that the mean load of a student on the switch is 4 times that of a student on the hub. This difference seems reasonable. If the speed of the network is better, some people will do more at the same time. Moreover, some students have 100 Mbit in the new configuration (it is a switch allowing rates up to 1Gbit/s). This certainly has its influence on the averaged results. But such hight rates can only occur internally of course.



Opnet data. The non - voice-over-IP traffic will be modeled as background traffic on the lines that connect the PC’s with the switch in the Opnet model. To include background traffic in Opnet it is necessary to specify the average packet size, the load, the time resolution interval of the data and the total length of the simulation. The resolution has to be fine enough in order not to average the peak loads. On the other hand, Opnet should be able to calculate the results in a reasonable amount of time. 90 seconds is a reasonable interval, and it was also decided to do simulations 11
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3.1 Residence 6



of a duration of 8 intervals (thus 12 minutes). For the simulation, 12 minutes were selected out of the two weeks. A peak rate (highest Mbit per second) is found on the 11th of november around 8 p.m.. As you can see on figure 7 the peak average rate for a user is 0.4 Mbit per second. Counting 20 users on the collision domain, you get 8 Mbit per second (this is an average over 90 seconds). Due to collisions occuring at such a high usage of bandwith, the rate immediately drops to a very low value. The distribution of the packet sizes is relatively simple. There are a lot of small packets ( 100 bytes) and a lot of big packets( 1500 bytes). To take into account these two different profiles of the load you can specify different loads in Opnet with corresponding average packet sizes. For this simulation, the total load of packets 500 bytes and that of packets 500 bytes is calculated. 







Figure 7: Mbits per user on 11/11/01
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3.2 Backbone For two reasons some measurement of the traffic over the KULNet backbone and some other links are necessary. First we need to know the queueing and the deliver parameters for each switch on the path between Residence 6 and RA2 (the PABX). This is needed to complete the analytic model, as stated further on in this text. Beside this we also need some information about the load and the traffic flow on the same path, as on the backbone itself. Later, this information will be used to introduce background traffic in the simulation model. For this measurements we looked at SNMP7 . 3.2.1 SNMP SNMP provides a whole range of tools to manage a network. We used two of these tools: snmpwalk and snmpget. Both tools allow to request some information at a host (a switch in our case), snmpwalk gives all the information available at the specified host, while you can use snmpget to receive some specific parameter values. For the analytic model we needed to know the amount of packets going into and leaving each interface on a switch. With this information it is possible to calculate the λ and the µ of the switch. These two parameters will than be used in the analytic model. For the exact definition of these parameters, see the part about the analytic model. We did these measurements on all switches on the direct path between Residence 6 and the PABX. As we observed that the network traffic in the early evening (17.00h to 19.00h) is the most important of the day, we decided to measure only then. In these 2 hours we did four different measurements. The measurements of the relevant interfaces on each switch (noted as x/x on figure 1) are reported separately and the values for all the other interfaces are added together. For the simulation model we needed some other information about the switches and the traffic flow between them. Therefore we measured the number of incoming and outgoing octets (again for the relevant interfaces) and the time. With this information it is possible to calculate a rate in Mbit/s, which could than be introduced as background traffic in the simulation model in Opnet. The measurements were done on all switches shown in figure 1, and this during 24 hours. We than selected a 12 minutes time period of heavy traffic (between 17.15h and 17.27h) and another period of light traffic (between 04.30h and 04.42h). With this we can run different simulations, where the network is either heavily or lightly loaded. 7 Simple



Network Management Protocol.



13



4 ANALYTIC MODEL 3.2.2 Results The results of the measurements on laswitch-ludit are shown in figure 9 for the heavy traffic and in figure 8 for the light traffic. In this figures we see clearly a difference of about a factor 3 to 10 between the heavy and the light load. Another visible fact is that the load on a line is strongly peaked, especially in the moments of heavy and very heavy traffic. 4
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Figure 8: load in Mbit/s on a moment of light traffic, measured on laswitch-ludit
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Analytic Model



While designing a VoIP network, the QoS (Quality of Service) of the network is a very important aspect. QoS comprises different items: delay, jitter, packet loss, rate(bandwidth), security, reliability and availability of the connection. However, rate, jitter, loss and delay are the critical aspects for most applications, including VoIP. QoS can be estimated in advance by means of a simulation or an analytic model. The former has the advantage of being more accurate, while the latter gives quick results and is less time consuming. Also a gateway to the public switched telephone network (PSTN) is necessary to make external phone calls. This gateway will translate the external VoIP traffic 14
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Figure 9: load in Mbit/s on a moment of heavy traffic, measured on laswitch-ludit in circuit switched telephone traffic. During the busiest traffic hour an external call request may be blocked because all external lines are occupied. First, the delay of packets in the data network will be calculated using queueing theory. Second, given a certain blocking probability the number of external lines of the gateway will be calculated.



4.1 Delay In order to calculate the delay, different aspects have to be taken into account: transmission delay, propagation delay, fixed component delay and CODEC delay. First, transmission delay is tackled. While looking at the layout of the KULNet infrastructure (figure 1), one can identify the path of the external voice traffic. The voice traffic is generated by a user at residence 6 (VTK). Usually the traffic will pass respectivily through the VTK switch, the Alma 3 switch, the switch at CW, the Ludit switch and finally the RA2 switch. The RA2 switch and the gateway are coupled together. Because the gateway belongs to the same VLAN as the user, no routing will occur. The links between the switches are all full duplex. When a link goes down, traffic may follow a different path because of automatic rerouting. Calculations will only be made for the usual case. 15
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4.1 Delay



In order to calculate the delay in the network, an analytic model has to be created. Therefore the switches and interfaces are replaced with their component models, cfr. figure 10. µ
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Figure 10: Analytic model of the switches and the interfaces



Simplifications will be made : packets arrive according to a Poisson proces, buffer sizes are infinite and the different queues are assumed independent. Instead of showing the full calculation of the analytic model, one switch and one interface are explained. The other switches and interfaces are calculated in the same way. Figure 11 shows the model of the CW Catalyst 5500 switch.
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other links µ switch CW Figure 11: Analytic model of a switch, e.g. the CW switch
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4.1 Delay



On the left hand side, the interfaces which receive data are shown. On the right hand side, the interfaces which transmit data are visualized. All the incoming packets will be put in a big queue. The switch will serve each packet. Each served packet is send immediately to the appropriate transmit interface, where again it is stored in a queue to be transmitted. When measuring a switch, there are limited possibilities of measuring incoming and outgoing packets : one can not differentiate between packet sizes. So two different cases have to be assumed: only small packets of 64 bytes and only big packets of 1518 bytes. Because packet size is assumed to be a constant, both queues can be modeled as M/D/1-queues. The total time a packet spends in the switch is calculated using the following formula :  T



 1   ρ  1  1 µ



ρ 1  µ2 σ2 



2



(1)



ρ λµ = traffic intensity µ = average number of packets being served per second p s λ = average number of packets arriving per second p s σ2 = variance on service time  s2  SNMP measurements (cfr. supra) are performed for each switch, including the CW switch. Table 1 shows the measured average number of incoming and outgoing packets at the CW switch on 13 december 2001 at 17h02. Interface Incoming packets p s 1/1 8003.255 6/6 1852.292 other 5679.132



Outgoing packets p s 7422.974 1905.124 6489.639



Table 1: SNMP measurements for the CW switch Interface 1/1 is the full duplex interface between CW and Ludit, while interface 6/6 represents the full duplex connection between CW and Alma 3. The other interfaces are measured as if they were one interface. There is traffic from the different interfaces, but queueing theory allows to mix traffic with the following formula: λ ∑ni 1 λi . 17
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4.1 Delay







The average number of packets being served per second µ  depends on the type of the switch. A Cisco Catalyst 5500 switches at 2 million packets per second (Mpps) [4], while the Cisco Catalyst 3500 series switch at 8,8 Mpps [5]. The CW switch is a Cisco Catalyst 5500. µ of the interface depends on the packet size and the speed of the link. Between CW and Ludit there is a 1000 Mbit link. So, 1000Mbps µ 1000Mbps 1 95e6p s for 64 byte packets and µ 1518 8 23e4p s for 64 8bits 8bits 1518 byte packets. 







Now using the measurement data, µ and formula 1, the average delay for a voice packet travelling from interface 6/6 to 1/1 can be calculated. First, the average time a packet spends in the CW switch equals Tcw 0 5µs. Second, the time to put the packet on the outgoing interface equals T1000Mbps 0 51µs for 64 byte packets and T1000Mbps 12µs for 1518 byte packets. Notice the difference in time between the 64 and 1518 byte packets! 







Because both queues are assumed independent, the total time the packet spends in the system switch-interface equals T T1000Mbps Tcw 1 01µs for the 64 byte packets and T T1000Mbps Tcw 12 5µs for the 1518 byte packets. 















In order to calculate the delay in the whole path, cfr. figure 10, the previous calculations are repeated. With the help of Matlab, one can determine that the delay of the network equals : Tnetwork 68 5µs for 64 byte packets and Tnetwork 1 6ms for 1518 byte packets. One can conclude from this calculation that packets of 1518 bytes form definitely a worst case scenario! 







Second, propagation delay has to be taken into account. The total length of the fiber link is estimated at 3 km, which results in a propagation delay of approximately Tprop 15µs. This is also negligible. Third, the fixed component delay has to be estimated as well. Fixed component delay includes the delay originating from the dejitter buffers and echo cancellers. Dejitter buffers have often a dynamic length and the delay due to the echo cancellers differs. So it’s rather hard to put an accurate number on this fixed component delay. The delay will be estimated at T f ix 10ms. Finally, a very important delay isn’t mentioned yet: depends on the algorithm used to compress speech. in this project and it introduces a delay of 37,5 ms. the origin and at the destination. So the total delay TCODEC 75ms.
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CODEC delay. The delay Algorithm G723.1 is used This delay occurs both at due to the CODEC equals
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4.2 Blocking probability



In summary all delays are added together, which results in a total delay of : Ttotal



Tnetwork Tprop T f ix 1 6ms 15µs 10ms 



























TCODEC 75ms 86 6ms 



According to the ITU-T’s recommendation G.114, 150ms is the maximum allowable one-way end-to-end delay. So there is about 63 4ms available to handle variations on the delay. 



4.2 Blocking probability The gateway makes a bridge between the packet switched IP network and the circuit switched telephone network (PSTN). In order to calculate the amount of external circuits, this gateway has to be modeled. With the help of queueing theory the gateway can be represented by a M/M/N/N queue, cfr. figure 12. There is no buffer: if all external lines are in use, the next call is blocked.
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Figure 12: Schematic picture of a M/M/N/N queue N = number of external circuits λ = the average number of calls per second calls s µ = the average number of calls being served per second calls s The blocking probability for a M/M/N/N queue has an Erlang B distribution. In other words : PB



ρN N! N ρi ∑i 1 i!
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5 OPNET



λ and µ are extracted out of call records of KUL personnel, cfr. [6]. Each day approximately 940 people make an external phonecall during the busy hour. But the number of KUL personnel (7155) doesn’t correspond to the possible number of students at residences (4038) who make calls with VoIP, cfr. [7] and [8]. So, with a small adaptation: 940 4038 7155 3600 0 148 calls s



λ







In [6] the average length of a call, µ1 , during the busy hour was also figured out. 1 µ



176 2s 



This leads to a traffic density (expressed in Erlang) of : λ µ 26 08E



ρ







PB 1% seems a reasonable choice: only 1 out of 100 calls is blocked. Finally the number of external lines N can be calculated using the formula of PB and the previous data: N
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Opnet



Opnet Modeler 8.0 was used as simulation tool. The goal was to compare the results of the analytic model with the result of the simulation in Opnet.



5.1 VoIP on residence 6 5.1.1 Model In the first phase, as shown in figure 13, we only considered the users on one corridor of residence 6. There are twenty PC-users in this corridor but to reduce simulation time we merged four users into one superworkstation. The workstations (the nodes in the figure) are connected to a recently placed switch, the VTKswitch, 20
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5.1 VoIP on residence 6



by a fast-ethernet link. The VTKswitch is connected to alma3, a peripheral switch of the KULNet, who is linked with two KULNet backbone routers: CW and Ludit. The backbone runs on a gigabit ethernet link. Ludit is connected to the gateway by the RA2switch. We looked up the type and parameters (e.g. packet switching speed) of all those models. We will explain the purpose of node gateway, node ra2, node Ludit, node CW, node alma3 and node VTK later.



Figure 13: Screenshot of the Opnet configuration VoIP on residence 6



21



5 OPNET



5.1 VoIP on residence 6



5.1.2 Data input



Traffic between the switches On thursday 27th of november we measured the traffic on the relevant interfaces of the switches and routers via the networktool snmpget. Of that particular day we took 12 minutes of peak traffic en 12 minutes of medium traffic. The most easy way of modeling traffic on a line in Opnet is with background traffic via a spreadsheet file like in figure 14. It was however impossible in Opnet to generate traffic from switch to switch. That is because a switch can’t generated traffic. So if we wanted traffic from alma3 to CW we had to generate traffic from node alma3 to node CW. That is the reason for the existence of node gateway, node ra2,node Ludit, node CW, node alma3, node VTK. In each row of a background traffic file, you can specify the source, the destination, the average packet size(e.g. in Mbit) and of course the size in Mbit/s in a particular timeframe. We also made a difference between small packets (64bytes) and large packets (1500bytes).



Figure 14: A background traffic file for traffic between the switches



Internal traffic in Residence 6 We did not neglect the traffic between the five workstations. It’s a common practice that students share their movies, audio and program files. This creates some heavy traffic that can’t be ignored. When the hub was still used, it was possible to measure internal traffic with the networktool tcpdump. We measured several days and selected twelve minutes of peak traffic and twelve minutes medium traffic. We 22
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5.1 VoIP on residence 6



also made a difference between small ( 500bytes) and large ( 500bytes) packets. After converting it into another background traffic file,figure 15, we imported it into the Opnet model. 



Figure 15: The background traffic file for internal traffic in Residence 6



VoIP traffic It is possible to define VoIP application in Opnet via an application-config. We used the voice CODEC G 723.1 with the characteristics as in depicted table 2. With this application-config we made a Profile so that the five workstations where Voice CODEC G 723.1 Framesize 20msec DSP processing rate 1.0 Coding rate 5,3 Kbps Speech Activity Detection Enabled Look ahead size 0 sec Table 2: The specifications of the G 723.1 voice CODEC calling to each other but also to the node gateway. In the model, the node gateway stands for the gateway server which is connected with the public telephone network. The gatekeeper is not included in the Opnet model because we were particulary interested in the packet delay/jitter and not in the signalisation. We defined a call time of four minutes and an inter call time of 1 minute because if we would 23
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apply realistic values here there would be a chance of having no VoIP call in our twelve minute simulation. 5.1.3 Results We first tried to visualize (see table 3) the VoIP traffic that a workstation generates during the simulation. We can cleary see that there is a call time of four minutes packet/s



byte/s



Table 3: VoIP traffic generated by a workstation in Opnet and that the time between two calls is one minute. Afterwards, our interest was the packet delay of one of the five workstations to the node gateway. As you can see in table 4, we made a difference between small packets (64bytes) or large packets (1500bytes) for the background traffic. These delays are doubtfully low but we couldn’t find a good reason for this. Probally the packet switching speed of the modules in our Opnet model are wrong but those were the values that were mentioned on the vendors website. Because of the very small delays there is hardly no reason to talk about the jitter, the variation in the delay, which is normally a very important factor for a good speech quality. In figure 16 you can see that the largest average transmitter delay was situated on the alma3 switch. 24
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5.2 VoIP on all residences 64 byte packets



1500 byte packets



95% has a delay of less than 0.32ms



95% has a delay of less than 0.35ms



Table 4: Cumulative packet delay from one of the workstations to the node gateway



5.2 VoIP on all residences 5.2.1 Model In a second phase of the simulation we wanted to investigate the influence on the KUL network when all the students of the residences had access to VoIP. It is however impossible to draw all the peripheral switches and all the residences into one big model in Opnet. The simulation time would be horrible. We had to simplify the model drastically as shown in figure 17. We draw one subnet, subnet VTK, and one peripherial switch, alma3. The other residences where concentrated in six different LANs connected to the appropriate backbone switches (Esat, Ludit, HH, StRafa¨el and CW). The subnet VTK consist (not shown figure 17) of one switch connected with five superworkstations. A ’super’workstation represents four users again. 5.2.2 Data input



Traffic between the switches We applied the same method as discribed in section 5.1.2.



Internal traffic in Residence 6 We applied the same method as discribed in section 5.1.2.
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5.2 VoIP on all residences



Figure 16: Delays in the switches



Number of kotnet users The goal here was to get a good idea of how many kotnet users there are in all the different residences. We gather this information from a big log file of the kotnet weblogin server. In this file the number of all active kotnet users per subnet (eg.: k-cite1-in ; k-johannes23-in; k-terbank-in) per day were mentioned. With a lot of searching we could finally map each subnet on one of the five backbone nodes. The results are in table 5. We included this data in the Opnet model.



Call time distribution How long is the regular VoIP user calling? Does a VoIP user make calls for a longer/shorter time than with other telephone systems? We tried to answer those questions with the logs of the gatekeeper. The gatekeeper keeps record of who is calling to who and for how long. Especially the latter is important here. A problem 26
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Figure 17: Screenshot of the Opnet configuration VoIP on all residences was that we had not that many relevant data: the VoIP traffic of only 1,5 weeks of only 20 people. Nevertheless we tried to have a statistical distribution of the  call time that was importable in the Opnet model. The conclusion: a Γ 1 3; 180  distribution function matched best the results of the gatekeeper, (see figure 18 or the more saying figure 19). This distribution function was included in the Opnet model.



Number of calls How many calls does a VoIP user make? How many external calls, from outside the KULnet, does a student receive? When does he/she calls? To answer those questions, we didn’t have sufficient data from the gatekeeper. We concluded that one call with equal probability for internal or external, every two hours for each student, would be a good estimation for the Opnet model. We also decided that the 27
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5.2 VoIP on all residences backbone node #kotnet users Esat 435 CW 973 HH 728 Ludit 1 StRafael 484



Table 5: The number of active kotnet users per backbone node



Figure 18: A plot of Γ 1 3; 180 distribution. In the x-axis the call time in seconds, in the y-axis the probability. 







gateway receives every ten seconds a new call from outside the KUL to a kotnet user. That’s roughly 3,3 incoming external calls per active student per day.



VoIP traffic We used the same application-config, so the same voice CODEC as in table 5.1.2. With this application-config we made three different profiles. One for the five superworkstations in the subnet VTK so that every workstation calls minimum one time during the twelve minute simulation. One for the other kotnet users in the LANs who have a calling behaviour as stated before. And one profile for the gateway who is calling to all kotnet users, including the five superworkstations.
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5.2 VoIP on all residences



Figure 19: The cumulative Γ 1 3; 180 distribution function. 







5.2.3 Results We only checked this model with small packets of 64 bytes for the backgroundtraffic. First, we again checked that every workstation & LAN had a calling behaviour as we wanted. Second, we checked the cumulative delay of a superworkstation in subnet VTK to the node gateway (see figure 20) and the cumaltive delay from a superworkstation to LanCW and from the node gateway to LanCW (see figure 21). Again, the delay is doubtfully low. Figure 22 gives the traffic in bit/s generated by calling parties in LanCW. Incoming and outgoing VoIP traffic is accumulated. Of course it’s also interesting to take a look at the load of node gateway. Figure 23 gives the total VoIP traffic in the time that the node-gateway is generating or receiving. This is good for roughly a total amount of 38 simultaneous calls.
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6 FINDINGS



Figure 20: The cumulative delay of a superworkstation in subnet VTK to the node gateway
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Findings



6.1 Analytic model versus Opnet End-to-end delays were calculated with the help of the analytic model and simulated with Opnet, but how do these values relate to each other? The results of the analytic model are compared with the phase 1 simulations. In the section of the analytic model the total network delay was calculated: Tnetwork 68 5µs for 64 byte packets and Tnetwork 1 6ms for 1518 byte packets. Phase 1 simulations with Opnet also give the network delay: most of the small and large packets arrive within 0 35ms. These results are quite different. The assumptions and simplifications made when calculating the analytic model are a possible reason for these different results. 











6.2 Cost 6.2.1 Infrastructure The cost of implementing the voice over IP consists of the cost of the software for the Soft Phones, the IP Phones and the gateways and gatekeepers. The licences for the Soft Phones are free, but the IP Phones are quite expensive (18500 Bef for one with medium options). Costs for the configuration of gateway and gatekeep-



30



6 FINDINGS



6.2 Cost



Figure 21: The cumulative delay of a superworkstation to LanCW (left) and from the node gateway to LanCW (right) ers also seem high. One gateway (type RG2500 of Siemens) has 1 PRA 8 (ISDN) of 30 voice and fax channels. It can support up to 200 users. If you keep in mind that there are more than 2500 active internet users in the KULeuven Residences, it could be quite expensive to offer voice over IP to all of them. In the test case the gatekeeper and the gateway were in the same VLAN as the Voice over IP users. It is not clear if it will still work if that is not the case. The delays will certainly increase a bit when the traffic has to be routed. If it is not possible to have one gatekeeper and gateway for multiple VLAN’s, the implementation becomes a lot less cost attractive. 6.2.2 External lines The costs of the external conversations could be charged to the students. It might be possible though that some extra lines should be hired to avoid blocking of calls. In figures 24 and 25 you see the distribution of the calls of personnel and students during the day. The student peek at noon fits well in the personnel dip around 1 p.m.. In the late afternoon there could be a problem, because here we have the biggest overlap is the distributions. On the other hand, students mostly call in the evening, while the staff obviously has its peak in the late morning. The figure for the staff is based on a peak measurement of over 50000 calls[6]. The figure for the students is based on the log files of the gatekeeper during the experiment. 8 Primary



Rate Access.
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6.3 User-friendlyness



Figure 22: Total VoIP traffic generated by calling parties in LanCW Because of the relative small amount of participants (20), the short period and the virus-problems9 these figures are not fully representative. In figure 25 you also see the distribution of internal and external calls. External calls are calls that go through the external hired lines. Internal calls are pure IP calls and calls to and from the internal KULeuven ISDN network. Most calls are external. This is obvious, because students participating in the project live in the same residence, so calling to each other is not really necessary.



6.3 User-friendlyness The Soft Phone is easy to install and not difficult to use. A lot of users complained though that the software is very big. A program running constantly at the background should not use a lot of resources (30MB RAM, 180 MB Hard Disk). One user had Windows 95, and his computer crashed each time he wanted to make a phone call. Some users (Windows XP) also complained that the software bothered other programs they wanted to run (matlab crashed, it is not possible to play Sudden Strike if your phone is on, ...). Some users also complained about the delay. On the network the delay to the gateway (measured with a simple ping) is very small. Making a call takes only a small percentage of CPU, and we could not notice any problems on our PC while opening large files and programs to make the processor slower. Other users also 9 See



User-friendlyness
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6.3 User-friendlyness



Figure 23: Total VoIP traffic in bit/s that node gateway is sending plus receiving complained that their conversations were not full duplex. We think that these phenomenons (delay and not full duplex) depend mostly on the sound cards of the users and the way the software controls it. Another problem with the Soft Phone is the echo. This is most probably due to the bad quality of the microphones of most students, but it is an annoying fact for the correspondent on the other end of the line. During the experiment the gatekeeper got infected by the nimba virus. It probably got infected by one of the students at kotnet, and the virus had nothing to do with the experiment, but a lot of users were discouraged to use the software. This is because of a certain posting on the kotnet.klachten newsgroup stating that the gatekeeper was spreading the virus. The virus was removed thanks to the fast intervention of Pieter and Bart, but the danger of using Voice over IP was publicized. There were also some students who had an IP-phone at their disposal. These phones are easy to install (you only need a second cable, no hub) and can be used as a regular phone. Moreover you do not hear any delay or echo. And there is also no danger for viruses :-).
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7 CONCLUSION



Figure 24: Distribution of calls made by personnel
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Conclusion



Voice over IP is a very nice technology: it’s an exclusive feature for internet users. In this project voice over IP was implemented at Residence 6 and it was quite succesful. An analytical model and simulations were performed with the help of a lot of measurements. Generally the present network infrastructure of the KULNet is able to deliver voice over IP with sufficient quality. Though switched ethernet should be implemented everywhere. This project could be expanded to all the residences of the KULeuven without remarkable amount of extra traffic and without unacceptable delays, but extra lines, gateways and gatekeepers would be necessary. The only affordable solution for the students is the Soft Phone, but quality is less than the much more expensive IP phone.
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