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Functional magnetic resonance imaging was used to study the cortical bases of 3-D structure perception from visual motion in human. Nine subjects underwent three experiments designed to locate the areas involved in (i) motion processing (random motion versus static dots), (ii) coherent motion processing (expansion/ contraction versus random motion) and (iii) 3-D shape from motion reconstruction (3-D surface oscillating in depth versus random motion). Two control experiments tested the specific influence of speed distribution and surface curvature on the activation results. All stimuli consisted of random dots so that motion parallax was the only cue available for 3-D shape perception. As expected, random motion compared with static dots induced strong activity in areas V1/V2, V5+ and the superior occipital gyrus (SOG; presumptive V3/V3A). V1/V2 and V5+ showed no activity increase when comparing coherent motion (expansion or 3-D surface) with random motion. Conversely, V3/V3A and the dorsal parieto-occipital junction were highlighted in both comparisons and showed gradually increased activity for random motion, coherent motion and a curved surface rotating in depth, which suggests their involvement in the coding of 3-D shape from motion. Also, the ventral aspect of the left occipito-temporal junction was found to be equally responsive to random and coherent motion stimuli, but showed a specific sensitivity to curved 3-D surfaces compared with plane surfaces. As this region is already known to be involved in the coding of static object shape, our results suggest that it might integrate various cues for the perception of 3-D shape.



Introduction During self-motion or object motion, the pattern of retinal motion which is projected on the retina is a rich source of 3-D information, also called optic f low. For example, the expansion or contraction of a visual pattern is a powerful cue for the perception of object-translation or self-translation in depth (Regan and Beverley, 1979). Also, observers can readily perceive the 3-D shape of objects in the visual scene from the optic f low induced by self-translation, or by the rotation of objects in depth (Rogers and Graham, 1979; Braunstein and Andersen, 1984; Cornilleau-Pérès and Droulez, 1994). Theoretically, 3-D shape and motion cannot be recovered separately from optic f low, since calculating the depth structure of the visual scene from optic f low directly induces the determination of 3-D motion and vice versa. However, as predicted computationally and shown in our pilot experiments, a pure translation in depth for small field visual stimulation (under 16° diameter) yields little 3-D shape information, whereas a rotation in depth allows a vivid perception of surface curvature. Hence stimuli eliciting a percept of 3-D motion may yield a strong or weak percept of 3-D shape if the simulated motion is a rotation in depth or a translation in depth, respectively. Little is known about the neural bases underlying the reconstruction of a 3-D percept from optic f low. In the present study we use functional magnetic resonance at 3 T to explore the
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cortical pathways involved in such a capacity. The perception of 3-D structure from motion contributes to the representation of object shape, but also requires a spatial integration of visual motion. Therefore we first summarize the results related to both object shape representation and optic f low processing as the basis for motivating and interpreting our experiments. The Cortical Coding of Object Shape It is now widely accepted that the cortical visual pathway is divided in two parallel streams, the so-called dorsal (from V1 to the parietal lobe) and ventral (from V1 to the inferotemporal cortex) pathways, that are relatively independent (Ungerleider and Mishkin, 1982). Functionally the dorsal pathway mediates the visual perception of the movement and location of objects relative to the observer (‘where’), and of the observer’s own movement and location. Goodale and Milner also suggested that the dorsal stream plays a specific role in object-oriented action (Goodale and Milner, 1992). Conversely, the ventral stream seems to be mainly involved in object recognition and identification (‘what’). Both primate electrophysiology and human cortical imagery show that the coding of object shape from static monocular depth cues and binocular disparity is distributed in the dorsal and ventral visual pathways. This is in agreement with the view that information on object shape is necessary for recognizing objects, as well as for locating and manipulating them. In man, the presentation of an object shape, as opposed to visual noise, induces an activity in the ventral pathway, particularly the fusiform gyrus (Malach et al., 1995; Martin et al., 1996), even if the object is perceived as a nonsense object. Also, Schacter et al. found that an activity in inferior temporal regions was elicited during a decision task about possible versus impossible 3-D objects (Schacter et al., 1995). A selectivity to object shape has also been repeatedly found in the inferotemporal cortex of monkeys (Ungerleider and Haxby, 1994). As for the dorsal pathway, Faillenot et al. compared a task of matching object shapes, to a task of pointing toward the centre of objects, in humans (Faillenot et al., 1997). Their positron emission tomography (PET) results showed an increased activity level for the task of matching an object shape not only in ventral areas, but also in the posterior parietal cortex. Similarly, the monkey intraparietal sulcus (area AIP) contains neurons that are driven by hand manipulation and respond selectively to the 3-D geometrical shape of the manipulated objects (Murata et al., 1993). Optic Flow Processing and Extraction of 3-D Structure from Motion Parallax Let us consider the case where the visual environment is made of rigid objects, and the relative motion between the object and observer is not a pure rotation around the observer’s eye (in
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which case the optic f low is devoid of 3-D structure information). The variations of image velocity on the retina are then termed motion parallax. Psychophysical experiments and computational studies showed that 3-D structure can be recovered from motion parallax. In theory, this is possible if the retinal velocity is given (i) in a sufficient number of points (discrete approach) (Ullman, 1979) or (ii) within a retinal area large enough to compute the spatial derivatives of velocity (continuous approach) (Koenderink and van Doorn, 1975; Longuet-Higgins and Prazdny, 1980). These derivatives, also called the optic f low components, are computed at an intermediate stage. The continuous model has been validated to a certain extent by electrophysiological investigations, since neurons sensitive specifically to one or several optic f low components have been found in the dorsal visual pathway of the primate. Such neurons are located in the dorsal part of area MST (Saito et al., 1986; Duffy and Wurtz, 1991), as well as in parietal areas such as VIP (Bremmer et al., 1997). Whether the neurons sensitive to optic f low components contribute to the coding of object shape, object motion or self-motion is still unclear. However, because they usually have large receptive fields and are also modulated by extraretinal signals of vestibular, tactile or proprioceptive origin (Andersen, 1987), several authors have hypothesized that their activity is related to self-motion rather than object motion (Duffy and Wurtz, 1991). The visual motion area MT/V5 is also a major locus for optic f low processing (Newsome et al., 1989). Contrary to area MST, MT/V5 shows no tuning to the optic f low components (Orban et al., 1992). Nevertheless the role of MT/V5 in the spatial integration of visual motion has been demonstrated. Firstly, its neurons seem capable of integrating and segmenting different retinal motion components (Stoner and Albright, 1992). Secondly, unicellular responses in MT/V5 can be inhibited by the superposition ot two motion patterns moving in opposite directions (Snowden et al., 1991; Qian and Andersen, 1994), and this suppression is weaker if the two patterns have different binocular disparities (Bradley et al., 1995). Thirdly, Bradley et al. found a correlation between perceived 3-D motion and unicellular activity in MT (Bradley et al., 1998). Fourthly, the center–surround interactions demonstrated in MT/V5 neurons are possible mechanisms for spatial integration of retinal motion, which could subserve the specific sensitivity to the 3-D orientation of a moving plane in space (Xiao et al., 1997). In summary, the properties of area MT/V5 related to the processing of retinal motion differ from what is seen in, for example, area MST. Although it does not seem to follow the continuous model described above, MT/V5 probably contributes to the 3-D processing of optic f low through its capacity to integrate or segment different motion signals. Finally, the functional role of MT/V5 seems to be distinct from the role of MST or parietal areas, because its activity is not modulated by extraretinal signals but depends only on retinal motion (Wurtz et al., 1990). Dorsal and/or Ventral Implication in the Processing of 3-D Structure from Motion? Binocular disparity, which is a critical cue for the perception of 3-D shape, is coded in the dorsal pathway [in MT/V5 (Maunsell and van Essen, 1983) and in MST (Roy et al., 1992)] and in the ventral pathway (Cowey and Porter, 1979; Schiller, 1993) of the monkey. The similarities between motion parallax and binocular disparity as depth cues are numerous, including psychophys-



ical and computational aspects (Rogers and Graham, 1982; Cornilleau-Pérès and Droulez, 1993). Since both cues participate in the perception of 3-D object shape, the question arises whether motion parallax is also coded in both the ventral and dorsal visual pathways. In addition, because of the large size of the receptive fields of neurons sensitive to optic f low components in MST and other parietal areas, it remains to be discovered whether these areas are involved in small-field analysis of 3-D shape from motion. Given the physiological properties and functional roles of the ventral and dorsal visual pathways, a working hypothesis is that optic f lows depicting little or no 3-D structure information (such as expansion/contraction) may be processed exclusively in the dorsal visual pathway, whereas a strong perception of 3-D shape from motion (such as during rotation in depth) might also involve the ventral pathway. To address these questions in the human we used stimuli that consisted of random dot distributions moving coherently or not. Coherent motion stimuli could contain little or strong 3-D shape information. They contain no depth cue, except motion parallax. In addition, we compared random motion stimuli with static dots, so as to locate previously documented motion areas. Overall, two series of experiments were performed. The first series was designed to outline areas involved in the processing of motion and 3-D structure from motion. The second was designed to control for the inf luence of speed distribution and 3-D curvature in the areas delineated by the first series of experiments.



Main Experiments Materials and Methods This investigation was approved by an Institutional Ethics Committee (CCPPRB, Paris). Subjects Nine normal volunteers (five men and four women) aged 20–42 years were scanned, after giving their informed consent about the nature of the experiment. All subjects were healthy and had normal uncorrected vision. All but one were right handed, and three had a left ocular dominance (two right-handed subjects had a left ocular dominance). Image Acquisition Subjects were scanned in a 3 T whole-body MRI scanner (Bruker, Ettlingen, Germany) with BOLD contrast echo planar imaging (f lip angle 90°, TE = 40 ms). Twenty slices covering the whole brain were acquired, roughly perpendicular to the axis of the brainstem. Voxel size was 4 × 4 × 5 mm. Each functional sequence consisted of 76 scans, with a repetition time of 3.05 s. We also performed a high-resolution T1 weighted (IR gradient echo) sequence in order to acquire accurate anatomical information. Visual Stimulation Subjects laid supine in the magnet. They wore glasses, consisting of a mirror angled at ∼45° from their visual axes, to allow them to see the translucent screen located at the extremity of the magnet on head side. Viewing distance was 1.40 m. Stimuli were projected on the screen using an Eiki 5000 projector driven by a PC computer. The visual stimuli consisted of 300 anti-aliased dots (6 pixels width) and a central fixation cross; both the dots and the cross were displayed in green over a black background. The stimuli covered a 16° diameter region, each dot subtending 0.27°. Global luminance was 1 cd/m², and subjects experienced no colour after effect. In this experiment, four different stimuli were used (Fig. 1A): Stimulus ST: stationary dots. Stimulus RM: moving dots with random direction and random
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(i.e. four times per 3-D oscillation) the 2-D dot velocity passes through zero. Hence the frequency of the 2-D velocity is twice the frequency of the 3-D motion. Therefore, the frequency of the 3-D motion was chosen to be 0.5 Hz so that the 2-D dot velocity frequency was 1 Hz, as for other motion stimuli. Dot speed ranged from 0 to 4.7°/s, with a mean value of 1°/s. In each stimulus image, dots were uniformly spread over the viewing window. The frame rate was 70 Hz. Dots that moved outside the viewing window between two successive frames were randomly repositioned within the window in the second frame. This was done under the constraints that (i) dot density was kept uniform over the window and (ii) the average dot f licker (number of dots appearing and disappearing in the window in each frame) was kept similar for the three motion stimuli (RM, EX, SP3D). Hence the number of dots inside the window, and therefore the luminance, were constant across the different stimuli. Also, the following parameters were equalized for the three motion conditions (RM, EX and SP3D):



. . . Figure 1. The stimuli used in all fMRI experiments were made of dots randomly positioned over a disk and projected on a transluscent screen. (A) For the main experiments, dots were either stationary (ST), moving with a velocity that varied randomly in direction (RM), moving with alternated expansions and contractions (EX) or moving as if they belonged to a spherical surface oscillating in depth about one of its frontoparallel tangents (SP3D). (B) For the control experiments, we used three types of motion stimuli. In the pseudo-random control stimuli (PRM), dots were moving as if they belonged to transparent 3-D surfaces rotating simultaneously about eight different axes; these stimuli appeared as completely devoid of any 3-D shape information. Coherent motion stimuli corresponded either to EX (see A) or in-plane rotation. In the 3-D stimuli, dots moved as if they belonged to a 3-D surface (plane or paraboloid) oscillating in depth.



displacement amplitude. Dot speed varied sinusoidally with time (frequency: 1 Hz). Direction and amplitude of motion were changed to new random values at each speed zero crossing. Maximal dot speed was 3.3°/s and mean speed over the block of stimulation was 1°/s. Stimulus EX: moving dots in alternated expansion and contraction (frequency: 1 Hz). Dot speed ranged from 0 to 2.4°/s with a mean speed of 1°/s. Such a stimulus can be considered as coherent motion with little, or ambiguous, structure information. Indeed, a sphere moving back and forth would yield almost the same perceptual sensation as a plane moving the same way, so that it would not be possible to distinguish between both shapes. The same ambiguity would arise should motion be a rotation around the observer. The reason is that frontoparallel translation only can provide reliable structure information (Longuet-Higgins and Prazdny, 1980). At 16° visual angle, we found that the frontoparallel component of motion in the EX stimulus was in average 9.3% of its value in the SP3D stimulus described below. We hence considered structure information in the EX stimulus to be one-tenth that of structure information in the SP3D stimulus. Stimulus SP3D: dots moved as if they belonged to a spherical surface S of radius 38 cm (15.1° visual angle) rotating around a frontoparallel axis tangent to S. We constructed the stimulus by projecting a 2-D random dot distribution onto the virtual 3-D surface, so that there was no density bias at the edges of the sphere. Then, the 3-D position of the dots on the oscillating sphere were back-projected onto the screen at each frame. This rotation yields a pattern of coherent motion, and is optimal for the non-ambiguous perception of structure from motion parallax (Cornilleau-Pérès and Droulez, 1994). The direction of the rotation axis was randomly chosen in the first occurrence of the stimulus, and then incremented by 45° on each of the next three occurrences. Each time the spherical surface reaches its extremal position or a frontoparallel position
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the average dot f licker (3.9 dots/frame); the average dot velocity (1°/s); the variation frequency of the dot 2-D speed (1 Hz).



Design The volumes of functional images were acquired while subjects viewed two stimuli, hereafter denoted S1 and S2, alternately. S1 was first presented during 36.6 s (12 scans), then S2 and S1 were alternately displayed during 24.4 s (eight scans) each, for a total duration of 3 min 52 s (= 36.6 + 8 × 24.4 s). Each subject underwent three experiments: (1) Motion experiment: stimuli ST and RM were alternated. The goal of this experiment was to locate visual motion areas. (2) Expansion experiment: stimuli RM and EX were alternated. This aimed at determining whether specific cortical structures are dedicated to the processing of coherent motion, as compared with random motion, when little or no depth information is provided by motion parallax. (3) 3-D shape experiment: stimuli RM and SP3D were alternated in order to show structures dedicated to the perception of 3-D shape from motion. We also expect this experiment to highlight areas involved in the processing of coherent motion. The order of the three experiments was randomized across subjects. Subjects were instructed to lie still, fixate the central fixation cross and attend the visual stimulus. Sequences were separated by rest (no scanning) periods of 4–5 min. After completion of the scanning sessions, subjects were asked to report on their different visual and non-visual percepts while in the scanner. Image Analysis Data were pre-processed and analyzed using SPM96 (Friston et al., 1995). For each subject, all functional volumes were motion-corrected using sinc interpolation and normalized in the Talairach stereotactic system of coordinates. The normalization was done by using linear transformations to match the anatomical images with the Montreal Neurological Institute template. Functional volumes were then spatially smoothed with a 5 mm width Gaussian kernel. The voxel size of the normalized volumes was set to 3 × 3 × 3 mm. The first four scans of each experiment (a series of 76 scans), acquired during the transition to the steady state of the magnetic resonance signal, were discarded. Data were analyzed both on a group and on a subject per subject basis. For subject and group analyses, the three experiments were modelled with separate blocs of covariates. For each experiment, the stimulation paradigm was modelled as a box-car function modified to take into account the hemodynamic function delay, rise and fall time. Low frequency trends were modelled as confounding effects with discrete cosine functions (cut-off period = 96 s = twice the paradigm period). Modelled effects were fitted to the BOLD signal on a voxel per voxel basis using standard least-square estimation procedures in linear model theory. Voxels for which effects of interest accounted for a significant part of the signal variation were kept for further analysis (i.e. voxels



surviving F-test, P < 0.001). For both individual and group analyses, the statistical parametric maps (SPM{Z}) corresponding to contrasts RM–ST, ±(EX–RM) and ±(SP3D–RM) were generated. Additionally, the SPM{Z} corresponding to the (SP3D–RM)–(EX–RM) contrast was also calculated for the group analysis. Since stimuli SP3D and EX were always presented in separate experiments, this contrast was not computed on an individual basis, because it may reveal nothing but random effects between sessions. In the group analysis, these effects should average across subjects, since the order of the experiments was randomized across subjects. We performed the group analysis with an exploratory perspective. The type II error (risk of not detecting a region that is activated) was limited by choosing permissive thresholds at the voxel (Z intensity) and cluster size (spatial extent) levels. SPM{Z} for the group were thresholded at Z = 2.33 (P = 0.01), and clusters were kept for further analysis if (i) their volume was >190 mm3 and (ii) their corrected probability for the conjoint test (maximum intensity and spatial extent) was 
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