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Abstract Perceptual updating of the location of visual targets in space after intervening eye, head or trunk movements requires an interaction between several afferent signals (visual, oculomotor efference copy, vestibular, proprioceptive). The nature of the interaction is still a matter of debate. To address this problem, we presented subjects (n=6) in the dark with a target (light spot) at various horizontal eccentricities (up to ±20°) relative to the initially determined subjective straight-ahead direction (SSA). After a memory period of 12 s in complete darkness, the target reappeared at a random position and subjects were to reproduce its previous location in space using a remote control. For both the presentation and the reproduction of the target’s location, subjects either kept their gaze in the SSA (retinal viewing condition) or fixated the eccentric target (visuo-oculomotor). Three experimental series were performed: A, “visual-only series”: reproduction of the target’s location in space was found to be close to ideal, independently of viewing condition; estimation curves (reproduced vs presented positions) showed intercepts ≈0° and slopes ≈1; B, “visualvestibular series”: during the memory period, subjects were horizontally rotated to the right or left by 10° or 18° at 0.8-Hz or 0.1-Hz dominant frequency. Following the 0.8-Hz body rotation, reproduction was close to ideal, while at 0.1 Hz it was partially shifted along with the body, in line with the known vestibular high-pass characteristics. Additionally, eccentricity of target presentation reduced the slopes of the estimation curves (less than 1); C, “visual-vestibular-neck series”: a shift toward the T. Mergner (✉) · G. Nasios · C. Maurer Neurologische Klinik, Universität Freiburg, Breisacherstr. 64, 79106 Freiburg, Germany e-mail: [email protected] Tel.: +49-761-2705313, Fax: +49-761-2705390 G. Nasios Neurological Clinic of Ioannina University, 45100 Ioannina, Greece W. Becker Sektion Neurophysiologie, Universität Ulm, 89081 Ulm, Germany



trunk also occurred after low-frequency neck stimulation (trunk rotated about stationary head). When vestibular and neck stimuli were combined (independent head and trunk rotations), their effects summed linearly, such that the errors cancelled each other during head rotation on the stationary trunk. Variability of responses was always lowest for targets presented at SSA, irrespective of intervening eye, head or trunk rotations. We conclude that: (1) subjects referenced “space” to pre-rotatory SSA and that the memory trace of the target’s location in space was not altered during the memory period; and that (2) they used internal estimates of eye, head and trunk displacements with respect to space to match current target position with the memory trace during reproduction; these estimates would be obtained by inverting the physical coordinate transformations produced by these displacements. We present a model which is able to describe these operations and whose predictions closely parallel the experimental results. In this model the estimate of head rotation in space is not obtained directly from the vestibular head-in-space signal, but from a vestibular estimate of the kinematic state of the body support. Keywords Spatial representation · Reference frames · Vestibular-proprioceptive interaction · Object localisation · Model · Human



Introduction When we evaluate the location of a visual object in extra-personal space in the absence of external landmarks (visual, auditory, haptic), we rely on information from different sensory modalities. Using abstract terms, the processing of this information by the CNS can be described as a step-wise coordinate transformation, first from the object’s position in retinal coordinates into a craniocentric representation and, ultimately, into a spacecentred representation (Andersen et al. 1993). These transformations result from appropriate interactions of
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the retinal signal of object-versus-eye position, with an “efference copy” of eye-in-head position and a vestibular signal of head-in-space displacement. The exact nature of these interactions is still a matter of debate. For example, the results of experiments aiming at elucidating the retinal-oculomotor interaction that is involved in the localisation of a visual target in space appear to depend on the motor system used to probe it. Using open-loop finger pointing to visually presented targets, several authors found systematic errors when gaze direction deviated from target direction so that extrafoveal retinal information became involved (Bock 1986; Enright 1995; see Henriques et al. 1998; Lewald and Ehrenstein 2000). Furthermore, pointing in the direction of gaze without target is very inaccurate (Bock 1986). Bock therefore concluded that a complex, non-linear interaction between the two signals is required to achieve an accurate internal representation of space. Matters are also complicated by considerable differences in methodology among laboratories (Mapp et al. 1989; Prablanc et al. 1979). In contrast, open-loop saccadic eye pointing (saccades to the location of a remembered target) is rather accurate, even after intervening eye and head movements (see Karn et al. 1997). This discrepancy between arm and eye pointing probably reflects differences in sensorimotor transformation rather than different intersensory transformations (see Discussion). In the present study, we sought to eliminate the effect of sensorimotor distortions by using an delayed intrasensory match-to-sample paradigm and a remote control for the response. Our subjects were to reproduce the location of a previously presented light spot in space by repositioning this spot after it had changed position during an intervening memory period, a task that, unlike pointing procedures, can circumvent the use of body-centred coordinates. The mode of retinal-oculomotor interaction was addressed by using two different target viewing conditions for both the presentation and the reproduction of target location in a cross-over design: in one condition gaze and target position were dissociated (peripheral viewing), whereas in the second condition they coincided. By evaluating, in addition to the mean response accuracy, response variability, we obtained clues revealing how subjects combine retinal and eye position signals to construct a memory map of target position in space. It has repeatedly been shown that interaction with vestibular input is required to maintain a correct memory of spatial target position (possibly in body-centred coordinates) during body rotation. For example, saccades to the spatial location of a target presented prior to a horizontal rotation are quite accurate (Bloomberg et al. 1988; Israel and Berthoz 1989). However, such saccades fall short when the frequency or angular velocity of the body rotation is low (Mergner et al. 1998). Analogous errors have been observed for object motion perception (Mergner et al. 1992) and updating of target location (Maurer et al. 1997) in space-centred coordinates. These errors reflect both the known high-pass characteristics of the semicircular canal system (see Fernandez



and Goldberg 1971) and the high detection threshold of human self-motion perception (Mergner et al. 1991). Taken together, the findings suggest that vestibular signals interact with retinal and oculomotor signals by way of a linear summation. This linear summation hypothesis has been challenged, however, in a number of studies by Blouin et al. (1997, 1998a, 1998b), who observed systematic errors when pre-rotatory target position was eccentric with respect to the head (in the aforementioned studies, it always was straight ahead prior to rotation). We therefore extended our study and subjected our subjects also to body rotations during the memory period with the aim of comparing the post-rotatory localisation of targets that, prior to rotation, had been presented at both centric and various eccentric positions with respect to the head. In contrast to what is observed during whole-body rotation, visual targets presented in head-centric position are veridically localised after an intervening isolated head rotation about the stationary trunk (combination of vestibular and neck proprioceptive input), even if head rotation is slow (Maurer et al. 1997; Mergner et al. 1998). These studies and related work (overviews: Mergner et al. 1997; Mergner and Rosemeier 1998) show that vestibular-neck interaction is optimised for the behavioural condition of head rotation on stationary trunk (broad-band instead of high-pass characteristics, low instead of high detection threshold). On the assumption that pre-rotatory target-versus-head eccentricity would cause errors of the type reported by Blouin et al. (1997, 1998a, 1998b), we wondered whether a comparison across different vestibular-neck stimulus combinations might help to identify their source. Furthermore, focusing not only on mean localisation error, but also analysing the response variability arising with vestibularneck interaction, we investigated whether an optimisation for behavioural conditions can be verified also in terms of the susceptibility to internal “noise” (i.e. whether the scatter of localisation errors reaches a minimum when only the head is rotated).



Methods With approval of the local ethics committee, six healthy subjects (four men and two women; mean age ± SD, 35.8±9.3 years) were studied. All of them gave their informed consent. Integrity of subjects’ vestibular function was ascertained with conventional electronystagmography. The methods described in the following sections were originally developed in a previous study by Maurer et al. (1997). Apparatus Subjects were seated on a Bárány chair. Each subject’s head was coupled, by means of a dental bite-board, to a head holder, which was mounted on the chair and could be rotated about the same axis as the chair. Chair and head holder were driven by two independent servomotors under computer control, which served also to match their dynamics. The chair was surrounded by a cylindrical screen (radius 1 m) onto which a red spot (“target”; luminance,



35 ≈20 cd/cm2; diameter, 0.5° of visual angle) was projected, at the subject’s eye level, by means of a mirror galvanometer mounted above the subject’s head and positioned in line with the chair axis. The galvanometer received three input signals for the following 3 functions: 1. Target presentation. In the course of each trial, a computergenerated signal stepped the target by a given amount (0°, 4°, 8°, 12°, 16° or 20°) to the right or left side. Subjects were to remember the resulting location in space. 2. Indication. The same light spot that served as target also served as probe by which subjects indicated an instructed direction or the remembered target position. For its adjustment, subjects used a hand-held potentiometer (joystick). Using this remote control largely prevented distortions related to subjects’ motor performance (Maurer et al. 1997). 3. “Indication sequence”. Each time subjects had adjusted the spot for the indication, a computer-generated signal disturbed the indication, stepping the spot by 8° to either the right or left of the indicated position, so that subjects were forced to repeatedly readjust its position (n=6; intervals, 2.5 s; direction varied in pseudo-random order to balance for a hysteresis in subjects’ adjustment performance; see Maurer et al. 1997). During stepping, the spot was always extinguished in order to avoid visual motion cues. Because its luminance was low and because it did not remain stationary for long periods, no relevant afterimages occurred. Stimuli and procedures Prior to each experiment, the head holder was adjusted so as to align subjects’ heads with their sagittal torso axis. Subjects then were asked to indicate with the help of the light spot their subjective straight-ahead direction while the room was illuminated. This indication served as a reference for their later indications of subjective straight ahead in the dark (SSA). Thereafter, the experimental trials were started, which consisted of 5 parts (see examples in Fig. 1): i) Indication of the SSA. At the beginning of each trial the room lights were extinguished and subjects were presented with the target at a random position in space. By means of the joystick they aligned the target with their SSA direction. Once aligned, the indication sequence commenced, forcing subjects to re-adjust it 6 times in all. Thereafter, subjects remained in complete darkness for one second. ii) Target presentation period. The target was offset by an eccentricity of 0°, 4°, 8°, 12°, 16° or 20° to the right or left with respect to the last indication of SSA determined in step 1 and was presented for 3 s before being extinguished. Subjects were asked to attend to and to memorise its spatial location for reproduction during step iv. iii) Memory period. During the subsequent 12 s, subjects remained in complete darkness. During this time either: A. The chair was kept stationary (“visual-only series”) B. The chair was rotated to the right or left side (“visual-vestibular series”) C. Both chair and head holder were rotated in various combinations (“visual-vestibular-neck series”). Subjects were instructed to keep gaze straight in their heads during iii (and vi), in order to minimise lasting eye deviations which are known to produce shifts of SSA (see Howard 1982). iv) Reproduction period. The target reappeared at a random position in space and subjects were to restore its previous spatial location. In the following we refer to the target in the context of reproduction as the “probe” that had to be matched to the remembered location of the target. During the following indication sequence, the indication was repeated six times. v) Waiting period. When step 3 involved rotational stimuli (series B and C), the chair and the head holder were rotated back to their primary positions. The screen then was illuminated, and



subjects released their heads from the bite board to perform moderate head shaking and to reorient in space. Viewing conditions During target presentation, subjects were to use two different viewing conditions: 1. Retinal (RET) viewing. Subjects were to maintain gaze in SSA direction (Fig. 1a, traces b, c; b, trace b) so that the target would fall on the peripheral retina. 2. Visuo-oculomotor (VOM) viewing. Subjects were to gaze at the target so that it would be viewed with zero retinal eccentricity (Fig. 1a, traces a, d; b, trace a). After extinction of the target, at the beginning of the memory period, they were to look back into SSA direction. Thus, the eye was displaced prior to the reproduction period. Likewise, during reproduction of the target’s spatial position, subjects either maintained gaze in SSA direction (RET reproduction; Fig. 1a, traces c, d) or fixated at the target (VOM reproduction; Fig. 1a, traces a, b; b, traces a, b). Experimental series Series A: visual-only series This series comprised four different runs, each with a different combination of the viewing conditions during presentation and reproduction (VOM/VOM, RET/VOM, RET/RET, VOM/RET). Each run consisted of 10 trials, with each target eccentricity (±4, ±8, ±12, ±16 and ±20°) occurring once, and was repeated eight times per subject. Series B: visual-vestibular series In this series, five different target eccentricities were used (–16°, –8°, 0°, +8, and +16°). Furthermore, 8 different vestibular stimuli were applied during the memory period, covering the two directions of rotation (left and right with respect to the primary or starting position), two different amplitudes (10° and 18°), and two different dominant frequencies (0.8 Hz and 0.1 Hz). Finally, two different combinations of viewing conditions were used in separate runs (VOM/VOM and RET/VOM). Each run comprised 40 trials (5 target eccentricities × 8 vestibular stimuli) and was repeated three times. Series C; visual-vestibular-neck series There were again five target eccentricities: –16°, –8°, 0°, +8, and +16°. During the memory period, one of the following combinations of vestibular and neck stimuli (compare Fig. 4c) was administered: ● ●
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Vestibular-only (VEST). As in series B. Neck-only (NECK). During chair rotation, the head holder was rotated by the same amount as, but in the opposite direction of the chair; this manoeuvre kept the head stationary in space while the body was rotating. Synergistic vestibular-neck combination (VEST+NECK). By rotating the head holder on the stationary chair (trunk), a synergistic vestibular and neck stimulation was created. Antagonistic vestibular-neck combination (VEST-NECK). A head-holder rotation was combined with a counter-phase chair rotation of double amplitude. Thus, head-on-trunk (neck stimulus) was opposite to the head-in-space movement (vestibular stimulus).



The amplitudes of the vestibular and neck stimuli in this series always were +18° or –18°, unless a particular condition required one of them to be zero. Only one combination of viewing condi-



36 Fig. 1a, b Experimental paradigms used to evaluate the updating of the location of a previously presented visual target in space. a Visual-only series (subjects stationary). Traces show examples of target position and eye position (in degrees; traces a–d), with dashed line on top (LED) indicating when target was lit. The trial consisted of 5 parts: (i) indication of the subjective straightahead direction, SSA (6 times, interrupted by target steps); (ii) presentation of target with respect to SSA (here at 10° right eccentricity); (iii) memory period, in complete darkness; (iv) reproduction of target location in space (6 times); (v) waiting period in darkness. Traces a–d: Examples of EOG recordings for the four viewing conditions tested (VOM visuo-oculomotor: gaze is shifted on target and, after its extinction, back to primary position; RET retinal: gaze is kept in direction of SSA). Abbreviations give first the viewing condition for target presentation (during ii) and then that for reproduction (iv). Circles on target position trace indicate samples used for analysis. b Visual-vestibular series. As in a, but during part iii a stimulus (here vestibular, means whole-body rotation of 18° towards the right; dominant frequency, f=0.8 Hz) was applied (back rotation in part v). a, b Examples of EOG recordings for the two viewing conditions taken from this series (a VOM/VOM; b RET/VOM)



tions was used (VOM/VOM). Two runs were performed (dominant frequency of 0.8 Hz and 0.1 Hz), each consisting of 40 trials (5 target eccentricities × 4 combinations × 2 directions of rotation). Each run was repeated three times per subject. The rotational stimuli consisted of ramp-like angular displacements having approximately bell-shaped velocity profiles (“raised cosine” function, v(t) = –A · f · cos (2πft) + A · f, where t is time, A is angular displacement and f is frequency). For the 0.8-Hz and 0.1-Hz stimuli, durations amounted to 1.25 s and 10 s, and peak angular velocities to 28.8°/s and 3.6°/s, respectively. The rotation devices used did not generate noticeable noise or vibration. Auditory spatial orientation cues from the apparatus in the room were minimised by plugging subjects’ ears. The order of stimulus presentations and the combinations of viewing conditions, target amplitudes, stimulation amplitudes, vestibular and neck stimuli were always randomised and balanced across repeated runs. Eye movement recordings Compliance with the instructed viewing instructions was controlled by recording subjects’ eye movements (bitemporal conven-



tional DC electro-oculography, EOG) in the first two runs of the experimental series. As shown in Fig. 1, gaze was held rather accurately in SSA direction with RET viewing during target presentation (ii), and it was returned into this direction with VOM viewing after the target had been foveated and extinguished. Furthermore, gaze direction was essentially maintained during the memory period (iii), and this also applied during the reproduction period (iv) with RET viewing. In the VOM reproduction conditions, subjects foveated the probe, but with a particular strategy. After a few trials they generally no longer looked at the location where, at the start of the indication sequence, the light spot first appeared. Rather, they made a saccadic gaze shift straight away (which could comprise secondary, conceivably corrective, saccades) towards the remembered spatial position of the target (see Fig. 1a, traces a, b; b). Typically, this position was maintained throughout the reproduction period, ignoring the repeated displacements of the target by the indication sequence. Small eye movements did occur during the final phases of target adjustments following each inflicted displacement, but these were often below the resolution of our EOG recordings. Yet we like to stress that subjects were performing a matching task, as they ascertained on request, and not an “eye pointing” task (e.g. to remembered target locations), as one might expect from Fig. 1.



37 Data acquisition and analysis The potentiometer readings of the remote control device (joystick), the EOG signal, and an on-off signal of target illumination, were fed into a laboratory computer together with the position readings of the Bárány chair, the head holder, and the galvanometer (sampling rate, 50 Hz). Data were displayed on a computer screen and stored simultaneously on hard disk for off-line analysis. Analysis was performed using an interactive computer program, which automatically marked the last 20 data points that preceded each step displacement of the target (Fig. 1a, b, circles in the “target position” traces); if correctly marked, they were accepted and stored. From these data we evaluated: a) The SSA, by taking the mean value (± SD) across the 2nd–5th indication during part i of an experiment. The target steps for these 4 indications in the pseudorandom indication sequence always contained two target steps to each side; the 1st indication was dismissed, because it showed rather large variations, and the 6th was dismissed for balancing the directions. b) The reproduction of spatial target position (mean reproduction response or accuracy), by calculating the mean value across the 2nd–5th indication in the indication sequence of part iv relative to the preceding SSA. Because the signal that stepped the target to the next spatial position (part ii) was superimposed on the 6th indication of SSA rather than on mean SSA (across the four repetitions analysed), a small discrepancy between actual and intended relative target eccentricity resulted, which was post hoc corrected (unlike in a preliminary report, Nasios et al. 1999, which therefore gives slightly different data). c) Across-subjects variability, expressed in terms of the standard deviation (SD) of the population mean. d) Across-trials variability, sxt, obtained by calculating the SD of each subject’s performance across trial repetitions and averaging these values across subjects. e) Indication variability, sit, obtained by calculating the intra-trial SD across the 2nd–5th indication in each probe sequence (reproduction). These values then were averaged first across the trial repeats of each subject and finally across all subjects. The same procedure was applied to SSA indications. In order to prevent instrumental variability from influencing the above measures of response variability, subjects’ responses always were corrected for the difference between the nominal (desired) amplitudes of trunk and head rotation and the effectively achieved amplitudes (which could vary by ±3% as a result of differing body masses and imperfect gear-drive control). Thus, potentiometer and ADC noise were the only sources of contamination (less than 1%). No corrections were required for galvanometer errors; a slight position non-linearity was irrelevant because it affected probe and target positions in identical ways, and reproduceability of galvanometer deflection was better than ±0.05°. Note that our measure of mean reproduction accuracy (b) basically corresponds to what others have called “constant” or “systematic” error, while the across-trials variability (d) is related to the “variable” or “absolute” error. Finally, the indication variability (c) was determined in an attempt to decompose the variable error into one related to the “noise” of the memory trace, the other to the variability of perceived probe position and its matching with the memory trace (see Discussion). Statistics was performed separately for each experimental series, using ANOVA (StatView; Abacus Concepts). Details are given in the context of the results.



across-subjects SD; towards the right) in the visual-only series. The corresponding indication SD and across-trials SD averaged ±0.56° and ±1.7°, respectively. Figure 2 shows, for each of the four combinations of viewing conditions, the mean indications of target position as a function of target eccentricity with respect to SSA (vertical bars, across-subjects SD). Subjects’ estimates were almost perfect (data close to 45° lines) when they fixated at the probe during reproduction, irrespective of whether upon presentation they fixated the target (VOM/VOM, Fig. 2a; estimation curve y=1.03x+0.08, r2=0.97) or viewed it peripherally (RET/VOM, Fig. 2b; y=1.02x+0.35, r2=0.97). On the other hand, with peripheral probe-viewing during reproduction (RET/RET, Fig. 2c; VOM/RET, Fig. 2d), subjects slightly overestimated the target position regardless of the mode of target viewing (y=1.1x+0.41, r2=0.94, and y=1.1x+0.18, r2=0.94, respectively). However, a closer scrutiny of the latter data revealed that this overestimation was mainly due to two subjects; their estimation curves exhibited slopes clearly more than 1, while those of the remaining four subjects were close to unity (1.19 and 1.15 versus 1.01 and 1.05 for RET/RET and VOM/RET, respectively). Thus, the slight difference in accuracy between foveal (*/VOM) and peripheral (*/RET) probe viewing cannot be considered significant. The variability of the successive probe adjustments during a given trial (indication SD, sit) did not exhibit a significant dependence on the mode of target viewing, but only on probe viewing [larger with */RET than with */VOM, F=44.25, P 























des documents recommandant







[image: alt]





Mergner (2001) Visual object localisation in space 

18Â° at 0.8-Hz or 0.1-Hz dominant frequency. ..... d 0.1 Hz, 18Â° (dominant frequency, displacement). ...... (hs) by summation with a â€œtonicâ€� neck signal (ht),.










 


[image: alt]





Navigating in a space of synthesized interaction-sounds ... - DAFx 

Sep 6, 2013 - Proc. of the 16th Int. Conference on Digital Audio Effects (DAFx-13), Maynooth, Ireland, September 2-6, ... sis) and an intuitive synthesizer of impact sounds has been devel- .... a rolling wheel [25] consider that the rolling object mo










 


[image: alt]





Navigating in a space of synthesized interaction-sounds ... - DAFx 

Sep 6, 2013 - Proc. of the 16th Int. Conference on Digital Audio Effects (DAFx-13), Maynooth, Ireland, September 2-6, ... sis) and an intuitive synthesizer of impact sounds has been devel- .... a rolling wheel [25] consider that the rolling object mo










 


[image: alt]





Visual interaction in natural human-machine 

for Video Technology, 9(4):551â€“564. [Chen et al., 2003] Chen, M., Chi, M., Hsu, C., ... technique. IEEE Transactions on. Consumer Electronics, 49(3):724â€“730.










 


[image: alt]





Interaction of visual and idiothetic information in a path ... - CiteSeerX 

whereas subjects correctly reached the starting point when visual feedback was .... problem, namely to find the length of the hypotenuse of a rectangular triangle ...










 


[image: alt]





Interaction of visual and idiothetic information in a path ... - CiteSeerX 

and during passive transportation along the stimulus path) were submitted to ANOVA for repeated measures with the room's size. (small and large), condition ...










 


[image: alt]





the role of convergence in visual space perception 

Apr 2, 1975 - K pr = - yr where K is a constant. Numerous attempts have been made to establish ... theory of binocular space perception (Hardy, Rand,. IYj ...










 


[image: alt]





Visual space distortion - CiteSeerX 

Received: 9 January 1997 / Accepted in revised form: 8 July 1997. Abstract. We are .... 1. The image formation model. OXY Z is a coordinate system fixed to.










 


[image: alt]





Curvature of visual space under vertical eye 

of Western Ontario, London, Ontario, Canada N6A 5C1. Most models of spatial vision and visuomotor control recon- struct visual space by adding a vector ...... and cell discharge in primate motor cortex. J Neurosci 2:1527â€“1537. Ghilardi MF ...










 


[image: alt]





Graziano (1994) Coding of visual space by 

Dec 27, 2006 - 39 articles hosted by HighWire Press; see: ... grateful to J. Guinessey for neuropsychological test- ..... (MIT Press, Cambridge, MA, in press). 4.










 


[image: alt]





Robertson (1997) The interaction of spatial and object pathways 

Page 1. Page 2. Page 3. Page 4. Page 5. Page 6. Page 7. Page 8. Page 9. Page 10. Page 11. Page 12. Page 13. Page 14. Page 15. Page 16. Page 17. Page 18 ...










 


[image: alt]





Direct measurement of the curvature of visual space 

Photograph of the equipment. Notice that this ... The photograph provides a ... between the pointer and the target and on the ratio of their distances rP arT : tanj â‚¬.










 


[image: alt]





Visual interaction in natural human-machine ... - Joseph Machrouh 

France Telecom R&D, TECH/EASY labs. 2, avenue Pierre ... ering users new kinds of interaction with computer systems. They adopt some ... 1994]. This architecture comprises several specialized modules (see figure 1): ..... sual details permit Nestor t










 


[image: alt]





Visual-tactile spatial interaction in saccade generation - CiteSeerX 

bimodal neurons with overlapping visual and tactile receptive field structures in the deep layers of the superior colliculus. Keywords Multisensory Â· Saccade ...










 


[image: alt]





Visual-tactile spatial interaction in saccade generation - CiteSeerX 

neurons in cat DLSC show an enhanced response to particular combinations ..... right index finger shortly (200 or 350 ms) before a visual target appeared close ...










 


[image: alt]





Interaction of visual prior constraints - Center for Neural Science 

edges had the same contrast that we shall call the shading contrast CS. Similarly .... though we shall use the terminology of Bayesian deci- sion theory, our first ...










 


[image: alt]





Interaction of visual prior constraints - Center for Neural Science 

source as the shading constraint and the preference for the direction of the surface normal as the contour constraint. We describe here an experiment using stim-.










 


[image: alt]





Remembering object position in the absence of 

May 16, 2007 - The observer can see whether an object is moving at all, rather than moving relative to the .... This is a tricky case, because it can look like an ...










 


[image: alt]





Modeling of Antimicrobial Lipopeptides in interaction ... - GFPP 

We have performed molecular dynamics simulation of the peptide in water ... Using metadynamics simulations, the free energy of adsorption and insertion of the ...










 


[image: alt]





Bayesian modeling of cue interaction: bistability in 

Wendy J. Adams and Pascal Mamassian ...... cally perceived slant about a horizontal axis,'' J. Vision (to ... ence (Cambridge U. Press, Cambridge, UK, 1996). 42.










 


[image: alt]





Remembering object position in the absence of 

May 16, 2007 - by members of subscribing organisations. This PDF may not be placed on any website (or other online distribution system) without permission ...










 


[image: alt]





Logothetis (1996) Visual object recognition - Mark Wexler 

Dec 30, 2006 - rely on different representations that are formed in different neural sites or ... determined by the high correlational structure of the real world, in which ... certain objects as they can, they report the greatest increase in the ...










 


[image: alt]





Visual Search for Object Orientation Can Be 

visual target that differs from distractors on the basis of a unique feature (e.g. .... access to the canonical orientation of the target object, then effects of congruency ..... shown for RTs (see also the RT intercepts in Table 1). The. ANOVA on RT










 


[image: alt]





Ross (1997) Compression of visual space before saccades 

... D. The presentation of the visual field on the cerebral cortex in monkeys. .... Dassonville, P., Schlag, J. & Schlag-Rey, M. Oculomotor localization relies on a ...










 














×
Report Visual object localisation in space. Interaction of





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Signe






Email




Mot de passe







 Se souvenir de moi

Vous avez oublié votre mot de passe?




Signe




 Connexion avec Facebook












 

Information

	A propos de nous
	Règles de confidentialité
	TERMES ET CONDITIONS
	AIDE
	DROIT D'AUTEUR
	CONTACT
	Cookie Policy





Droit d'auteur © 2024 P.PDFHALL.COM. Tous droits réservés.








MON COMPTE



	
Ajouter le document

	
de gestion des documents

	
Ajouter le document

	
Signe









BULLETIN



















Follow us

	

Facebook


	

Twitter



















Our partners will collect data and use cookies for ad personalization and measurement. Learn how we and our ad partner Google, collect and use data. Agree & Close



