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Abstract. In this article, we describe a visual component able to detect and track a human face in video streaming. This component is integrated into an embodied conversational agent. Depending on the presence or absence of a user in front of the camera and the orientation of his head, the system begins, continues, resumes or closes the interaction. Several constraints have been taken into account: a simple webcam, a low error rate and a minimum computing time that permits the whole system to run on a simple pc.
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Introduction



Embodied Conversational Agents (ECA) bring unique opportunities for delivering users new kinds of interaction with computer systems. They adopt some properties of human face-to-face communication [Cassell et al., 1999]. Our ECA Nestor [Pel´e et al., 2003] comprises a continuous speech recognizer, a text-tospeech synthesizer, an avatar control module, and a dialoguing rational agent [Sadek et al., 1997] having both multimodal fusion and multimodal fission components. Multimodal fusion merges users’ inputs from different media (spoken language, mouse click, text, ...). Multimodal fission divides the agent’s reactions into outputs on appropriate media (text, speech, images, body movements, ...). One of the applications using Nestor is PlanResto [Pel´e et al., 2003], a restaurant web guide. It permits users to look for a restaurant in Paris by specifying location, culinary speciality or price. The user interacts with the system in natural language (spoken or written), or through mouse clicks. Nestor answers requests in various ways, it may use any appropriate combination of gestures, text, speech or images (maps or photos). Our goal is to improve Nestor’s communicating abilities by adding a computer vision component permitting it to recognize (some elements of) non-verbal communication. Turk [Turk, 2004] highlights several functionalities that a visual module integrated into an interactive system should offer. In this paper, we focus on two of them: – face detection and location : How many people are in the scene and where are they?



– head and face tracking : Where is the user’s head, and what is the specific position and orientation of the face The organization of this paper is as follows. Section 2 provides details on the visual system architecture. In section 3 we present the experimental results. Finally, a brief review of vision contribution in interactions is described in section 4, followed by a conclusion where we expose some prospects for our work.
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Visual system architecture



The vision module that are intended to be integrated in a human-computer dialogue process must be fast and efficient. They must be able to track in real time yet not absorb a major share of computational resources: other tasks must be able to run while the vision module is being used. We will develop an architecture centered on a supervising process similar to SERVP [Crowley and Bedrune, 1994]. This architecture comprises several specialized modules (see figure 1): vision supervisor module, eye detection module and face detection module.



Fig. 1. Visual system architecture



2.1



Supervisor module



Mainly, the Vision Supervisor (VS) manages various specialized vision modules according to the dialogue context, environment and computational cost. To ensure a strong knowledge about the environment, VS updates a database containing information about the number of people standing in front of the camera, their position and movements, information about the illumination and a lot of other clues (head orientation and gaze direction, color histograms of clothes and background regions). This information can be considered as a memory which is used to modulate the future processing. For example, if a user leaves the field of the camera or when his face is not detected by the face detection module, and if this user reappears after a few frames, VS considers that is the same person. So the dialogue manager continues the dialogue with him.



VS also considers the dialogue context to coordinate the different modules. Indeed, when the system asks a yes-no question, the supervisor will activate the eye detection module to detect a head shaking, whereas if the system describes the list of the restaurants, then the supervisor chooses the gesture detection one. VS, in relation with the dialogue manager, defines the task to be processed according to the communication context. It directs the various visual processing modules and merges the information they transmit. It interacts with the other interface components to harmonise their behaviour (for instance, the avatar may follow the user with its eyes). VS also deals with luminosity variations (see below). 2.2



Face detection module



To ensure a real time application, it’s crucial to process as few operations as possible. It is nevertheless essential to maintain a strong knowledge about people’s characteristics. So, face detection must be active on each frame to supply people location. Consequently to reduce computational cost, Face detection uses two different approaches for face detection: the first one is based on a convolutionnal neural network named ”Convolutional Face Finder” (CFF) [Garcia and Delakis, 2004] and the other one is based on skin colour segmentation (see figure 2). Skin colour is not robust enough in light changes and camera noises. When there is a change in luminosity, VS runs the CFF algorithm to reinitialize the feature extraction in order to extract a new value and to permit the skin colour algorithm to track the faces. When the system uses only the skin colour algorithm, it does not detect the presence of the other users who have just appeared in front of the camera. To resolve this problem, CFF is executed at the request of the dialogue manager, when the user turns his head or when it spends time to answer. CFF CFF permits to locate the presence of someone in front of the camera. It uses a neural-based face detection scheme to precisely locate multiple faces of minimum size 20x20 pixels and variable appearance in complex real world images. A good detection rate of 90.3% with 8 false positives have been reported on the CMU test set. Even if this algorithm offers great accuracy, it is inefficient when heads are rotated more than ±30 degrees in image plane and turned more than ±60 degrees. Moreover, the processing time increases with the number of faces detected in the image. But, in our context of natural human-computer dialogue, it is exactly when a face is detected that the other components of a dialogue system require CPU. Skin colour regions Most existing face detection systems use histogram color for segmentation [Hsu et al., 2002]. The skin color model can be used for face localization [Cai and Goshtasby, 1999] [Kovac et al., 2003], tracking [Bradski, 1998] and hand localization [Ahmad, 1995].



Fig. 2. Architecture of face detection module



The main difference between those systems is the choice of colorimetric space. There are HSV [Hsu et al., 2002], I1I2I3 [Menezes et al., 2003], TSL [Tomaz et al., 2003], YIQ [He et al., 2003] and the most used one is YCrCb [Chen et al., 2003] [Foresti et al., 2003]. In [Chai and Ngan, 1999], the authors determined Cb and Cr range to detect a skin color (RCb = [77, 127], RCr = [133, 173]). In addition to its low computational cost, this method permits to track a face whatever its orientation but it alos detects skin colour regions such a face, hand, arm. Moreover, it does not result in robust systems.



CFF/Skin colour regions In our system we use the two alogrithms. CFF is used to detect a face in frontal position and to allow the skin colour algorithm to locate that face in the following images. This method makes it possible to detect a face whatever its orientation in a minimum time interval in spite of luminosity variations. We choose YCrCb colorimetric space [Machrouh et al., 2006] to perform skin colour segmentation. The result of CFF is a rectangle around the face. Using a simple histogram of this area, which enables us to extract all shades of the detected face’s colour, is not efficient enough for two reasons. Firstly, this rectangle contains eyes, eyebrows, hair, and glasses. Secondly, there might exist shade variations due to the camera’s noise. We thus propose, on the one hand, to select a sub-area of the rectangle, where the probability of having skin coloured pixels is higher, and on the other hand, to represent skin colour distribution by a two-dimensional Gaussian law.



To avoid possible noise from non-skin coloured pixels, we use a priori knowledge of a human head’s proportion and form to determine the sub-area E to pick up skin colour samples (see figure 3a)



Fig. 3. (a) Skin colour is initialized in the area E, (b) face detection with CFF+skin colour.



For the initialization of our model, we choose to represent skin colour distribution by a two-dimensional Gaussian law of parameters the mean µ and the covariance matrix Σ of all the normalized pixel components c in the area E. P−1 1 − 1 (c−µ)T (c−µ) (1) P 21 .e 2 2π. | | M X  σCrCr σCrCb  1 X . ci and = µ= (2) σCrCb σCbCb M i=1   Cri Where M is the number of pixels and ci = is the colour vector of Cbi pixel i (Cri and Cbi represent the Cr and Cb components of pixel i in YCrCb M M P P 2 p(c/skin) =



xi



xi .yi



format) and σxx = i=1M − µ2x and σxy = i=1M − µx µy With this method, only one scan of the area is necessary. For the face tracking, we consider a pixel to be skin colored if: p(c/skin) =



P−1 1 − 1 (c−µ)T (c−µ) ≥λ P 21 .e 2 2π. | |



(3)



which in effect performs Mahalanobis’ distance minimization. Once the skin colour filtering is performed, we determine clusters of connected pixels (connected component analysis). Clusters and holes of area less than 0.5% of the frame area are respectively discarded and filled so that only a small number of clusters are considered for further analysis. We then extract the characteristics from the clusters (surface, perimeter, compactness, average, variance...) to detect faces (see figure 3b). 2.3



Eye detection



In human-machine interaction, eye detection is the first step toward evaluation of head orientation and gaze direction [Feng and Yuen, 2001] [Kumar et al.,



2002]. Our aim in eye detection is to recognize some communication gestures such as head nods and orientation. Our approach is as follows: locating the face using the face detection module, estimating the rough position of the eyes and improving eye localisation using the eye detection module, which operates a processing sequence based on eye region colorimetric specificities. In YCrCb space, the chrominance (Cr, Cb) and luminance (Y) information can be exploited to extract eye region. According to our experiment in many face databases, the area around the eyes has specific colorimetric values. Cb values are higher than Cr ones [Hsu et al., 2002]. Concerning Y values, this area contains both high and low values. The goal of the process is to accentuate the brighter and darker pixels of the eyes, initially through the chrominance (Cr Cb) and through the luminance (Y) as shown in figure 4.



Fig. 4. EyeMap construction procedure.



First, we will try to emphasize eye brightness through chrominance. We note that around eye region we have Cb > Cr. This implies Cr − Cb < 0, so neg(CrCb) will have saturated values (255) around the eyes. M apChro = neg(Cr − Cb )



(4)



where neg(x) is the negative of x (i.e. 255-x). And in a second time, we process through luminance Y: we dilate to propagate the high values and erode for the low ones. The division result will have high values around the eye region. Dil(Y ) (5) Ero(Y ) The result map, obtained by the AND operation of the two resulting maps MapChro and MapLum, shows isolated clusters at eyes location. A simple connected component analysis based on pixel connectivity (already performed in Face Detection) is sufficient to determine clusters (or components). Then, we consider the head position, inter-reticular distance and eyes characteristics (compactness, shape) in order to choose among the different clusters to identify eyes. M apLum =
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Results



We have evaluated our system in video streaming and two databases image series: – the video streaming consists of 15 video files representing television news, each one containing 5700 frames. – the first database, the head pose database [Gourier et al., 2004], consists of 15 sets of images. Each set contains two series of 93 images of the same person at different poses. There are 15 people in the database, wearing glasses or not and having various skin colours. The pose or head orientation is determined by 2 angles (h,v), which vary from -90 degrees to +90 degrees. – The second database is a set of images collected on the World Wide Web (4868 images), called www database. These colour images have been taken under varying lighting conditions and with complex backgrounds. Furthermore, these images contain multiple faces with variations in colour, position, scale, orientation, 3D pose and facial expression. This database was sorted according to face pixel size into 5 subsets. 3.1



Face detection results



In the first test, we compared the results of CFF only with the results of our CFF/skin colour algorithm. In order to evaluate the improvement of the tracking error rate, we compare the two algorithms on the head pose database. The left part of figure 5 shows that, as mentionned in section 2.2, CFF alone cannot detect faces in all positions whereas the CFF/skin colour permits to detect the faces in many positions (figure 5 right).



Fig. 5. Left: the six images shows the face detection by CFF. Right: CFF/Skin colour can detect face in multiple positions



More precisely on this database, CFF detected on average 48% of the faces. On the other hand, 98% of the faces were correctly detected when using both algorithms (see figure 6). Our face detection algorithm cannot detect a user when his face is not in frontal position in the first image (since it is CFF that initialises the face detection). But, in a large part of human-machine dialogue except in vehicle environment, the user usually has his face in front of the camera when he begins a dialogue with the system.



Fig. 6. Face detection score rate



The second experiment consists in computing the processing time of both algorithms in a video streaming. Figure 7 shows the detection result in video sequence.



Fig. 7. Face detection in a video streaming.



Another result is the evolution of the CPU consumption. Figure 8 shows the time processes of CFF alone and CFF + Skin colour algorithm in a image video sequence. When no face is present in the image, CFF needs 100 ms to respond (The skin colour algorithm is not running). When a face is present, CFF needs 150 ms to detect and track it whereas the skin colour algorithm only need 10 ms. This corresponds to our expectations since it is precisely when a person is present that the other system components must run.



Fig. 8. CPU consumption



3.2



Eye detection results



The second test consists in applying the face detection module and the eye detection module in the www database. This test is applying on a database contains different sizes images of women and men. Table 1 shows the total detection rate on both image databases. We can see that the rate detection is better when the pixel size face is larger. Table 1. Eye detection results on www database. DR: Detection Rate FP: False Positives) Face size DR FP



4



39 × 38 84.12% 3.44%



80 × 91 87.04% 4.01%



147 × 166 93.55% 3.54%



179 × 204 93.75% 3.51%



205 × 250 94.87% 3.94%



Contribution of vision in interaction



In combining visual information with data obtained from speech recognition component, human-machine interaction is significantly improved. Currently, visual details permit Nestor to build a coherent dialogue by taking into consideration the visual context. For instance, Nestor engages the dialogue by greeting a user who just appeared in front of the camera. Nestor : ”Hello. My name is Nestor. I can help you to find a restaurant in Paris.” User : ”I want a restaurant near Montparnasse train station” Nestor : ”There are more than 100 restaurants near Montparnasse train station. You can choose a culinary speciality, for example a French or an Italian restaurant”



Fig. 9. Face detection and Eye tracking result on a subset of the images database



if the user is still looking at the screen, the system proposes other culinary specialities Nestor : ”There is also a Chinese or Japanese restaurant” if the user is looking somewhere else, the system suspends the dialogue until the user is looking at the screen. Another example of visual context improving interaction is that considering head orientation may change how the dialogue is carried out. For instance, if the user looks at someone else when speaking, the system might deduce that those words are not directed to it. If the user turns his head and goes away, the system will detect it and might then say: Nestor :”I can see that you are leaving, I hope that you are satisfied with the information I gave you. Bye” User’s head movements can also inform Nestor when signs of approval or disapproval are made. The dialog will go on without the spoken response of the user. Nestor :”Would you like more information about this restaurant or would you like...” If the user nods, Nestor will react like this: Nestor :”This restaurant is located...”
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Conclusion and future work



In this article, we described the architecture of the visual system integrated in our embodied conversational agent Nestor. Considering the visual context significantly improves the interaction. Despite the fact that image processing requires many resources, the improvement justifies the computational time surplus.



Fig. 10. Application of our system in an Embodied Conversational Agent.



Nevertheless, we have seen that we can save some resources without hurting performance, in managing the processes with the Vision Supervisor. Our system runs in real-time on a basic personal computer (all tests were performed on a Pentium 4 2.2 Ghz). This architecture has been tested by several people in front of the camera, and also on image databases. First results are satisfying. But, vision supervisor (including specialized vision modules) has to be tested on video databases. In the future, this system will be able to detect the user’s gaze direction. The current system can detect gestures but cannot yet recognize them. A learning phase for everyday communication gestures will start soon, following previous work in our laboratory [Marcel and Bernier, 1999].
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