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Résumé Ce papier identifie les thématiques de recherches à la croisée des défis des robots sociaux et des agents conversationnels animés, engagés dans des interactions situées avec des agents humains ou artificiels.



Mots Clefs Agents conversationnels animés ; robotique sociale ; interaction homme-machine ; interaction située.



Abstract This paper deals with converging challenges faced by research communities that have largely evolved in parallel, namely the domain of virtual conversational agents and social robotics.



Keywords Embodied conversational agents; social robots; humancomputer interaction; situated interaction.



Introduction An embodied agent is an artificial agent that interacts with the physical environment through a physical body within that environment. By extension, virtual metaphors of the physical world have enriched the concept of embodiment with graphical representations of real or virtual human agents and environments which users can perceive and with which they can interact. One of the main challenges of social robots and virtual agents is to exhibit “intelligent” behaviors, notably the ability to interact in a comprehensive way with humans, alter egos and the environment as perceived by human participants or external observers. Interaction with human beings is particularly challenging because “natural” interactional patterns – including conversational skills – are not only complex, adaptive and highly context-sensitive but also quite lawful, shaped by biological, linguistic, social, emotional and cultural backgrounds. Empowering robotic or virtual agents with the ability to interact autonomously with human beings and the environment is a challenge that builds on common ground and shares common research challenges (empowering agents with cognitive skills such as perception, motor control and planning, memory, evaluation of linguistic, paralinguistic or non linguistic signals, etc.), techniques (such as signal processing or machine learning, etc.) and technological “bolts” (development and evaluation of actuators and sensors, etc.). We here attempt to sketch an overview of the some of the common problems and challenges that both communities face. We do not cover all topics: learning



& development is treated in depth in Oudeyer’s talk [1] and by Pietquin et al [2] , language understanding would require a lengthy section, etc. The objective of this paper is to trigger discussions between two communities. Extensive reviews already published are referenced in each section when necessary. The first section is dedicated to the human model: how biological, linguistic, social, emotional and cultural skills that humans so naturally exhibit can be used and scaled to build convincing artificial agents and what lessons can been drawn from recent experimental paradigms such as the beaming of robotic or virtual avatars by human pilots. The second section deals with artificial cognition and situated interaction: how far have we gone in building artificial theory-of-mind models and how agents can handle and learn from situated interaction? The third section is dedicated to the ultimate dimensions of human interaction: our ability of adapting our behavior according to our conversational partners, their emotional states and the social context of the interaction. The fourth section is dedicated to the current technical challenges and emerging technologies, notably dealing with the modeling of multimodal behaviors and their on-line exploitation. Finally, we will focus on users’ studies dealing acceptance of robots and virtual agents as assistants.



1 The human model Endowing virtual or robotic avatars with sociocommunicative skills and multimodal behavior is a crucial issue for agents engaged into face-to-face conversations or, more generally joint activities with human partners. Capturing, understanding and modeling human verbal, co-verbal and non verbal behaviors are thus important challenges for the development of social agents. 1.1 Characterizing multimodal behavior The first step towards the modeling of perception-action loops is to collect sensorimotor scores that characterize both the time-varying audiovisual scene that the target human agent explores and the actions he/she performs to get/push information into it. Note that the perceptual and motor parts of the score are mutually dependent since scene perception depends intrinsically on action (e.g. visual perception is paced by endogenous gaze shifts) and action is motivated by perception (e.g. exogenous gaze shifts partially depends on audiovisual saliency). The sensorimotor scores can be supplied by three types of data: intrusive or non intrusive motion capture,



Workshop sur les ACAI’2014 – Rouen/France manual annotations and behavioral rules. Intrusive motion capture devices include tracking of facial or body degrees of freedom via passive and active markers attached to body joints as well as head-mounted eye trackers. Non intrusive motion capture devices concern recordings of physiological signals (incl. speech), videobased motion analysis such as model-based facial/body analysis with (e.g. Kinect) or without depth information [3] or remote eye trackers. Such raw information is often supplemented by manual annotation. This additional indexing is necessary for semi-automatically trimming multimodal scores with intermediate discrete representations (e.g. regions of interest, gestures, etc), providing functional labels [4], or evaluating system performance. Several annotation tools have been proposed: Praat [5] and Transcriber [6] are popular tools for speech annotation. Multimodal tools include Anvil [7], Elan [8], MMAX, Dialogue Tool, ILSP, NITE Workbench, DAT, etc. [see a comparative evaluation in 9] More explicit knowledge can be found in the psychophysical/psychological literature. Work conducted by Kendon et al [10, 11] on gestures, Kita et al [12] on pointing, etc. are illustrative examples of socially conditioned behavioral rules often implemented in current interactive systems. These rich sources of information about human behaviors may be exploited for endowing autonomous agents with context-sensitive social behaviors. This exploitation is however not straightforward for at least two reasons: 1) human behaviors should be down-scaled to the perceptuo-motor affordances of the target agent. Agility, processing abilities as well as cognitive resources of the agent have no possible comparison with those of the human teacher; 2) the observed behaviors of human partners in face of a human agent vs. an artificial agent are also very different. It is thus difficult to rely on observed human behavior during human training in terms of both content and form. Recent works have explored the possibility to teleoperate agents by human pilots to artificially endow them with social skills. This could be achieved both with virtual clones [13] and robots [14-16]. Note however that more immersive teleoperation – known as beaming – can be achieved with robotic incarnations. 1.2 Modeling human dialog The simplest approach is the finite-state approach [for instance see 17] that represents the structure of the dialogue as a finite-state automaton where each utterance leads to a new state. This approach describes the structure of the dialogue but do not explain it. In practice, this approach is limited to system-directed dialogues. The frame-based approach represents the dialogue as a process of filling in a frame (also called form) which contains a series of slots [18]. Slots usually correspond to information that the system needs to acquire from the user. It is less rigid than the finite-state approach. Indeed, the dialogue manager includes a control algorithm which determines the response of the system. For instance, the user can fill several slots in one utterance unlike the finite-state approach.



The plan-based approach [19] comes from classic AI. It combines planning techniques such as plan recognition with ideas from the speech act theory [20]. An example of implementation is TRAINS [21]. This approach is rather complex from a computational perspective, and requires advanced NLU components in order to infer the speaker’s intentions. The Information State Update (ISU) framework [22] proposed by the TRINDI project, implements different kinds of dialogue management models. The central component of this approach is called the Information State (IS). It is a formal representation of the common ground between the dialogue participants as well as a structure to deal with agent reasoning. Dialogue act triggers update the IS. GoDIS is an example of system based on this approach [23]. The logic-based approach represents the dialogue and its context in some logical formalism and takes advantage of mechanisms such as inference [see 24, 25]. Most of the logic based approach works are only on a theoretical level. Dialogue management remains a major deadlock in ECAs [26]. Most of the existing ECAs only integrates basic dialogue management processes, such as a keyword spotter within a finite-state approach or a frame- based approach (for instance, see the SEMAINE project [27]. It is mainly due to the complexity of all the components that compose a dialogue system, the addition of fuzziness along the processing flow and the multidimentionality and multimodality of dialogues.



2 Artificial cognition & situated interaction Endowing agents with cognitive models is of major importance to reason on the verbal and non-verbal behavior of oneself and others [28]. Several theory of mind (ToM) models [29] are been proposed and embodied in various agents, robots [30] as well as virtual characters [31]. ToM is the ability of agents to attribute mental states (beliefs, intents, desires, etc.) to oneself and others and to understand that others have ToM that are different from one's own. We estimate the other’s mental states via their verbal and non-verbal behavior: most ToM models [29, 32] proposed that ToM builds on basic processing modules such as face detection, eye direction detection (EDD) or general imitation/simulation capabilities, notably of hand gestures [33]. Evolutionary psychology [34] in fact claims that ToM development is innately constrained and programmed in the same way as the development of language ability or face recognition. More recently, embodied cognition [35, 36] tends to put forward the sensori-motor expertise as the basis of the understanding of other minds. Whatever the theoretical claims, ToM is basically recruited to decode agent’s intentions: Gallagher et al [37] showed that viewers of cartoons actually monitor intentions of virtual agents. We have more and more evidence that higher mental processes are grounded in early experience of the physical world via active perception [38]. Robots are surely better equipped to probe the environment and ground their internal representations of agents and
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3 Emotional and social skills Social robots and virtual agents can be used for similar application (coaching, tutor, etc). They can elicit similar social and emotional states to human partners, e.g. empathy with Kismet [40] and FearNot! [41]. They both require emotional and social skills. Verbal and nonverbal behaviors displayed by virtual agent or social robot facilitate communication (understanding, believability, etc.). Understanding and displaying emotions or some internal psychological states (such as thinking, doubting or being surprised) are important skills during an human-machine interaction. The ECA community has particularly worked on the expression of multimodal behavior: expression of psychological states, coverbal behaviors and its synchronization with speech [42] as well as the display of emotions and links with personality in intelligent environments [43, 44]. 3.1



Recognition and display of socio-emotional attitudes To endow virtual agents or robots with an illusion of life, one of the key elements is their capacity to express socio-emotional attitudes, including emotions but also interpersonal attitudes such as dominance or friendliness. In the domain of virtual agents, several models have been developed to give the capacity to agents to display emotions. Most of them proposes a repertoire of facial expressions designed based on empirical and theoretical studies in psychology, that have highlighted the morphological and dynamic characteristics of human's emotional facial expressions. In particular, the models are mainly based on the categorical approach proposed by Ekman and Friesen [45]. This approach is based on the hypothesis that humans categorize facial expressions of emotions into a number of categories similar across cultures: happy, fear, anger, surprise, disgust, and sadness (also known as the “big six” basic emotions). The Moving Pictures Experts Group MPEG-4 standards support facial animation by providing Facial Animation Parameters (FAPs) as well as a description of the expression of these six basic emotions [46]. Note however that other taxonomies have been proposed that promote a larger set of socio-emotional attitudes (Baron-Cohen et al [47] cluster more than 400 facial expression in 23 groups) which are connected to the evaluation and display of mental states (see section 2). Whereas the muscles of the face of a virtual agent can be easily manipulated, these computational models, based on human findings, cannot systematically be applied to robot. Some robots, as for instance Kismet [40], have been constructed specifically to enable the expression of facial expression with a particular focus on the elements of the face conveying emotions (eyebrows, mouse, etc.). However, on some robot, as for instance Nao, the face cannot be controlled. In this case, other elements away from human models can be



explored to convey emotions, by using for instance the color of the eyes or the skin. To gather more subtle, multimodal and natural expressions, some computational models are based on the analysis of annotated corpus to identify the characteristics of the expressions of emotions [48, 49] but also of social attitudes [50, 51]. The corpus can correspond to acted or natural situations in which humans expressed some socio-emotional states, ideally with a motion capture system to automatically compute the socio-emotional characteristics of the facial and corporal movements. Another method consists in collecting a corpus of virtual agents expressions directly created by users [52]. Such an approach intrinsically takes into account the expressive capabilities of the virtual agent and collects a large amount of data based on the users’ perception of the virtual agent. However, this method is not well adapted to robots that cannot be easily manipulated. To summarize, while the computational model of socioemotional expressions of virtual agents can be largely inspired from the human findings, the specific expressive capabilities of robots entails to explore novel methods to identify how robots may convey socioemotional attitudes. The beaming, as described in the previous section (§ 1.1) could be this novel method. 3.2 Alignment & social engagement It is well-known that people in interaction mutually adapt their behaviors. This accommodation occurs via multiple sensory-motor loops operating at various levels of the interaction and this closed-loop process in turn induces modifications in all levels of representation, from social and psychological evaluation to low-level gestural behaviors such as gaze, respiratory patterns, or speech. The monitoring of space and distance [53] is also very important for the regulation of face-to-face social interaction. Several authors have attempted to model the personal space of virtual agents [54] and robots [55]. Brainbridge et al [56] conducted an original work comparing virtual vs. physical presence: subjects collaborated on simple book-moving tasks with a humanoid robot that was either physically present or displayed via a live video feed. This combination of interactive behavior, and post-interaction, self-reported perception, indicates that participants afford greater trust to the physically present than to the video-displayed robot, making participants more willing to follow through with an unusual request from the robot. Mutual adaptation implies also temporal coordination [see 57 for a review] of individual’s behaviors during social interactions. Benus [58] has notably shown that people sync at turn-taking in collaborative dialogues. Several research works have shown that people are sensitive to accommodation patterns in HCI [59-62]. Van Vugt et al [44] have notably shown that users prefer to interact with ECA that have facial features similar to theirs. Moreover, adaptive behavior of ECA increases familiarity [63]. Researchers also explore architectures endowing robots with multi-level context- and usersensitive adaptive behaviors [64, 65].
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4 Emerging technologies The conception of interactive systems able to deal with a large multimodal observation and state spaces both for analysis and generation has triggered the development of several key technologies. 4.1 Platforms for Interactive Systems An Interactive System contains multiple components. The components processing the user’s inputs can be formalized as Knowledge Extractors, the Dialogue Manager as an Interaction Manager and the output components are Behavior Generators associated to Players. The component that interprets the behavior, the Player, can either be a simple Speech Interface, an Embodied Conversational Agent (ECA) or a robot. We restrict here the presentation of projects that propose a system with a player that is general enough, i.e. not strongly linked with the interpreter. The first example is the MULTIPLATFORM project [66] which served as a component integration platform for two well known projects: Verbmobil [67] and Smartkom [68]. Another generation of systems is based on the Psyclone middleware platform, which implements a classic blackboard communication protocol. Two platforms use the Psyclone protocol: Mirage [69] and GECA [70]. The system proposed by Cavazza et al [71] is not only an ECA but also a companion, engaged into a long term interaction process to forge an empathic relation with its user. The system uses several proprietary platforms, designed by industrial partners: a middleware platform, Inamode, developed by Telefonica I+D; an Automatic Speech Recognition (ASR) and a Text To Speech (TTS) engine, developed by Loquendo; and a Virtual Character, developed by As An Angel. Semaine [27] is a Sensitive Artificial Listener (SAL), built around the idea of emotional interaction. The project focuses on a Virtual Character that perceives human emotions through a multi-modal set-up and answers accordingly. Several virtual characters with different personalities are proposed, each having a different reactive model to the perceived emotion. The affect detection part is a fusion of low level speech features extracted using OpenSMILE [72] and face gestures classified using iBug [73]. The behavior of the agent is managed by two components: a Text-to-Speech synthesizer: MaryTTS [74] and a gesture synthesis component, which converts the data into Greta BML code [75]. Virtual Human Toolkit (VHToolkit) [76] is a generic platform designed to support ECA systems, developed around a component-based design methodology. It has been used successfully in many applications varying from e-learning to military training. It provides a collection of components for all the major tasks of an interactive system: speech recognition, text-to-speech, dialogue management [using the NPCEditor component proposed by 77] non-verbal body movement generator [78] and an uniform perception layer, formalized as PML [79]. The project uses the SmartBody Embodiment



(Shapiro, 2011) as a visual BML interpreter for verbal and non verbal behavior. Finally, AgentSlang [80] consists in a series of original components integrated with several existing algorithms, to provide a development environment for interactive systems. The platform is efficient and provides action execution feedback and data type consistency check. 4.2 Learning behavioral models Recent approaches aim to learn dialogue policies with machine learning techniques such as reinforcement learning [81]. In this approach, the dialogue management is seen as a decision problem and the dialogue system is modeled as a Markov Decision Process (MDP). Young et al [82] have notably proposed to augment a (Partially Observable MDP) POMDPbased spoken dialogue system with perception and action cues that are directly observed in the speech signals. Speech recognition and synthesis as well as dialog management are all embedded into a large statistical framework. Expectation-Maximization (EM) training and statistical inference are thus used to adjust the model parameters and monitor spoken interaction. Several recent works have proposed to map perceptual cues to multimodal action given the on-line decoding of underlying joint sensori-motor states. As an example, Otsuka et al [83-85] proposed to use Dynamic Bayesian Networks (DBN) to estimate head and gaze directions and underlying interaction regimes given speech activities in multiparty conversations. Zhang et al [86] used a two-layered Hidden Markov Model (HMM) to model individual and group actions in meetings. Machine-learning techniques and statistical models are now mature to address both estimation and inference in high-dimensional observation and state spaces. Perception-action mappings that are functionally aware of the underlying socio-communicative states generally perform better than pure signal-based classifiers such as SVM or decision trees [87]. 4.3 Incremental technologies When used by interactive systems, models that interpret and generate verbal and non-verbal behaviors should be endowed with incremental processing capabilities [see 88 for a review]: human interlocutors in dialogue typically gesture and produce speech in a piecemeal fashion and on-line as the dialogue progresses. When starting their dialog turns, participants typically do not have a complete plan of how to say something or even what to say. They manage to rapidly integrate information from different multimodal sources in parallel and simultaneously plan and realize new behavioral contributions. Most dialog systems analyze and process interaction by speech acts or talk-spurts and have difficulty in processing other’s behaviors and generate appropriate feedbacks on the fly. This often results in large response delays [89] that impair interaction and conversation. Incremental technologies often confine the processing time span to a limited horizon of few frames ahead [90] or use predictive coding or parsing to provide classical technologies with context.
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5 Coaching by virtual and robotic agents versus human intervention Several research works have shown the benefits of interactions with physically present robot compared to virtual agent [91] or robot represented on a screen [92]: physical and social presence enables more natural interaction [see detailed state of art in 91]. Coaching by virtual and robotic agents is equally or even more effective notably with autistic subjects [93, 94]. Robots can be used to understand pathologies, for instance, learning social signatures during robot– children imitation task [95]. Coaching by virtual and robotic agents are often equally effective and sometimes compete with human coaching, notably with autistic subjects [93, 94]. More generally, broadening access to healthcare and improving prevention and patient outcomes are the main societal drivers for healthcare robotics. As the world’s population is growing older, new challenges are arising. An increasing number of people needs healthcare while the number of people providing that care (doctors, nurses, physical therapists) is dropping. The value of healthcare robotics in increasing life-long independence becomes a key issue: care-taking for elderly people [96], promoting ageing in place [97], motivating cognitive and physical exercise [98] delaying the onset of dementia [99], and to mitigate isolation and depression. Socially Assistive Robotics (SAR) assists users through social rather than physical interactions. The robot’s physical embodiment is at the heart of SAR’s assistive effectiveness, as it leverages the inherently human tendency to engage with lifelike social behavior. An effective socially assistive robot must understand and interact with its environment, exhibit social behavior, focus its attention and communication on the user, sustain engagement with the user, as well as achieve specific assistive goals. Socially assistive robots are promising as diagnosis and therapeutic tool for children (autism, eye-tracking for ASD diagnosis) [100], the elderly [98, 99, 101], stroke patient [102, 103] and other special-needs populations requiring personalized care. Some research results show that people are more likely both to fulfill an unusual request and to afford greater personal space to a robot when it was physically present, than when it was shown on live video [92]. Moreover, a robot to conduct interviews [104] or give instructions [105] can be as good as a human. Such results raise new research challenges for SAR: How do patients’ non-verbal and verbal behaviors as well as their opinions differ in their interactions with a robot vs. a clinician? Can robots be as efficient as clinicians in the long term?



between embodiments, being active in only one at a time”. They conducted a user study with 51 elementary school children that interacted with an artificial pet that can migrate from two different embodiments, namely a robot pet and a virtual pet on a mobile phone. 43.3% of the children understand that both embodiments were actually the same entity. Koay et al [107] investigated the use of three different visual cues (moving bars, moving face and flashing lights) to support the user's belief that they are still interacting with the same agent migrating between different robotic embodiments. The 21 primary school male participants support moving face as a strong cue for migration and that they had some expectations concerning the duration of the migration process. Interlocutors of artificial agents have a mental model for the process of migrating personalities between different physical embodiments. The general challenge of agent migration is thus to preserve the agent personality across migration [108] despite the change of sensorymotor capabilities.



Conclusions If virtual characters and humanoid robots exhibit large differences in the perceptual and motor cues they can be used to decode and encode socio-communicative intentions, they all face the challenge of monitoring short and long-term interactions. The internet of things will certainly be architected with intelligent agents. No doubt that human beings will need to interact with a limited number of agents that will be endowed with social skills. Depending on availability of resources, interaction needs and purposes, these intelligent agents will have various embodiments, from a plain humanoid robot to a disembodied voice. One challenge of the conception of intelligent agents is to mediate dialog whatever the available resources while adapting to the user, the situation and these available resources. Maintaining a form of personality is surely the perquisite of long-term acquaintance and mutual trust between humans and agents.
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