






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































universitÃ© franÃ§ois rabelais de tours - Mathieu Delalandre's Home Page

2.10 Corresponding junction matches between a query symbol (left) and a cropped .... is the hash values of the query q (green buckets), and gi(q)+âˆ†i are the. 

















 Télécharger le PDF 






 7MB taille
 1 téléchargements
 39 vues






 commentaire





 Report




















UNIVERSITÉ FRANÇOIS RABELAIS DE TOURS ÉCOLE DOCTORALE MIPTIS Laboratoire d’Informatique (EA 6300)



THÈSE



présentée par :



The Anh PHAM soutenue le : 27 novembre 2013 pour obtenir le grade de : Docteur de l’université François - Rabelais de Tours Discipline/ Spécialité : INFORMATIQUE



Détection robuste de jonctions et points d’intérêt dans les images et indexation rapide de caractéristiques dans un espace de grande dimension



THÈSE dirigée par : Ramel Jean-Yves



Professeur, Université François Rabelais de Tours



Co-encadrants: Delalandre Mathieu Barrat Sabine



Maître de Conférences, Université François Rabelais de Tours Maître de Conférences, Université François Rabelais de Tours



RAPPORTEURS : Tabbone Salvatore-Antoine Ogier Jean-Marc



Professeur, Université de Lorraine, France. Professeur, Université de La Rochelle, France.



JURY : Llados Josep Tabbone Salvatore-Antoine Ogier Jean-Marc Kise Koichi Ramel Jean-Yves Delalandre Mathieu Barrat Sabine



Professeur, Université Autonoma de Barcelone, Espagne. Professeur, Université de Lorraine, France. Professeur, Université de La Rochelle, France. Professeur, Université Osaka Prefecture, Japon. Professeur, Université François Rabelais de Tours Maître de Conférences, Université François Rabelais de Tours Maître de Conférences, Université François Rabelais de Tours



Acknowledgments "Gratitude is the sign of noble souls." – Aesop



First of all, I would like to present my warmest regards to my advisors: Dr. Mathieu Delalandre, Dr. Sabine Barrat, and Professor Jean-Yves Ramel. I am delighted and I feel privileged to be supervised by you all. All the achievement that I have obtained during my PhD are due to your patience, openness and devotion provided to me during the past three years. I appreciate so very much all the open discussion that we have exchanged with each other through a huge number of reading groups during this thesis. I feel blessed to keep forever all your kind guidance, great efforts, and considerable enthusiasm at the bottom of my heart. I am grateful to the reviewers for taking time to give me valuable comments and suggestions on this manuscript. Despite of my exhaustive effort on fulfilling this work, there are still a number of issues that need to be pointed out and corrected by you. Your comments and feedback shall definitely make this dissertation improved considerably. I musk thank the administration staff of Laboratory of Computer Science (François Rabelais University of Tours) for their pretty kind assistance and support during three years of my thesis research. Thank you very much for making easier all the administrative works involved in my thesis and part of my life here in Tours. In particular, on behalf of Vietnamese students at Polytech’Tours, I would like to present my special thanks to Professor Jean-Charles Billaut for his openness, kindness, and infinite help and support. I am definitely sure that you all are very friendly, open-hearted, and helpful people that I have ever had the change of knowing you. Thank you very much all my friends. When I first came here, everything is new and strange for me, but you have helped me a lot. You make me more and more familiar to the new environment. You gave me the chance to participate in our excellent PhD student network in which we can freely discuss about our work and share our ideas together. I realize that you all are very friendly, intelligent, and humorous people. I sincerely hope we shall have the chance to meet together in the future. At last, I would like to thank the people from my personal side. I am thankful to Vietnam International Education Development (VIED)1 for awarding scholarship to fulfill 1



www.vied.vn



3



ACKNOWLEDGMENTS



my PhD research. Many thanks to my affiliation in Vietnam, Hong Duc University (HDU)2 , for making all the arrangements to allow me to concentrate entirely on my PhD research abroad. Big thanks to Vietnamese Student Association in Tours and Blois (AEViVaL)3 for your support and promoting me as a vice-president during two years in the past. Thanks a million to the association of Touraine-Vietnam4 for your considerable encouragement and assistance. Special thanks to my little family, parents and brothers. Your love and moral support actually made me go through the crucial and difficult phases of this thesis. Thank you so very much! November 27th, 2013 (Tours, France). The Anh Pham



2



www.hdu.edu.vn Association des Etudiants Vietnamiens du Val de Loire (AEViVaL): www.aevival.fr 4 www.touraine-vietnam.fr 3



4



Résumé Les caractéristiques locales sont essentielles dans de nombreux domaines de l’analyse d’images comme la détection et la reconnaissance d’objets, la recherche d’images, etc. Ces dernières années, plusieurs détecteurs dits locaux ont été proposés pour extraire de telles caractéristiques. Ces détecteurs locaux fonctionnent généralement bien pour certaines applications, mais pas pour toutes. Prenons, par exemple, une application de recherche dans une large base d’images. Dans ce cas, un détecteur à base de caractéristiques binaires pourrait être préféré à un autre exploitant des valeurs réelles. En effet, la précision des résultats de recherche pourrait être moins bonne tout en restant raisonnable, mais probablement avec un temps de réponse beaucoup plus court. En général, les détecteurs locaux sont utilisés en combinaison avec une méthode d’indexation. En effet, une méthode d’indexation devient nécessaire dans le cas où les ensembles de points traités sont composés de milliards de points, où chaque point est représenté par un vecteur de caractéristiques de grande dimension. Malgré le succès des nombreuses méthodes proposées dans la littérature pour la mise en place de tels détecteurs, aucune approche robuste de détection au sein des images de trait ne semble exister. Par conséquent, la première contribution de cette thèse est de proposer une telle approche. Plus précisément, une nouvelle méthode de détection de jonctions dans les images de trait est présentée. La méthode proposée possède plusieurs caractéristiques intéressantes. Tout d’abord, cette méthode est robuste au problème de déformation des jonctions. De plus, cette méthode peut détecter plusieurs jonctions dans une même zone, supportant ainsi les cas de détection multiple. Ensuite, les jonctions sont détectées avec peu d’erreurs de localisation, caractérisant ainsi la précision de la méthode. La méthode proposée a également une faible complexité algorithmique, lui permettant ainsi de supporter des applications à fort coût de calcul comme la localisation, la recherche ou la reconnaissance de symboles. Enfin, elle est invariante aux transformations géométriques habituelles (rotation, changement d’échelle et translation) et robuste aux déformations communes rencontrées dans les images de documents (comme le bruit d’impression, la basse résolution et artefacts de compression). Des expériences approfondies ont été menées pour étudier le comportement de la méthode proposée. Celle-ci a été comparée à deux méthodes référentes de l’état de l’art. Les résultats ont montré que la méthode proposée surclasse significativement les approches de l’état de l’art. De plus, cette méthode s’est avérée utile pour la réalisation d’applications de plus haut-niveau. En effet, une application de localisation de symboles a été développée, démontrant que les jonctions détectées pouvaient être un support essentiel à l’extraction des autres primitives graphiques composant le document, permettant ainsi une localisation 5
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et une reconnaissance robustes des symboles. La seconde contribution de cette thèse traite de l’indexation de caractéristiques. Les méthodes de recherche de plus proches voisins rapides sont devenues un besoin crucial pour de nombreux systèmes de recherche ou de reconnaissance. Bien que de nombreuses techniques d’indexation aient été proposées dans la littérature, leurs performances de recherche restent limitées à certains domaines d’application seulement. De plus, les méthodes existantes, qui sont efficaces dans le cas de la recherche approximative de plus proches voisins, s’avèrent moins efficaces pour ce qui est de la recherche exacte. Les limites de ces méthodes nous ont conduits à proposer un algorithme d’indexation avancé. L’algorithme d’indexation proposé fonctionne aussi bien pour les tâches de recherche approximative que de recherche exacte de plus proches voisins. Des expériences approfondies ont été menées afin de comparer l’algorithme proposé à plusieurs méthodes de l’état de l’art. Ces tests ont montré que l’algorithme proposé améliore significativement les performances de recherche, pour différents types de caractéristiques, par rapport aux méthodes auxquelles notre algorithme a été comparé. Enfin, les codes source des deux ont été rendus disponibles pour l’intérêt des chercheurs. Mots clés : Détection de jonctions, caractérisation de jonctions, détection de points d’intérêt, documents graphiques, images de trait, recherche approximative de plus proches voisins, indexation de caractéristiques, arbres de clustering.
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Abstract Local features are of central importance to deal with many different problems in image analysis and understanding including image registration, object detection and recognition, image retrieval, etc. Over the years, many local detectors have been presented to detect such features. Such a local detector usually works well for some particular applications but not all. Taking an application of image retrieval in large database as an example, an efficient method for detecting binary features should be preferred to other real-valued feature detection methods. The reason is easily seen: it is expected to have a reasonable precision of retrieval results but the time response must be as fast as possible. Generally, local features are used in combination with an indexing scheme. This is highly needed for the case where the dataset is composed of billions of data points, each of which is in a high-dimensional feature vector space. Despite the success of many local detectors in the literature, no robust approach to detect local features in line-drawing images seems to exist. Therefore, the first contribution of this dissertation attempts to bring such an approach. Particularly, a new method for junction detection and characterization in line drawing images is presented. The proposed approach has many favorable features. First, it is robust to the problem of junction distortion. Second, it has the ability of detecting and handling multiple junctions at a given crossing zone. Third, the junctions are detected with a small error of location, highlighting like this method precision. Fourth, the proposed approach is time-efficient supporting different time-critical applications such as symbol spotting/retrieval/recognition. Finally, it is stable to common geometry distortions (e.g., rotation, scaling, and translation) and can resist some typical noise in document images (e.g., produced by scanners, re-sampling or compression algorithms) with a satisfactory level. Extensive experiments were performed to study the behavior of the proposed approach. Comparative results were also provided where the proposed approach gives much better results than two other state-of-the-art methods. Furthermore, the usefulness of the detected junctions is shown at application level. For this concern, an application to symbol localization is developed. This application shows that the junction features are useful, distinctive, and can be used to support the problem of symbol localization/spotting in a very efficient way. The second contribution of this thesis is concerned with the problem of feature indexing. Fast proximity search is a crucial need of many recognition/retrieval systems. Although many indexing techniques have been introduced in the literature, their search performance is limited to the application domains where a very high search precision is expected (e.g.,
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> 90%). Besides, the existing methods work less efficiently for the case of exact nearest neighbor search. The limitations of these methods have led us to propose an advanced indexing algorithm. The proposed indexing algorithm works really well for both the tasks of exact/approximate nearest neighbor search. Extensive experiments are carried out to evaluate the proposed algorithm in comparison with many state-of-the-art methods. These experiments clearly show that a significant improvement of search performance is achieved by the proposed indexing algorithm for different types of features. At last, the source codes of our two contributions are made publicly available for the interest of researchers. Keywords : Junction Detection, Junction Characterization, Junction Distortion, Topology Correction, Edge Grouping, Dominant Point Detection, Graphical Documents, LineDrawings, Approximate Nearest Neighbor Search, Feature Indexing, Locality-Sensitive Hashing, Clustering trees.
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Indexing methods based on space partitioning in 90%). Especially, for some applications (e.g., logo recognition, handwriting identification, signature verification) where exact nearest neighbor (ENN) search is required, these algorithms give little or even no better search performance compared to the brute-force search. To overcome such shortcomings, an advanced indexing algorithms in feature vector space is proposed as the second main contribution in this dissertation. Particularly, a new and efficient indexing algorithm is presented based on a linked-node m-ary tree (LMtree) structure. The proposed indexing algorithm works really well for both the ENN and ANN search. Extensive experiments show that the proposed algorithm gives a significant improvement of search performance, compared to the state-of-the-art indexing algorithms including randomized KD-trees, hierarchical K-means tree, randomized clustering trees, and multi-probe LHS scheme. To further demonstrate the outstanding search performance 26
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of the proposed indexing algorithm, an application of image retrieval is developed. In this work, a wide corpus set of historical books of ornamental graphics is used to stress our indexing system. Performance evaluation, carried out on this dataset, show the outstanding search efficiency of the indexing system.



Organization of the thesis The rest of this dissertation is organized into two main parts and one conclusion chapter. A brief introduction of these parts is given hereafter. • Part 1: In this part, the contribution on junction detection and characterization in line-drawing images is presented in three chapters as follows: – Chapter 1: A detailed review of state-of-the-art methods in junction detection is presented in this chapter. The main characteristics of each method, the connection among them, and the missing issues requiring further treatments are carefully discussed. – Chapter 2: The proposed approach for junction detection in graphical linedrawing images is described in great detail in this chapter. Complexity evaluation of the proposed system is included. Extensive experiments are performed to study the behaviors of the proposed system in comparison with other methods. Finally, the main contributions of the proposed junction detector are summarized and the shortcomings are pointed out to identify further extensions. – Chapter 3: In this chapter, the usefulness of the proposed junction detector is evaluated at application level. For this purpose, an application to symbol localization in line-drawing images is investigated. This application shows that the junction features are useful and distinctive, and support the problem of symbol localization/spotting in a very efficient way. • Part 2: In this part, two chapters are presented for the second contribution of this thesis on feature indexing. These chapters are shortly described as follows. – Chapter 4: A deep review on state-of-the-art methods for feature indexing in high-dimensional feature vector space is presented. The main ideas, advantages, and weaknesses of each method are thoroughly studied. The highlight of an advanced contribution for feature indexing is given as the conclusion of this chapter. – Chapter 5: In this chapter, a novel indexing algorithm called linked-node m-ary tree (LM-tree) is presented. The main processes of tree construction and tree traverse are carefully described to deal with both the ENN and ANN search. Extensive experiments are carried out in comparison with the state-of-the-art indexing schemes. At last, an application of image retrieval is provided to demonstrate the effectiveness and efficiency of the proposed indexing algorithm. 27
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• Conclusions: In this chapter, the main contributions of the dissertation are summarized. The merits and limitations of this work are also reviewed. Finally, possible lines of improvement are given for future work.
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Junction detection in line-drawing images
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Chapter 1



State-of-the-art in junction detection This chapter presents a deep review of state-of-the-art methods for junction detection. The merits and weaknesses of each method are discussed in great detail. The interconnections among them are evaluated and the potential link to our subsequent contribution is also justified.



1.1



Introduction



In the CV field, the junction points are often detected by finding the prominent points in the image at which the boundaries of the adjacent regions meet as illustrated in Figure 1.1. The edges meeting at a junction point are regarded as the arms of the junction and are used to characterize junctions into different types such as L-, T-, or X-junction. It has been shown in the literature [Parida et al., 1998, Hansen and Neumann, 2004, Biederman, 1986] that junction/corner points are important features for image analysis. They are critical features for object recognition as suggested in [Parida et al., 1998]. In the work presented in [Hansen and Neumann, 2004, Biederman, 1986], the authors studied and demonstrated the importance of corner and junction points for human object recognition in a number of psychophysical experiments. Especially, the work in [Biederman, 1986] showed that object perception of line drawings is severely degraded when corners or high curvature points are removed. In contrast, this perception is largely preserved when the parts of low curvature are eliminated. Junction features have been used to address different applications in the literature. [Mordohai and Medioni, 2004] employed junction inference for figure completion. [Rubin, 2001] performed a deep study of junction features for surface completion and contour matching. The use of junction features for robotic weld seam inspection has 31
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Figure 1.1: The detected junctions (small red dots) and junction arms (yellow lines); (reprinted from [Bergevin and Bubel, 2004]). Junction Detection
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Figure 1.2: Different approaches for junction detection in CV and DIA.



been proposed in [Sluzek, 2001]. Various works [Liu et al., 1999, Lin and Tang, 2002] for stroke extraction and Chinese character recognition have been performed based on junction detection. A comprehensive study of the role of junction features can be found in [Hansen and Neumann, 2004]. Despite abundance of the methods proposed in the CV field [Bergevin and Bubel, 2004, Köthe, 2003, Maire et al., 2008, Parida et al., 1998, Deschênes and Ziou, 2000] to detect junctions, these methods can not directly applied to a particular kind of graphical linedrawing images. The main reason is realized on the fact that the definition of junction is different from that in the CV field. Particularly, a junction point is treated as the intersection of at least two line-like primitives and the problem of junction detection is usually formalized as finding the intersections of median lines in images. However, some specific techniques in CV may be adapted to be part of a junction detector in line-drawings. Therefore, it is of crucial important to identify such possible favourable techniques of the CV for junction detection. 32



1.2. JUNCTION DETECTION IN COMPUTER VISION



In line-drawing images, junction points are processed with the regard to median lines. Unfortunately, median line extraction is not a trivial task because of the well-known problem of skeleton/junction distortion. One important reason of this problem is due to the line thickness of the shapes. Line-drawings are often acquired using digitization devices and thus the line thickness is rarely perfect (e.g., 1-pixel thickness). Consequently, the median lines extracted at crossing zones are distorted leading to the false formalization of junction points. For these reasons, dedicated methods [Dori and Liu, 1999, Hilaire and Tombre, 2006, Liu et al., 1999, Song et al., 2002] for junction detection in linedrawings have been mainly considered as a post-processing of a vectorization process. This chapter describes state-of-the-art methods for junction detection including those for natural images in CV and graphical line-drawing images in DIA. Our goal here is to identify the potential techniques in CV that may be adapted to be part of a junction detector in line-drawings, and to make the connection between the both fields. These methods are briefly outlined as shown in Figure 1.2 depending on the application domains and groups of methods. For the CV-based methods, the junction detectors can be classified into two main approaches: edge grouping and parametric modeling. The other methods are dedicated to line-drawing images including skeleton-based, contour-based and trackingbased approaches. In the following sections, we will discuss the most representative works for each of these classes.



1.2 1.2.1



Junction detection in computer vision Introduction



A number of techniques have been proposed in CV field to deal with the problem of junction detection. These methods are often classified [Parida et al., 1998] into two categories: edge-grouping-based and parametric-based. The former approaches are typically composed of two stages. The first stage detects the edges in image by computing one or several intensity-based gradient maps. The obtained edge maps are grouped in the second stage to generate hypotheses about junction parameters (e.g., junction branches and junction size). For the parametric-based methods, a junction model is first defined for representing the junction characteristics. Next, the junction characteristics are derived by fitting them to some energy functions. A brief list of the methods for junction detection in CV is presented on Table 1.1, and they are detailed in the following sections. Table 1.1: Related work for junction detection in computer vision Approach References Edge grouping [Deschênes and Ziou, 2000, Köthe, 2003, Maire et al., 2008, Bergevin and Bubel, 2004, Laganiere and Elias, 2004, Xia, 2011] Parametric[Förstner, 1994, Parida et al., 1998, Sluzek, 2001, based Tabbone et al., 2005, Kalkan et al., 2007]
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Table 1.2: Edge-grouping-based methods for junction detection in CV Scale MultiJunction Method Edge and branch detection invariant detection characteristics Local orientation gradient Bergevin filters, binary tree repreNo No Yes and Bubel, sentation, spatial dispersion 2004 and occupancy rate Deschênes Local curvature, orientation No No No and Ziou, propagation 2000
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1.2.2



Edge-grouping-based methods



These methods are typically composed of two main stages. The first stage extracts different edge maps in image by computing one or several intensity-based gradient maps. The obtained edge maps are grouped in the second stage to generate hypotheses about junction branches including the strength, orientation, and the number of the radial lines. Next, junction points are reconstructed as the meeting points of the junction branches. A summary of these methods are presented on Table 1.2 (page 34) along with the merits and limitations of each method. We have based our discussion on different criteria as follows: • Scale invariant: the ability of detecting the junctions at different scales. • Multi-detection: the ability of detecting multiple junctions at a given zone. • Junction characteristics: the ability of extracting junction parameters including the number of junction branches, the strength and orientation of each branch, etc. • Edge and branch detection: how the method detects the edge and junction branches. • Branch grouping: how the edges are merged to form the junctions. • Performance evaluation: which datasets and metrics are used to evaluate the performance of the method. In [Bergevin and Bubel, 2004], the edge points are first detected using several local oriented-based filters [Heitger, 1995]. The detected edge points, which are of similar amplitude and orientation, are grouped to form the potential junction branches. Next, a branch grouping algorithm is presented applying to each region of interest (Figure 1.3 (A)). This algorithm constructs a binary tree for hierarchically representing the local structure of the edge points within the region of interest. At each level of the tree, the highest variance axis obtained from principal component analysis (PCA) is selected to partition the edge points into two sub-sets (Figure 1.3 (B, G11 , G21 )). This continues as long as the split axis of the underlying subset satisfies the stopping criteria: it has a low spatial dispersion and high occupancy rate. The spatial dispersion measures the uniform distribution of the edge points and the occupancy rate measures the connectivity of the edge points projected on the splitting axis. Once the tree is constructed, the potential junction branches are detected as the splitting axes obtained during the tree’s construction (Figure 1.3 (G22 , G32 )), whereas the rest of data are considered as noise (Figure 1.3 (G31 )). The constructed branches are finally analyzed to make a hypothesis about junction point (Figure 1.3 (C)). To do so, the junction branches are first segmented as constant curvature primitives corresponding to straight line segments and arc segments. An adaptive threshold computed from contour density and average primitive fitting error is used to select the branches that form a junction point centered on the region of interest under consideration. Junction characterization is also obtained in this stage by determining the characterized primitives passing through the junction location. The junction position is then further improved to obtain a sub-pixel accuracy using an adaptation of the junction localization operator in 35
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Figure 1.3: Illustration of the process of branch extraction and grouping: (A) a ROI in input image; (B) image decomposition using PCA; (C) the candidate branches and junction; (reproduced from [Bergevin and Bubel, 2004]). [Förstner and Gülch, 1987]. The demonstration of the proposed method on several simple images are interesting but it is sensitive to a number of predefined parameters: the size of the region of interests, and the thresholds of classifying the low spatial dispersion and high occupancy rate. Figure 1.4 shows some examples of the detected junctions.



Figure 1.4: The detected junctions (small red dots) and junction arms (white thin lines); (reprinted from [Bergevin and Bubel, 2004]). [Deschênes and Ziou, 2000] presented a method for detecting specific junction types in gray-level images including L-, X-, Y-, and T-junction, and line terminations. Given the lines extracted from input image using some basic edge operator, the proposed method computes the local curvature measure at each point and then partitions the line points into two classes (i.e., low curvature point and high curvature point) based on a fixed threshold 36
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tc . Next, a new concept of low curvature endpoint is defined as a line point which has a low curvature and belongs to a local neighborhood of a high curvature point. In Figure 1.5, P0 is a high curvature point, and P1 and P2 are two low curvature endpoints. Starting from every low curvature endpoint, the propagation of orientation vector is applied to update the curvature of every line point (e.g., P3 in Figure 1.5(c)). This is accomplished by compensating a weight computed as the difference in curvature of the orientation vectors of the starting low curvature endpoint and another low curvature endpoint (e.g., v~1 and v~2 in Figure 1.5(c)). Particularly, the curvature is updated for every line point P (x, y) between the two endpoints P1 and P2 as follows: C(P ) = 1 + C0 (P ) + s(v~1 , v~2 )



(1.1)



where C0 (P ) is the old curvature at P , and s(v~1 , v~2 ) is computed as: s(v~1 , v~2 ) = 1 − |



v~1 · v~2 | ||v~1 ||||v~2 ||



(1.2)
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Figure 1.5: Illustration of orientation vector propagation and curvature update: (a) original orientation vectors; (b) v~i is the orientation vector at the low curvature endpoint Pi (i = 1, 2), and propagation of orientation vector starting from P1 ; (c) update of the curvature for every line point (e.g., P3 ) between the two point P1 and P2 using the difference in direction of the two vectors: v~1 and v~2 (e.g., dash lines); (reproduced from [Deschênes and Ziou, 2000]). After that, the junctions and line terminations are identified by extracting the local maxima of the updated curvatures within a given neighborhood. The results presented on several real and synthetic images show that the proposed method is able to localize accurately the desirable junctions. Several weaknesses of this method are handling the multi-endpoints in a given neighborhood and handling the size of the neighborhood. In addition, some true junctions might be missed as only the point having maximum curvature is selected among the local maxima of each neighborhood. The classification of low/high curvature point is sensitive to the value of tc . [Köthe, 2003] introduced an integrated system for edge and junction detection with boundary tensor computed based on the responses of polar separable filters. A boundary tensor is a 2×2 matrix constructed from a combination of a structure tensor Todd (i.e., firstorder partial derivatives) and a Hessian matrix Teven (i.e., second-order partial derivatives) 37



1.2. JUNCTION DETECTION IN COMPUTER VISION



as follows: Tboundary



1 = Todd + Teven = 4



t11 t12



! (1.3)



t21 t22



Such a tensor can be decomposed into two components: Tboundary = Tedge + Tjunction = (λ1 − λ2 )e~1 e~1 T + λ2



1 0 0 1



! (1.4)



where λ1 , λ2 are the eigenvalues of Tboundary , and e~1 is the unit eigenvector associated with λ1 . The first component, Tedge , encodes the 1-dimensional features (i.e., edge strength and edge orientation) of the current point, while the second component, Tjunction , encodes the 2dimensional properties such as junction or corner features. Therefore, the junctions can be detected as those points corresponding to the peaks of the second component (Tjunction ). This boundary tensor is rotation invariant and provides satisfactory detection rate for some common junction types such as L-, T- and X-junction. However, this approach is subjected to several weaknesses, being scale-dependent and poor localization of the detected junctions. [Faas and van Vliet, 2007] introduced a streamline method for junction detection and classification in gray-scale images (Figure 1.6). The proposed method first computes vector fields using the eigenvectors corresponding to the smallest eigenvalues of the structure tensors. Next, the vector fields are linked to form the streamlines. More precisely, a streamline is mathematically defined as a curve whose every point is tangent to a local vector field (Figure 1.6(a)). A new measure of partial distance dpq (s) between two streamlines P and Q is defined as the distance of the line connecting two points P (s) and Q(s) where s is a tracking size relative to some pivot point P (0) or Q(0) (Figure 1.6(b)). The basic idea of the junction detection algorithm is that two streamlines originating from P (0) and Q(0) within a local neighborhood of a junction can end up in two different directions with a significant distance dpq (s). By summing up the distances dpq (s) of the streamline passing a pivot point P (0) and the other streamlines within a local neighborhood N , a new measure of streamline divergence (dp ) is derived as follows: X dp = dpq (1.5) q∈N



The size of the neighborhood (N ) is treated as the local scale and determined as the longest diameter, dmax , of the common zone shared by the incident streamlines (Figure 1.6(c)). The junction locations are then detected as those areas having high responses of the streamline divergence. However, such a measure of streamline divergence is quite sensitive to noise. To alleviate this matter, the authors suggested weighting these responses by the certainty of the Hessian matrix. In this way, the responses of streamline divergence corresponding to the background are degraded close to zero. The junctions are then identified as the centers of gravity of the intersection regions. This method is also subjected to several weaknesses being sensitive to the determination of the pivot points and the selection of the parameter s (i.e., s = 7, 8 in their experiments). 38
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Figure 1.6: (a) Vector fields (gray short bars) and streamlines (green lines); (b) the partial distance between two streamlines at a relative tracking size s; (c) local scale estimation; (reproduced from [Faas and van Vliet, 2007]). The work in [Laganiere and Elias, 2004] detects the junctions based on intensity gradient. The proposed approach constructs two binary images B and B + as follows: • B is formed by thresholding the gradient image with a threshold tB . • B + is formed by looking for local maxima in the direction of gradient. Next, for each point p ∈ B, a list CA containing the anchor points qi ∈ B + is constructed by choosing the point qi lying in the boundary of the circle centered at the point p with a radius r (Figure 1.7).
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Figure 1.7: (a) An input image with a Y-junction; (b) three anchor points q1 , q2 , q3 ; (reprinted from [Laganiere and Elias, 2004]). Each line dqp connecting an anchor point qi ∈ CA and the corresponding center point p is treated as a candidate junction branch. A candidate branch dqp is accepted as a valid junction branch if there exists a continuous path of points in B so that the distance from each point to dqp is less than 1 pixel. For such a branch dqp , the strength of dqp is defined as the sum of squared distances of each point in B + to dqp . The strength of dqp is then normalized based on the length of dqp . Next, every valid junction branch having 39
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the strength less than a threshold ts is discarded. Finally, the junctions are detected as the points having more than two valid junction branches. In the case of a 2-junction (i.e., junction formed by exact two branches), an additional step is applied to verify that this junction is not a straight line segment. Limited experiments have been provided to demonstrate the performance of the method. This method is sensitive to the selection of the parameters: tB , ts , and r. [Maire et al., 2008] presented a new method for contour and junction detection in natural images. The contours are first detected by combining local features (i.e., brightness, color, texture gradients) and global features (i.e., generalized eigenvectors obtained from spectral clustering) to form a globalized probability of boundary. Next, the obtained contours are segmented into a set of straight line segments using a polygon approximation technique. A final process of line segment grouping is performed using an EM-like technique. This iterative process works based on the idea that if we know the position of the junction, the associated line segments passing through this junction could be easily identified and vice versa. The algorithm is therefore composed of two iterative steps: estimating an optimized location of the junction within a local neighborhood and updating the weights based on the distances of the newly derived junction to the contour segments nearby. The main idea of this junction optimization method is outlined below: • Step 1: Estimate an optimized location J of the junction within a neighborhood N : J = arg min J∈N



n X



wi ∗ d(Ci , J)



(1.6)



i=1



where Ci is a contour segment, n is the number of the contour segments, wi is the weight associated to the contour Ci , and d(Ci , J) is the Euclidean distance from J to Ci . • Step 2: Update the weights based on the strengths (i.e., |Ci |) of the contour segments: wi = |Ci | · exp((



−d(Ci , J) 2 ) ) 



(1.7)



where  is a distance tolerance determined empirically. • Step 3: Repeat Step 1,2 until the junction J converges to a fixed point or until a number of iterations is done. This method assumes that each neighborhood N contains at most one junction point and thus it is not able to detect multiple junctions, if any. Besides, it is subjected to high computation load because the size of the neighborhood must be sufficiently large to ensure that it is less impacted by the error-prone introduced by the previous step of contour detection. The authors suggested choosing the neighborhoods around the terminations of the contour segments. In addition, the reweighting step (i.e., Step 2) does not consider the weights accumulated during the previous iterations. This omission may lead to incorrect junction convergence for the case that all the contour segments has the same strength. 40
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The proposed method has been evaluated on the BSDS benchmark dataset1 using the F-score metric. The BSDS is composed of 300 natural images whose boundaries have been manually segmented by different human subjects. From the ground-truth segmentations, the 3-junctions were extracted as the places of intersection of at least three regions. The 2-junctions were also extracted as places of high curvature points along the contours handdrawn by the humans. Combination of these two types of junctions is served as junction ground-truth. Precision, recall, and F-score were employed as evaluation metrics where a true detection is validated if the distance between the detected junction and the groundtruth one is smaller than 6 pixels. The obtained results are quite interesting with F-score = 0.41 compared to the human agreement of F-score = 0.47. An example of detected contours and junctions is shown in Figure 1.8.
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Figure 1.8: (a) An original image; (b) the detected contours (thin lines) and junctions (asterisk marks); (reprinted from [Maire et al., 2008]). Recently, [Xia, 2011] introduced the concept of meaningful junctions based on the a contrario detection theory originally proposed by [Desolneux et al., 2000]. This detection theory basically states that an observed image feature is meaningful if it is unlikely to occur randomly under some null hypothesis H0 . The advantage of the a contrario theory is that it provides a way of automatically computing the threshold for creating a binary decision for determining a meaningful junction point. This is accomplished by controlling an expected number of false detections. Scale invariant was achieved by employing a multiscale approach. Experiment was performed on the BSDS benchmark, and the comparative results are summarized on Table 1.3. One of the advantages of this method is that it requires fewer parameters, while detecting accurate junction points. Although the proposed method employs multi-scale approach to detect the junction, the first step of local normalization of gradient is scale-dependent (the neighborhood size was fixed at 5 × 5). Therefore, the detection rate is sensitive to the parameter tuning. Actually, the proposed method achieved the F-score of 0.38 with respect to the neighborhood size of 11 × 11. In summary, we will highlight hereafter several key remarks. For performance evaluation, since there is a lack of standard benchmarks for the junction detection algorithms, it gives a rise of difficulties to evaluate the real performances of the existing works. Most of the existing methods performed the experiments on their own and pretty small datasets. No evaluation metrics and no comparative results were reported for performance evaluation 1
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Table 1.3: Performance evaluation of the junction detectors. System Dataset F-score [Xia, 2011] BSDS 0.38 [Maire et al., 2008] BSDS 0.41 [Harris and Stephens., 1988] BSDS 0.28 Human agreement BSDS 0.47 except the works of [Maire et al., 2008, Xia, 2011]. Typically, these experimental results were carried out by visually showing the detected junctions for few test images. Although [Maire et al., 2008] have recently provided the BSDS benchmark for the field, limited performance evaluation of different techniques has been carried out. Only [Xia, 2011] reported their results on this benchmark in comparison with the work of [Maire et al., 2008] and a classical Harris corner detector. General speaking, these works achieved quite good results with respect to the human agreement in terms of junction detection. [Maire et al., 2008] obtained better results than the two others probably due to combining local and global cues in contour detection. It can be concluded that there are two main challenges for the edge-grouping-based junction detectors. The first one concerns the extraction of junction branches from image features such as local curvatures or local gradients [Bergevin and Bubel, 2004, Köthe, 2003, Faas and van Vliet, 2007]. However, these basic features are sensitive to contrast change and noise. To alleviate this problem, [Xia, 2011] normalizes the extracted gradients using the mean and standard deviation of local gradient within a local neighborhood. The obtained results showed that the proposed system is quite robust to the contrast change, but it is subjected to the proper setting of the size of the local neighborhood. [Maire et al., 2008] proposed a more robust approach by combining the local and global cues for contour extraction. They obtained the best results in terms of junction detection for their benchmark dataset. The second challenge of every edge-grouping-based junction detection method is the selection of junction branches to form a junction. Typically, this is accomplished by thresholding and grouping the survived branches nearby. Consequently, this gives another difficult issue: the selection of a proper distance threshold. A high value of the distance threshold will reduces the false detections but may miss some true junctions, and vice versa. Some methods just empirically fixed these values as in the cases of [Köthe, 2003, Laganiere and Elias, 2004, Maire et al., 2008]. Interestingly, [Xia, 2011] exploited the a contrario detection theory for junction branch grouping provided in advance the expected number of false detections. That said, given a specific number of false detections, the junction detector can automatically decide which points are likely to be the useful junctions. [Bergevin and Bubel, 2004] addressed this matter by adaptively deriving the distance thresholds based on the local contour density and average primitive fitting error obtained previously.
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Table 1.4: Parametric-based methods for junction detection in CV Scale MultiJunction Method Junction model invariant detection classification Local minimum of regularity measure, adaptive threshold selection Local minimum of radial intensity variation, thresholding the relative error of radial variation and fitting energy Local peak of the junction profile, fixed threshold dependent Local minimum of intersection consistence, hard thresholding 1D orientation junction profile
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1.2.3



Parametric-based methods



In the preceding section, we described the methods that detect junctions based on branch detection and branch grouping. In this section, we are going to discuss the most representative parametric-based methods for junction detection. For the parametric-based methods, a junction model is first constructed. This model formalizes the junction parameters including junction’s location, junction’s scale, orientation and magnitude of each junction branch, etc. Next, these parameters are derived by fitting them to one or several energy functions designed to explicitly reflect the junction model. Table 1.4 summaries some typical parametric-based methods for junction detection. The first three evaluation criteria have the same interpretation as presented in Table 1.2 (page 34), whereas the last ones indicate the main idea of the parametric-based methods such as the definition of junction model and model fitting. The detail of each method is given in the paragraphs thereafter. [Förstner, 1994] introduced a general framework for low level feature extraction such as corners, junctions, edge points, and circular symmetric features. Particularly, the authors introduced some local image characteristics such as the average squared gradient and regularity measure. The average squared gradient is defined as the convolution of a 2 × 2 squared gradient matrix to a rotationally symmetric Gaussian function. By analyzing the eigenvalues and eigenvectors of the resulting matrix, the corners and junctions can be detected as those having large values of the two eigenvalues λ1 and λ2 . The regularity measure is designed to estimate the location of the junctions and circular symmetric features. Given a local patch centered at p, the regularity measure S(p, σ) is defined as follows: Z Z S(p, σ) =



d2 (p, q)||∇g(q)||2 Gσ (||p − q||)dq



(1.8)



where d(p, q) is the Euclidean distance between p and q, and ||∇g(q)|| is the gradient magnitude at q, and Gσ is the Gaussian function. The accurate location of the junction and corner candidates can be obtained by minimizing the regularity measure within a 3 × 3 window. Figure 1.9 shows an illustrative example where all the corners and junctions are correctly detected. However, in contrast to edge-grouping-based methods, all the steps of the proposed method purely rely on low-level feature extraction without incorporating high-level processing or scene knowledge analysis. Hence, the method is sensitive to noise. To alleviate this problem, image smoothing using Gaussian function can be applied, but it raises another concern of scale selection. [Parida et al., 1998] formalized a junction model as a small disk of image in which the intensity values are piecewise constants in the incident homogeneous regions (i.e., the wedges) pointing towards the center of the disk (Figure 1.10). Particularly, the junction model involves the following parameters: the central point, the radius of the disk, the number of wedges, the intensity value in each wedges, and the junction branches separating two adjacent wedges. Typically, a junction model is formalized as an energy function: 44
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Figure 1.9: (a) An input image; (b) the detected corners and junctions (small black dots on the right figure); (reprinted from [Förstner, 1994]). 1
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Figure 1.10: Illustration of a piecewise constant model of a 3-junction: (a) the junction model in the image plane; (b) the junction model formulated as a piecewise constant function; (reproduced from [Parida et al., 1998]).



E = λ< + E



(1.9)



The term < (i.e., Equation 1.10) is regarded as the radial variation of intensity, and is constructed as the sum of weighted squared gradients within a local neighborhood. The gradient at a given point (r, θ) is weighted by the squared distance of the center of the neighborhood to that point, where (r, θ) is polar coordinate of the point. Z
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0); (c) ROS(pi ) = 1 (i.e., lk+1 = lk ). Bottom row: expected ROS for each case in the top row. 79
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Our solution to the problem of ROS determination relies on the observation that for every point pi of a curve, there exists a trailing line segment (i.e., the segment composing of the points {pi , pi−1 , . . . , pi−kt }) and a leading line segment (i.e., the segment composing of the points {pi , pi+1 , . . . , pi+kl }), where kl > 0 and kt > 0, such that both line segments together constitute a meaningful view of that point regardless of how smooth the curve is. This observation is especially true at dominant points on the curve, where a dominant point is usually treated as the point at which two edges meet and form a vertex. This fact suggests that the ROS of a point could be determined by finding the straight lines fitted to the leading and trailing segments of that point. It turns out that this task could be efficiently accomplished using linear least squares (LLS ) line fitting technique. In the proposed approach, given a curve consisting of N ordered points p1 , p2 , . . . , pN , the ROS at a point pi is determined as follows: • Step 1: Start with kl = 1 and gradually increase kl in increments of one to estimate the straight line df of the form y = α + βx, which provides the best fit for the points {pi , pi+1 , . . . , pi+kl }. The parameters α and β are derived by minimizing the following objective function: i+k Xl Q(α, β) = (yj − α − βxj )2 (2.3) j=i



Next, we define the distance error h(pj , df ) computed as the Euclidean distance from a point pj (xj , yj ) to the straight line df as follows: h(pj , df ) =



|βxj − yj + α| p β2 + 1



(2.4)



The step of searching the local scale on the leading segment of pi will be terminated at some point pi+kl if either of the two following conditions is satisfied: i+k 1 Xl h(pj , df ) ≥ Emin kl



(2.5)



h(pi+kl , df ) ≥ Emax



(2.6)



j=i



The condition (2.5) requires that the average distance error associated to the fitting line is less than Emin pixels. The condition (2.6) is designed to limit the maximum distance error from a point pj to df : no point is Emax pixels away from df (Emax > Emin ). The value sl = kl − 1 is then treated as the local scale on the leading segment of pi . • Step 2: Repeat Step 1 to find the optimal scale st = kt − 1 on the trailing segment {pi , pi−1 , . . . , pi−kt }. • Step 3: The ROS of pi is finally computed as: ROS(pi ) = M in(st , sl ). 80
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Our empirical investigation showed that the values of Emin and Emax produce a negligible impact on the detection rate provided that Emin ∈ [1.2, 2.0] and Emax ∈ [1.5, 3.0]. In our implementation, we fixed the following setting for all the experiments: Emin = 1.3 and Emax = 1.8. Once the ROS is determined, we then apply Teh-Chin’s algorithm to detect the dominant points from skeleton branches. Figure 2.3 shows the dominant points and the corresponding ROS(s) detected from an image. The detected points, in combination with crossing-points, are treated as the candidate junctions and will be used to detect distorted zones in the next stage.
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Figure 2.3: (a) An original image; (b) the detected dominant points (small dots) and the corresponding local scales (small circles).



2.1.3



Distorted zone detection



The candidate junction points we have detected previously are used in conjunction with the line thickness information to first detect distorted zones and then conceptually remove these distorted zones to eliminate their interference in terms of the distortion of median lines. In our approach, a distorted zone is identified by tackling two probing questions: where is such a zone likely to occur and how large this distortion zone would be. Naturally, the distorted zones occur at junction locations, and these zones would be restricted to small areas fitting inside the crossing structures. Furthermore, line thickness is also one of main causes of skeleton/junction distortion (i.e., thin objects are not or weakly subjected to skeleton distortion). Relying on these observations, the distorted zones could be easily identified by using the information of the line thickness at the candidate junction points detected in the previous steps. More precisely, we define a distorted zone ZJ for a given candidate junction point J as the area constructed by a circle centered at J whose diameter equal to the local line thickness computed at J. This definition is actually a variation of the maximal inscribing circle, as presented in [Chiang et al., 1998]. By making use of line thickness information, these maximal inscribing circles are easily determined with a high degree of accuracy. We call several distorted zones that intersect together a connected component distorted zone (CCDZ ). Once the CCDZ(s) have been detected, the skeleton segments lying inside these zones are treated as distorted segments and thus removed. From this point, our subsequent stage of junction reconstruction proceeds based on the reliable line segments only. Figure 2.4 (a) shows the reliable segments remaining after removing 81



2.1. INTRODUCTION



all distorted zones (marked as gray connected components).
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Figure 2.4: (a) An input image with the detected CCDZs (gray connected components) and reliable line segments (thin white lines); (b) the local topology defined for a CCDZ.



2.1.4



Junction reconstruction



The junction reconstruction exploits candidate junction points to remove possible false alarms, merge candidate junction points, and correct final junction locations. This reconstruction is initiated in a first step by extracting local topologies, corresponding to sets of segments belonging to the same distorted zone or set of intersecting distorted zones. These local topologies will drive a second step in our junction optimization process. We will present these two steps in the following subsections.



2.1.4.1



Extraction of local topology



This step defines and constructs the local topology at each CCDZ. In particularly, given a CCDZ, its local topology is defined as the set of local lines segments, {Pi Qi }i=1,...,n , stemming from this CCDZ. That is, for each reliable skeleton segment stemming from a CCDZ, we characterize the first part of this segment by a local line segment starting from the extremity linked to the CCDZ. By defining and analyzing these local geometry topologies, we have significantly simplified the complexity of the objects of input images; thus, the proposed approach is able to work on any type of shape rather than straight lines and/or arc primitives exclusively. Moreover, this step can be performed efficiently by reusing the results of the ROS determination stage applied at each extremity of each reliable skeleton segment stemming from the CCDZ. As a result, for each CCDZ, we obtain a list of local line segments describing its local geometry topology. In addition to these local lines, the foreground pixels lying inside the CCDZ are also recorded for use as a local search neighborhood for the subsequent step of junction optimization. In summary, the local topology associated with a CCDZ is now represented by a list of n local lines, {Pi Qi }i=1,...,n , and a set, Zd , containing the foreground pixels located inside the CCDZ. Figure 2.4 (b) illustrates a local topology extracted for a CCDZ. 82
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2.1.4.2



Junction optimization



The goal of this step is to reconstruct the junction points for a specific CCDZ represented by n line segments {Pi Qi }i=1,...,n and a set, Zd , of foreground pixels lying inside the CCDZ. We accomplish this goal by clustering the line segments into different groups such that the clustered lines in each group will be used to form a junction point. Concerning this problem of clustering segments, the authors in [Hilaire and Tombre, 2001], as discussed above, calculated the intersection zones from the uncertainty domains of the long primitives. This approach is subjected to the constraint that each primitive is allowed to be clustered in one group only, increasing the difficulty of the subsequent junction linking step. Another approach to segment clustering was presented in [Maire et al., 2008] based on the idea that if we know the position of the junction, the associated line segments passing through this junction could be easily identified and vice versa. However, this work assumed that each neighborhood (see Figure 2.5) contains one junction only, and this approach is subjected to high computation load because the optimization step must include sufficiently large neighborhoods likely containing junctions to reduce the error introduced by the previous step of contour detection. In addition, the reweighting step does not consider the weights accumulated during the previous iterations. This omission may lead to incorrect convergence, as shown in Figure 2.5.
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Figure 2.5: Incorrect convergence of the junction optimization step in [Maire et al., 2008]: (a) four line segments with the same length; (b) the detected junction, which is the same distance from the lines 1 and 2; (c) the expected junctions. We therefore develop an integrated solution for both clustering and optimizing tasks to address the aforementioned weaknesses, described below. In particularly, the proposed algorithm is able to handle the following issues simultaneously: (1) each neighborhood can contain multiple junctions, (2) each line segment can be clustered into more than one group, and (3) junction linking and characterization are automatically derived. The key spirit behind our algorithm is as follows. Starting from a CCDZ (e.g., Figure 2.7(c)), a new junction point is constructed by iteratively searching for a foreground pixel of the CCDZ such that the distance error, computed as the sum of weighted Euclidean distances from this pixel to the line segments of the CCDZ, is minimized (e.g., Figure 2.7(d)). To achieve this goal, each line segment has to be assigned with a proper weight in 83



2.1. INTRODUCTION



the sense that the lines, which are close to the junction, would have higher weights than the ones away from the junction. This implies that the weights are set mainly relying on the distances from the junction to the lines. In practice, a smooth function (e.g., Gaussian function) should be used to update the weights. As the algorithm evolves, the junction tends to converge towards the lines with higher weights and move away from the lines with lower weights. Hence, the junction would converge to a fixed point after several iterations (e.g., Figure 2.7(d)). Once a newly optimized junction is derived, the weights are re-assigned in such a way that higher weights are given to the lines which have not been involved in constructing the junctions previously. The optimization process is then repeated to find a new junction (e.g., Figure 2.7(e, f)). This continues until every line segment has been participated in constructing at least one junction. A final post-processing step is then applied to make the topology of the obtained junctions be consistent (e.g., Figure 2.7(g)). The proposed algorithm works as follows. Let wi be a weight assigned to the line segment Pi Qi with 1 ≤ i ≤ n, and ΩJ be a set of optimal junctions found during the optimization process. At the beginning, ΩJ ← ∅ and all line segments {Pi Qi } are marked as unvisited. Basically, the weights could be initiated uniformly (e.g., wi = 1.0), but we can make faster the process of junction convergence by incorporating some priority. One common way is to assign the weights with respect to the strength of the line segments [Hilaire and Tombre, 2001, Maire et al., 2008]. Followings are the main steps of the proposed algorithm with the outline in Figure 2.6. CCDZ: n lines {PiQi}, and weights {wi} Optimal junction localization
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Figure 2.6: Outline of our junction optimization algorithm. • Step 1: Search for an optimal junction J ∗ : ∗



J = arg min { J∈Zd
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n X i=1



wi · d(J, Pi Qi )}



(2.7)
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where d(J, Pi Qi ) is the Euclidean distance from J to Pi Qi . • Step 2: Update the weights {wi }: wi = wi · exp(



−π · d(J ∗ , Pi Qi )2 ) SCCDZ



(2.8)



where SCCDZ is the area of the CCDZ. • Step 3: Enact a penalty (i.e., smaller weight) for the line segment farthest from J ∗ : wimax =



wimax τ



(2.9)



where imax = arg maxi {d(J ∗ , Pi Qi )} and τ > 1. If there are several line segments with the same greatest distance from J ∗ , one is randomly selected to assign a penalty. • Step 4: Repeat steps {1, 2, 3} until J ∗ converges to a fixed point or a given number of iterations has been reached. Then, insert the newly obtained junction to ΩJ : ΩJ ← ΩJ ∪ {J ∗ }, and go to Step 5. • Step 5: Determine the line segments that pass through the junction J ∗ and mark them as visited. A new cluster is constructed corresponding to these line segments. If all line segments have been marked as visited, go to Step 7. Otherwise, go to Step 6 to look for other junctions. • Step 6: Reinitiate the weights: wi = 1 if the label of Pi Qi is visited ; otherwise: wi =



L Y



exp(



k=1



π · d(Jk∗ , Pi Qi )2 ) SCCDZ



(2.10)



where L is the number of times that steps {1, 2, 3, 4, 5} have been fulfilled, and Jk∗ is the optimal junction found during the corresponding cycle. Return to Step 1. • Step 7: Topology consistency verification by resetting the weights: √ wi = 1 if the line Pi Qi is involved in only one cluster; otherwise wi = w∞ = K · H 2 + W 2 , where W and H are the width and height of input image respectively, and K = |ΩJ |. Then, apply Step 1 to the line segments in each cluster to obtain the final junctions. In this way, the lines assigned with the weight w∞ are fixed in one place. The idea of using distance error minimization in Step 1 has been employed in several works. [Hilaire and Tombre, 2001] employed least squares error minimization to find the optimal position of the junction, but this process is performed separately from segment clustering. [Maire et al., 2008] developed this idea by incorporating a reweighting step like that in Step 2 but differing in that it does not incorporate the weights accumulated during the previous iterations and requires a training step to empirically derive a parameter controlling the decay of distance tolerance. Our investigation has shown that Step 1 will quickly converge to the optimal junction if the weights are updated taking into account the weights derived during the previous 85
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Figure 2.7: (a) An image with its skeleton; (b) the CCDZ (s) and the reliable line segments; (c) the local topology configuration extracted for one CCDZ (marked by Zd ); (d) the first cycle of steps {1, 2, 3, 4, 5}: the junction J1 is found corresponding to the cluster containing line segments {1, 3, 4}; (e) the second cycle: the junction J2 is found corresponding to the second cluster comprised of lines {1, 2}; (f) the third cycle: the junction J3 is found corresponding to the third cluster of {1, 5}; (g) topology correction for three junctions. iterations. In addition, we avoid the training step by normalizing the distances, d(J, Pi Qi ), based on the area of the CCDZ (i.e., the factor π · d(J, Pi Qi )2 /SCCDZ is equal to the ratio of the area constructed by a circle with radius of d(J, Pi Qi ) centralized at J and the area of CCDZ ). Step 3 enacts a penalty (the parameter τ = 2 in our implementation) for the line segment farthest from the optimal point J ∗ . If there are several line segments with the same greatest distance from J ∗ , one is randomly selected to assign a penalty. This step is used to allow the optimization process to quickly converge to a correct junction location. More importantly, it acts as a trigger to break the balance state or incorrect convergence, if any, as discussed in Figure 2.5. Note that if one line segment is penalized, it does not imply that this line segment will not pass through the latest optimal junction. Step 4 is used to repeat the three steps above until the optimal junction is found. The obtained junction is then added to the set ΩJ (e.g., the junction J1 in Figure 2.7(d)). Next, the line segments that actually form this junction are determined by looking for the lines whose distances from the detected junction tend to form a monotonically decreasing order (e.g., the lines {1, 3, 4} in Figure 2.7(d)). This is accomplished because at each iteration, the optimal junction would converge towards the lines with higher weights and move away from the lines with lower weights. Therefore, the distances from the optimal junction in each iteration to the line segments are recorded and then used to determine the real lines passing the most recently found junction. The obtained lines are then associated to a new cluster, and marked as visited (i.e., already involved in at least one junction). If all 86
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lines have participated in constructing at least one junction, the algorithm terminates after checking topology consistency in Step 7. Otherwise, Step 6 is invoked to initiate a new cycle to find other junctions (i.e., a cycle is composed of the first five steps {1, 2, 3, 4, 5} to completely find a new optimal junction). In Step 6, the weights are reinitiated such that more priority or higher weights are given to the lines that have not yet been involved in junction construction (e.g., the lines {2, 5} in Figure 2.7(d)). To this end, the recorded distances that violate the monotonic decrease are used to accumulate the weights for the lines. In this way, these lines increasingly gain weight, and at the end, when the weights are large enough, the optimization process (i.e., steps {1, 2, 3, 4}) will be driven by these weights, leading to a new junction convergence at the corresponding lines (e.g., J2 in Figure 2.7(e) and J3 in Figure 2.7(f)). Step 7 is aimed at verifying the topology consistency of all line segments in the obtained clusters. At this time, we obtain K clusters, each containing one optimal junction. As one line segment, say Pi Qi , can be clustered in several groups (e.g., the line 1 in Figure 2.7(f)) and there is no warranty that all the optimal junctions in these groups will form a straight line that fully contains Pi Qi , such situations must therefore be identified and corrected. This step could be easily processed by setting a large enough weight for the line Pi Qi and then performing Step 1 once for each cluster. In this way, a small change in the distance error computed from each point J ∈ Zd to the line Pi Qi will cause a large change in the objective function in Step 1. The line Pi Qi is thus fixed in one place, and the new optimal junctions found in the clusters, in which Pi Qi is involved, become consistent (Figure 2.7(g)). Figure 2.7 demonstrates the steps of our junction optimization algorithm, and Figure 2.8 shows all the detected junctions and the corresponding local scales.



Figure 2.8: Detected junctions (red dots) and local scales (circles).



2.2



Junction characterization



One of the main advantages of our junction reconstruction process is that the detected junctions could be automatically characterized and classified into different types, such as T-, L-, and X-junctions. More generally, we wish to characterize any complicated junctions in the same manner based on the arms forming the junction. In our case, as each junction point is constructed from the local line segments of one group, we can consider these line segments as the arms of the junction point. However, as each CCDZ can contain multiple 87
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junctions and each local line segment of the CCDZ can participate in several groups, the exact arms of a junction could therefore be greater than the line segments forming this junction (Figure 2.9). Given a local topology represented by n straight line segments {Pi Qi } with 1 ≤ i ≤ n, the process of determination of the exact arms of each junction is as follows: • Let OJ be a set of arms of junction J where OJ ← ∅ at the beginning for every junction. • If the line segment Pi Qi is clustered in a group whose an optimal junction J is then constructed, the line Pi Qi is considered as one of the arms of the junction J: OJ ← OJ ∪ {Pi Qi }. • For each line segment Pi Qi that is clustered in several groups, the corresponding junctions involved in Pi Qi are sorted in the order of increasing distance to Pi . Then, for each junction J except the last one in the list, the corresponding set OJ is updated as: OJ ← OJ ∪ {JG}, where JG is a straight line segment constructed at J with the same length as Pi Qi but the point G lies in the opposite direction of vector Pi~Qi .
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Figure 2.9: (a) A CCDZ cropped from Figure 2.7 with the superposition of three clusters; (b) detected junctions {J1 , J2 , J3 }; (c) the detected junctions are classified as a 3-junction even though J2 and J3 are constructed from two clusters, {1, 2} and {1, 5}, respectively, each of which only contains two local line segments. Once we have correctly determined the arms of each junction, the junction characterization could easily be accomplished as follows. Given a junction J associated with a set of m arms {Ui Vi }i=0,...,m−1 , the characterization of this junction is described as {p, sp , {θip }m−1 i=0 }, where: • p is the location of J; • sp is the local scale computed as the mean length of the arms of J: sp =



m−1 1 X |Ui Vi | m i=0



• θip is the difference in degrees between two consecutive arms Ui Vi and Ui+1 Vi+1 . These p parameters {θip }m−1 i=0 are tracked in the counterclockwise direction and the θm−1 is the difference in degrees between the arms Um−1 Vm−1 and U0 V0 . 88
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It is noted that a similar way of junction characterization has been also exploited in the CV field, taking the work of [Xia, 2011] for example. In their work, the junction arms {θi }m−1 i=0 are described using the absolute angles in a 2D plane. Here, we use the relative difference in degrees between two successive arms to make the junction characterization invariant to the image plane and make it easier for further processes of junction matching. The description of each junction point derived in this way is rather compact, distinctive, and general. The dimension of this descriptor is variable but limited to the number of arms of each junction point, and in practice, this value is quite small (e.g., 3 for a T-junction, 4 for an X-junction). This point constitutes a great advantage of the detected junctions that provides a very efficient approach to the subsequent task of junction matching. In addition, the junction descriptor is distinctive and general, such that we can describe any junction points appearing in a variety of complex and heterogeneous documents. After this step, junction matching can be performed by simply comparing the descriptors of two junctions. Figure 3.5 shows the corresponding matches of the junctions detected in a query symbol (left) and those of an image cropped from a large document (right). For simplicity, the matches are shown after performing geometry checking using the Generalized Hough Transform [Ballard, 1981].



Figure 2.10: Corresponding junction matches between a query symbol (left) and a cropped document (right).



2.3



Complexity evaluation



In this section, we provide a detailed analysis of the complexity of the proposed method given an image I of the size M × N . In the pre-processing stage, before applying the (3,4)distance transform skeletonization algorithm, several basic pre-processing steps, such as hole filling, small contour removing, and image dilation, are performed, as discussed in the original work of Di Baja [di Baja, 1994]. Such steps can be processed in parallel using one scan over the image. The skeletonization step is then applied, which requires two scans of the image to calculate the (3,4)-chamfer distance. In summary, the computation complexity for the pre-processing stage is basically linear (i.e., O(M N )). 89
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In the next stage of scale selection and dominant point detection, the ROS determination step is applied for each skeleton point, thus using a single loop of length S, where S is the number of skeleton points. The technique of least squares line fitting is a second-order linear computation of the length that it traverses. In practice, it is not necessary to traverse a full skeleton branch; rather, a short path of the branch with a length kρ = 50 (pixels) may be sufficient, for example. As the technique of least squares line fitting is performed in both directions at each point, it is equal to a complexity of O(2Skρ2 ) in total for this step. The 2-junctions are then detected as dominant points by applying Teh-Chin’s algorithm, which is a sequential 4-pass process, where the first pass is performed on the full length of the median lines to detect a list of H candidate dominant points and the other passes are conducted on one of these candidate points, where H is much smaller than S. Furthermore, the crossing-points could be detected in parallel with a cost of first-order linear polynomial time O(S). The overall computation complexity for these processes is essentially linear to the length of the median points (i.e., O(Skρ2 )). For the last stage of junction reconstruction, let K be the number of candidate junctions comprised of 2-junction points and crossing-points. The distorted zone Zi defined at each candidate junction pi (1 ≤ i ≤ K) has an area of πri2 /4 where ri is the line thickness at pi . Given a distorted zone Zi , the maximum complexity of the computation to find an optimal junction in Zi is O(T πri2 /4) where the first factor, T , is the number of times that steps {1, 2, 3} are repeated and the second factor, πri2 /4, is the number of foreground pixels in Zi (i.e., the local searching neighborhood). Our investigation has shown that the number of iterations, T , is very small and is typically less than 10. As Zi can contain multiple junctions, say L junctions, it implies that the junction optimization process applied to Zi will be terminated after running L iterations of the steps {1, 2, 3, 4, 5}. The value of L is also very small in practice, often 2; thus, for a wide range of situations, we have set L = 5 in our implementation. Overall, the maximum complexity of computation for this stage, applied to K distorted zones, is O(KLT r2 ) where r is the average line thickness of the image I. In other words, this stage is linear time complexity for the areas of the distorted zones. Note that the distorted zones, in practice, could intersect, resulting in connected component distorted zones and making the searching areas much smaller.



2.4 2.4.1



Experimental results Evaluation metric and protocol



We use repeatability criterion to evaluate the performance of our junction detector because this criterion is standard for the performance characterization of local keypoint detectors in CV [Tuytelaars and Mikolajczyk, 2008]. This criterion works as follows. Given a reference image Iref and a test image Itest taken under different transformations (e.g., noise, rotation, scaling) from Iref , the repeatability criterion signifies that the local features detected in Iref should be repeated in Itest with some small error  in location. We denote D(Iref , Itest , ) as the set of points in Iref that are successfully detected in Itest in the sense that for each point p ∈ D(Iref , Itest , ), there exists at least one corresponding point q ∈ Itest such that distance(p, q) ≤ . Let nr and nt be the number of keypoints detected by one detector from Iref and Itest , respectively. The repeatability score of this detector 90



2.4. EXPERIMENTAL RESULTS



applied to the pair (Iref , Itest ) is computed as follows: r(Iref , Itest , ) =



|D(Iref , Itest , )| M ean(nr , nt )



(2.11)



Figure 2.11: The evaluation strategy applied to each detector. Our strategy to perform evaluation in the experiments is described in Figure 2.11. This strategy follows the general characterization protocol for keypoint detection in CV. Particularly, we first apply each detector to the reference images and the test images in each dataset to obtain the reference junctions (Sr ) and the detected junctions (St ), respectively. Then, we use groundtruth information to compute repeatability scores of this detector from two sets of junctions: Sr and St . The overall repeatability score of each detector in each experiment is computed as an average score from the repeatability scores of the detector applied for all model symbols and test symbols in each dataset. We vary the value of parameter  in the range of [1, 8] to obtain a ROC-like curve of the repeatability score.



2.4.2



Baseline methods



To compare the proposed system with other methods, we have selected two baseline systems [Liu et al., 1999, Hilaire and Tombre, 2006] dedicated to junction and fork-point detection. The work of [Liu et al., 1999] is dedicated to fork-point detection in handwritten Chinese characters, whereas the work of [Hilaire and Tombre, 2006] is a vectorization-based system for line-drawings. We wish to highlight that although the later work is designed for vectorization, the major contribution in this work is the process of skeleton optimization to correct skeletons and reconstruct junctions. As the implementations of these works are not publicly available, we have developed our own implementation for these two systems1 . For each system, several running trials have been performed to select the best parameter settings, and only junctions or fork-points are compared with our detected junctions. It is worth noting that we have applied the same pre-processing steps for all three systems and used the same parameter settings in all the experiments.



2.4.3



Datasets



The datasets used in the experiments are summarized in Table 2.1, including the final datasets from Symbol Recognition Contest in GREC2011 (SymRecGREC11)2 , the UMD 1



The source codes for the three systems and the demonstration of our junction detector and symbol spotting are publicly available at https://sites.google.com/site/ourjunctiondemo/ 2 http://iapr-tc10.univ-lr.fr/index.php/symbol-contest-2011
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Table 2.1: Datasets used in our experiments No.



Dataset



Type



Noise



#1 #2 #3 #4 #5 #6



GREC11 GREC11 GREC11 GREC11 SESYD UMD Logos



Line-drawing Line-drawing Line-drawing Line-drawing Line-drawing Filled-shape



Rotation Scaling Kanungo+Rotation+Scaling Context Low Resolution Kanungo+Rotation+Scaling



#Images #References #Tests 150 1339 150 1200 150 15000 18 1800 100 936 104 1272



Logo Database of University of Maryland, Laboratory for Language and Media Processing (LAMP)3 , and low resolution diagram dataset from SESYD4 . The SymRecGREC11 dataset is composed of 4 folders, namely setA, setB, setC, and setD with respect to 2500, 5000, 7500, and 1800 test images, respectively. The first three folders are distorted by a mixture of Kanungo noise and geometric transformations (i.e., scaling and rotation), whereas the last dataset is disturbed by context noise (i.e., symbols cropped from full line-drawing images). The UMD Logo Database consists of 104 model logos, which have been used to generate 1272 test images by applying a combination of Kanungo noise and geometric transformations. The low resolution diagram SESYD dataset contains 100 reference images and 936 test images by applying 4 levels of low resolution, corresponding to the scaling factors {1/2, 1/4, 1/8, 1/16}. Consequently, the image resolution is varied from 1700×1700 to 100 × 100, and the line thickness is also varied in the range of [2, 18]. These test images are then exported in PNG format in which some blurring effect will be automatically incorporated to these images. In addition, for the evaluation of single parameter changes (i.e., rotation and scaling), we have used 150 model symbols from GREC2011 to generate 1339 test images taken under different levels of rotation (e.g., from 100 to 900 ) and 1200 test images taken under different scaling factors (i.e., {1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0}).



2.4.4 2.4.4.1



Comparative results Evaluation of rotation and scaling change



In this experiment, the repeatability scores are computed over single parameter changes while the location error is fixed at 4 (pixels). Figure 2.12(a) presents the effect of rotation change for three systems. It can be noticed that the proposed approach far outperforms (almost 25%) the two other systems and that our repeatability scores tend to be quite stable and almost over 88% when varying the rotation parameter. These results confirm that the proposed system is very robust to rotation change. The systems of Liu et al. and Hilaire et al. are theoretically rotation invariant; however, the results reported here show that these systems are less adaptive to rotation change under real-world conditions. In the context of scaling change, as shown in Figure 2.12(b), the same situation is repeated for the baseline methods, whereas the proposed system still strongly outperforms 3 4



http://lampsrv02.umiacs.umd.edu/projdb/project.php?id=47 http://mathieu.delalandre.free.fr/projects/sesyd/
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Figure 2.12: Repeatability scores of three systems on rotation change (a), and scaling change (b), where location error is set at 4 pixels. the others. It is noticed, in particularly, that the results obtained by the system of Hilaire et al. are significantly degraded when increasing the scaling factor. This degradation could be due to the two baseline systems being quite sensitive to the digitization effect caused by rotating and scaling the input images. In fact, the results reported in the work of [Hilaire and Tombre, 2006] are applied to several line-drawing images that are typically used in the context of vectorization contests, whereas the results reported by [Liu et al., 1999] are applied to handwritten Chinese characters, which are not taken under extreme rotation/scaling changes.



2.4.4.2



Evaluation of a mixture of Kanungo noise and rotation/scaling change



We have selected the first three sets, setA, setB, and setC, from the final recognition datasets in GREC2011 to evaluate the performance of three systems under different combination of binary noise and geometric transformations. Some examples of such degradation are shown on Figure 2.14 (a, b). The purpose of this experiment is to justify how well each system can work under different levels of degradation. The results are presented on Figure 2.13 where the proposed system achieves much better results on all three setA, setB, and setC, compared to the systems of Hilaire et al. and Liu et al. On average, the repeatability scores obtained by the proposed system are 15% higher than those of the other systems, especially for the first small range of location errors (e.g., see the first part of the score curve of the proposed system). If we have a more detailed analysis at our results by fixing the location error at 4 (pixels), it can be noticed that the repeatability scores of the proposed system are almost 80% on all three setA, setB, and setC. These obtained results are quite interesting considering a severe degree of degradation applied on these datasets. Under the same conditions, we can see that the scores of two baseline systems are approximately 60%, which is much less than that of the proposed system. These results suggest that the 93
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proposed system can resist to a satisfactory level of degradation composing of common binary noise and geometric transformations. Two main factors explain these results. First, the polygonization process in the system of Liu et al. and the skeleton segmentation step in the system of Hilaire et al. are rather sensitive to the distortion of contours. Second, the post-process of junction merging using Criterion A is quite sensitive to the variation and distortion of the line thickness of foreground objects. The results of our system suggest that the proposed system can satisfactorily resist degradation including common binary noise and geometric transformations. A last noticeable point exhibiting on Figure 2.13 is that that there is a little difference of performance obtained on the setA, setB, and setC for all three systems because there is, in fact, no significant difference of degradation among the images of these three test sets. Repeatability scores for setB of GREC2011 100
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(b) Repeatability scores for setD of GREC2011
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Figure 2.13: Repeatability scores of three systems for setA, setB, setC, and setD of GREC2011.
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2.4.4.3



Evaluation of context noise



Although Kanungo noise and geometric transformations are very common degradation models in DIA, a more realistic type of degradation is known as context noise. By definition, context noise is concerned with a type of disturbance caused by background or context information. For this purpose, we have selected setD from the final recognition dataset in GREC2011. The test images in this set have been cropped from full line-drawing documents where each reference image could be touched with other context information. The repeatability scores of three systems are reported in Figure 2.13(d). Although the proposed system still outperforms the others, the repeatability scores of all systems are quite low. This finding is attributed to the fact that the images in setD are embedded into other context information, resulting in many false positives being detected in this set, as shown in Figure 2.14 (c, d). However, without any prior knowledge about groundtruth information, these false alarms correspond to the mismatches of correct detected junctions missing in the reference images.
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Figure 2.14: Junctions detected (red dots) by the proposed system for setC ((a) and (b)) and setD ((c) and (d)) of GREC11. False positives caused by context noise in setD are marked by dashed-line boxes.



2.4.4.4



Evaluation of the low resolution dataset



In this experiment, we wish to assess the performance of the three systems for very severely low resolution images. We have selected the low resolution diagram SESYD dataset, in which the test images have been generated from the reference images by applying four exponential levels of low resolution corresponding to the scaling factors {1/2, 1/4, 1/8, 1/16} and incorporating a compression scheme (JPG) from gray-scale images. The results of the three systems are shown in Figure 2.15(a), where the proposed 95
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system again performs better than the baseline systems. On average, the proposed system provides 10% and 5% better results than those obtained from the systems of Hilaire et al. and Liu et al., respectively. All three systems perform quite well on the first levels of low resolution, but their performance rapidly degrades for the later levels of low resolution. This behavior is mainly due to the loss of much of the original information, especially finer features, when reducing the resolution. Repeatability scores for low resolution dataset (SESYD)
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Figure 2.15: Repeatability scores of three systems for SESYD low resolution dataset (a), and the UMD logo dataset (b).



2.4.4.5



Evaluation of the filled-shape and non-uniform stroke dataset



In this experiment, we want to justify how different kind of images, such as filled-shape and non-uniform stroke images, can impact the performance of the three systems. For this purpose, we have selected the UMD logo dataset, which typically composes of filled-shape and non-uniform stroke objects at a hard level. The repeatability scores are presented in Figure 2.15(b). Even though the skeleton-based representation for such kind of images is not perfect, the obtained results are encouraging. The system of Hilaire et al. achieves the lowest scores because of a lower number of outputted junctions. As the line thickness of the filled shapes is greatly varied compared to the typical line-drawings, many short skeleton segments are produced. Consequently, few long skeleton segments are retained, and thus the number of detected junctions is rather limited in the system of Hilaire et al. Our system also produces a limited number of junctions, even less than that of the Hilaire’s system, but it still noticeably outperforms the system of Hilaire et al. and almost gives the same results as those of the system of Liu et al. These results confirm the accuracy of the detected junctions of the proposed system. Some visual results of the proposed system, applied to the logo images and Chinese characters, are shown in Figure 2.16. 96
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Figure 2.16: Junctions detected (red dots) by the proposed system for few Chinese characters and logo images. 2.4.4.6



Evaluation of the built-in aspects



In addition to the evaluations discussed above, we have investigated several additional trials to understand the behavior of the proposed approach at the system level. In particularly, we wish to present a detailed analysis of the impact of the stage of determination of ROS and the computation time of our junction detector. Regarding the first aspect, we have computed the repeatability scores for the setC up to the stage of dominant point detection over three different scenerios: the use of ROS based on local line thickness (i.e., the ROS at given a point p is set as the local line thickness at p), the use of ROS proposed by [Teh and Chin, 1989], and the use of ROS proposed by our approach. The results are presented in Table 2.2. It can be seen that our method achieves much better results than the others (by almost 23%). The results linked to the ROS proposed by Teh-Chin are quite low because, as we have discussed in Section 2.1.2, the Teh-Chin’s ROS determination step is sensitive to digitization effects, whereas in this dataset, the noise applied to these images is quite severe, distorting their shapes. The results shown in Table 2.2 also reveal that line thickness could be a good feature to estimate local scales. Table 2.2: Comparison of the dominant point detection rates for three scenarios. Dominant point detection mode Repeatability Score With ROS of the proposed method 67.5 % With ROS based on line thickness 44.3 % With ROS proposed by Teh-Chin 21.3 % We also performed an additional experiment to study the impact of the two parameters 97
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Emin and Emax in the stage of ROS determination. For this purpose, we vary the values of Emin and Emax , and compute the repeatability score of the proposed system for the setC up to the stage of dominant point detection. The obtained results are presented in Figure 2.17. These results show that the detection rate is quite stable (e.g., varying in the range of [63, 68]) given various settings of Emin and Emax . This is expected as It is noted that the proposed system achieves the repeatability score of 67.5% in Table 2.2 with respect to the following setting: Emin = 1.3 and Emax = 1.8. Impact of Emin and Emax in the proposed ROS determination 90 Emin=1.1 Emin=1.3 Emin=1.5 Repeatability Score (%)
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Figure 2.17: Impact of the parameters Emin and Emax : the repeatability score is computed on the setC. For time complexity evaluation, we provide in Table 2.3 some information about the processing time (excluding the pre-process step) of three systems applied on several images with different sizes. The processing time has been recorded on our specific computer configuration: Intel(R) Core(TM) i5 CPU 2.4 GHz, RAM 2.4 GB, Windows 8. Table 2.3: Report of the processing time (ms) and the number of detected junctions (in brackets). Image size (Width × Height) System 900 × 984 3600 × 3938 2100 × 4433 Our system 16.0 (67) 187.0 (79) 140.0 (105) Hilaire et al. 110.0 (89) 297.0 (147) 265.0 (146) Liu et al. 563.0 (82) 14953.0 (157) 4078.0 (174) In general, the system of Liu et al. is subjected to a high computation load because distorted skeleton correction using Criterion A is very time-consuming. The system of Hilaire et al. seems to provide a reasonable level of processing time because the criterion 98
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to merge two discrete primitives is somewhat similar in spirit to Criterion A but with the elimination of much of the redundant computation. Our system works most efficiently, not only for the cases of the several images reported in Table 2.3 but also throughout the extensive experiments we have performed. It is also noted that the number of detected junctions (in brackets) provided by our system is much smaller than those outputted by the other systems. We provided few illustrative examples of the detected junctions of our approach applied to different kinds of images as shown in Figures {2.18, 2.19, 2.20, 2.21}.



2.5



Discussion



This chapter presents a new approach for junction detection and characterization in line-drawing images. The main contribution of this work is three-fold. First, a new algorithm for the determination of the region of support is presented using the linear least squares technique. The crossing-points, in combination with the dominant points detected from median lines, are treated as candidate junctions. Next, using these candidate junctions, an efficient algorithm is proposed to detect and conceptually remove all distorted zones, retaining reliable median line segments only. These line segments are then locally characterized to construct the topological representations of the crossing zones. Finally, a novel junction optimization algorithm is presented, yielding accurate junction localization and characterization. The proposed approach is extremely robust to common geometry transformations and can resist a satisfactory level of noise/degradation. Furthermore, it works very efficiently in terms of time complexity and requires no prior knowledge of the document content. The proposed method is also independent on any vectorization systems. All of these prominent features of the proposed approach have been validated relative to other baseline methods by our extensive experiments. In addition to these advantages, the proposed approach has several shortcomings. First, as this approach is dedicated to working with line-like primitives, its performance would be degraded if applied to filled-shape objects, such as logo images. In addition, the junction optimization process could lead to some difficulties in correctly interpreting the junction position as originally produced by craftsmen. However, although this point is valid for some specific domains of exact line-drawing representation, such as vectorization, we are interested in detecting local features that would be useful to addressing the problem of large-scale document indexing and retrieval. In this sense, a low rate of false positives in the final results is not problematic. A last noticeable point is that the detected junctions could be used in combination with additional features (e.g., end-points, isolated straight lines, arcs, and circles) to obtain the complete representation of a graphical document image. The detected junctions can be also used to address the problem of vectorizing the line-drawings.
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Figure 2.18: Detected junctions for a synthetic symbol with different levels of noise.



Figure 2.19: Detected junctions for a real musical score image.
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Figure 2.20: Detected junctions for part of an electronical image.
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102 Figure 2.21: Detected junctions for a mechanical-text image.



Chapter 3



Application to symbol localization In this chapter, an application of symbol localization in line-drawing images is developed to demonstrate that our junction detector is robust and discriminated enough to be used in the context of object localization. The experimental results, applied to several public datasets, show that our system is very time- and memory-efficient. Our precision and recall results in terms of symbol localization highlight that we outperform other methods in the literature on this problem.



3.1



Introduction



A common problem of any symbol processing systems, recognition or spotting, is localization or detection of the symbols. Symbol localization can be defined as the ability of a system to localize the symbol entities in the complete documents. It could be embedded in the recognition/spotting method or works as a separated stage in a two-step system [Qureshi et al., 2008]. The approaches used for localization are similar for recognition and spotting. All systems rely first on a primitive extraction step (e.g., connected components, loops, key-points, lines, etc.). These systems differ mainly in the way that the detected primitives are processed, using machine learning or retrieval and indexing techniques. Different approaches have been investigated in the literature to deal with the localization problem. One of the earliest approach employed in many systems is subgraph matching. Graph is a very effective tool to represent line drawings. Attributed Relational Graphs (ARGs) can be used to describe the primitives, their associated attributes and interconnections. However, subgraph isomorphism is known to be a NP-hard problem, making it difficult 103
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to use the graph for large images and document collections, despite the approximate solutions of subgraph isomorphism developed in the literature [Messmer and Bunke, 1996, Bodic et al., 2009]. In addition, subgraph isomorphism remains very sensitive to the robustness of the feature extraction step, as any wrong detection can result in strong distortions in the ARGs. An alternative approach to subgraph matching is the use of a "triggering" mechanism. Such a system looks for some specific primitives in line drawing images and triggers a matching process at the symbol level within the Regions of Interest (ROIs) around these primitives. The system in [Nguyen et al., 2009] is a typical example. In this work, given a query symbol, the keypoints (i.e., Difference of Gaussian features) and its corresponding vocabularies are computed and used to find the matched keypoints from the database documents. For each pair of two matched keypoints, the local scale and orientation extracted at the keypoint in the query symbol are used to generate the ROI in the document that probably contains the instance of the symbol. Because the number of detected keypoints would be very large and the local scale computed at each keypoint could be far from satisfaction, the ROI extraction step is thus fragile and time-consuming. Triggering mechanisms have been also developed from graph-based representations, as in [Rusinol and LLados, 2006, Qureshi et al., 2008]. These proposed systems work from the ARGs, where the structures and attributes of the graphs are exploited to identify the ROIs without recognizing the symbols. Triggering-based localization is very sensitive to robustness of the mechanism in that any missed detection at the triggering level will result in the failure of symbol localization. In the other place, a different approach to deal with object localization is framing [Dosch and LLados, 2004, Kong et al., 2011, Dutta et al., 2011]. These techniques involve the decomposition of the image into frames (i.e., tiles, buckets, windows) in which the frames could be overlapped [Kong et al., 2011] or disjointed [Dosch and LLados, 2004]. Local signatures are computed from the primitives contained in the frames and matched to identify the candidate symbols. The size of the frames can be determined based on the symbol models [Dosch and LLados, 2004, Kong et al., 2011] or set at different resolutions [Dutta et al., 2011]. In this way, framing is not scale invariant as the size of the frames cannot be dynamically adapted. The position of the frames can be set with a grid [Dosch and LLados, 2004, Dutta et al., 2011] or by sliding [Kong et al., 2011]. Sliding could be performed by steps to reduce the entire processing time [Kong et al., 2011], as any computations with overlapping would be subjected to a polynomial complexity. A part from the before-mentioned approaches, a recent framework for symbol localization is the use of geometry consistency checking as presented in [Nayef and Breuel, 2011, Jain and Doermann, 2012, Rusinol et al., 2013]. Such a method concerns a pipeline of decomposing a graphical document into a set of primitives, matching the primitives of the model against the test image, and checking the geometry constraints among the matches. Different techniques for geometric verification have been applied in these works. [Nayef and Breuel, 2011] proposed to use a branch and bound algorithm to search for a transformation that maps a maximal subset of the matches between the primitives of the model and the test images. [Rusinol et al., 2013] employed a classical technique RANSAC [Fischler and Bolles, 1981] to achieve this goal. [Jain and Doermann, 2012] incorporated the use of orientation information of the detected features to prune the matches, following 104
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the verification step of pair-wise angles between every two triangles in the model and test images. The common drawback of all these methods is the computation complexity of the geometric verification process. In this application, we mainly aim at demonstrating that our contribution on junction detection can be used for symbol localization by incorporating some addition processing steps. In that concern, we show that (1) the detected junctions are useful to deal with the problem of symbol localization, and (2) these junctions support the process of geometry verification in a very efficient way. Particularly, our system is composed of four main stages, each of which is briefly described below with respect to the Figure 3.1. • In the first stage, the junction points are detected and characterized into different types such as T-, L-, and X-junctions. • The second stage decomposes a document image into a set of smooth primitives, composing of isolated shapes (e.g., isolated circles and straight lines) and curve segments bounded between either two junctions or a junction and an end-point. These primitives are then associated with a new set of keypoints including Line-, Arc-, and Circle-keypoints. The obtained keypoints, in combination with the junction points and end-points, form a complete and compact representation of graphical documents. • In the third stage, keypoint matching is performed to find the correspondences among the keypoints of the query and those of database documents. • Finally, geometry consistency checking is applied to the obtained matches using a new and efficient algorithm, which is designed to work on our specific keypoints.
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Figure 3.1: Overview of our symbol localization system. As the first stage is accomplished by simply applying our contribution as presented in chapter 2, it will not be detailed in the following sections. Instead, we directly describe hereafter the last three stages.



3.2



Document decomposition



We use the detected junctions to decompose a document image into a set of smooth primitives. Here, we define the smooth primitives as those composing of isolated shapes (e.g., isolated circles and straight lines) and curve segments bounded between either two junctions or a junction and an end-point. This definition is derived based on the fact that after the process of junction detection, every median line segment bounded between two 105
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junctions are sufficiently smooth. Otherwise, some new junction points are likely to be detected on this segment. In this work, we restrict the smooth primitives to three kinds of segment: straight line segment, arc segment, and circle. These basic-shape primitives could be derived using the linear least squares (LLS) fitting technique as follows (see Figure 3.2): • For each smooth primitive P , we try first to fit P to a straight line segment by comparing the average distance error to a fixed threshold (e.g., 1.5 pixels in our implementation). The distance error is simply computed as the Euclidean distance from each point of P to the fitted straight line. • If P is not fitted to a straight line, circle fitting will be performed next. This is also accomplished by comparing the average distance error to a threshold but the distance error is now computed as the Euclidean distance from each point of P to the fitted circle. • If P is fitted to a circle, it will be further classified as an arc primitive (e.g., opened curve) or a circle (e.g., closed curve). p p1
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Figure 3.2: Basic primitive decomposition and description. Next, each type of these primitives is characterized as a specific structural keypoint as follows: • A straight line primitive is represented by a triple {pL , pL1 , pL2 } corresponding to the middle point and two extremity points, respectively. A triple {pL , pL1 , pL2 } is regarded as a Line-type keypoint or L-keypoint. • An arc primitive is represented by {pA , pA1 , pA2 } with the same meaning as that of a straight line primitive. A triple {pA , pA1 , pA2 } is regarded as an Arc-type keypoint or A-keypoint. It is noted that the characterization of an A-keypoint is proceeded in the same spirit as that of a junction whose two arms are pA pA1 and pA pA2 . 106
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• A circle primitive is represented by {pC , rC } corresponding to its centroid and radius. A couple {pC , rC } is regarded as a Circle-type keypoint or C-keypoint. For completeness, we call the junction points as J-keypoints and end-points as Ekeypoints. The description of a J-keypoint is performed using the same process of junction characterization, while the description of the E-keypoints is no needed. To this end, a document image is completely represented by a set of structural keypoints, composing of L-keypoints, A-keypoints, C-keypoints, J-keypoints, and E-keypoints. Figure 3.3 shows a decomposition of a document image into a set of structural keypoints.



J-keypoints A-keypoints L-keypoints C-keypoints E-keypoints



Figure 3.3: Keypoint-based representation of a simple document image.



3.3



Keypoint matching



In the previous stage of document decomposition, a document image is completely represented by a set of structural keypoints. In this stage, keypoint matching will be performed to establish the correspondences between the keypoints of the query Q and those of the database document D. Keypoint matching is independently processed for each type of keypoint. Particularly, matching of the L-, A-, C-, and E-keypoints is proceeded very simply as outlined below: • An E-keypoint (resp. C-keypoint) is always matched with any other E-keypoints (resp. C-keypoints). • A L-keypoint is matched with another L-keypoint if the two extremity points of one L-keypoint are matched with those of the other L-keypoint (Figure 3.4 (a)). It is noted that the extremity points of one L-keypoint could be the E-keypoints and Jkeypoints. Therefore, matching of two extremity points is also performed in the same manner as keypoint matching. • An A-keypoint is matched with another A-keypoint if the difference in direction of the two keypoints is not significant and the two extremity points of one A-keypoint are matched with those of the other A-keypoint (Figure 3.4 (b)). 107
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The matching process of the J-keypoints is often performed by pair-wise matching between the angles of the two corresponding junction points [Xia, 2011]. Particularly, given mp −1 mq −1 two J-keypoints characterized as {p, sp , {θip }i=0 } and {q, sq , {θjq }j=0 }, the information of junction location and junction scale is used to quickly refine the matches to be described later, and the rest is used to compute a similarity score, C(p, q), of matching two junctions p and q as follows: h−1 1 X p q C(p, q) = max{ D(θ(i+k) mod mp , θ(j+k) mod mq )} i,j H



(3.1)



k=0



where h = min(mp , mq ), H = M ax(mp , mq ), and



D(θip , θjq )



 =



1,



if |θip − θjq | ≤ θthres



(3.2)



0,



for otherwise.



(3.3)
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Figure 3.4: The matching process of L-keypoints (a) and A-keypoints (b). p (3-junction) q (5-junction)
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Figure 3.5: An example of context distortion of the detected junctions: a 3-junction p in (a) is distorted as a 5-junction q in (b). The similarity score C(p, q) is in the range [0, 1] and θthres is an angle difference tolerance. Most of the time, two J-keypoints are matched if their similar score is higher than 108
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a threshold. However, in some specific domains taking object localization for example, a query object or symbol is often connected to different context information appearing in a document. Figure 3.5 provides an example where the two instances of the query symbol are touched resulting in some context distortion of the detected junctions (e.g., a 3-junction p is distorted as a 5-junction q). In such cases, using the similarity score C(p, q) could be too restricted to find corresponding junctions. We therefore relax the junction matching step by introducing a new constraint as follows. Two J-keypoints p and q are matched if an inclusion test is hold for these two junctions. Here, we consider that p is included in q if there are exact mp − 1 angle matches between the angles of p and q. This implies: C(p, q) ∗ M ax(mp , mq ) = mp − 1.



3.4



Geometry consistency checking



Given a query symbol Q and a database document D, their keypoints are first detected and matched as described in the previous sections. The obtained matches are finally verified by checking geometry consistency. This step will remove false matches and cluster the remaining matches into different clusters, each of which indicates an instance of the query symbol. Concerning this problem of geometry consistency checking, two main strategies are often exploited in the literature. A brief review of these two strategies is given in the following. The first strategy treats data (i.e., the matches) in a top-down way. One typical technique belonging to this strategy is known as RANSAC (RANdom Sample Consensus) [Fischler and Bolles, 1981]. The key idea of RANSAC is to randomly select k matches for estimating a transformation model (typically an affine transformation and thus k = 2 or 3). The model is then assigned with a confidence factor, which is calculated as the number of matches fitting well to this model. Next, these steps are repeated a number of times to find the model with the highest confidence. RANSAC is often used to find a single transformation model between two images with a high degree of accuracy of the derived parameters, provided that the ratio of inliers and outliers occurring in the data is sufficiently high (≥ 50%). However, when this is not the case, it is difficult to use RANSAC. In addition, RANSAC would be time-consuming because the number of iterations is often large to ensure that an optimal solution could be found. Precisely, the computation complexity is O(M N ) where M is the number of iterations and N is the size of the data. A family of advanced algorithms based on the RANSAC technique is reported in [Choi et al., 2009] where the accuracy and robustness are thoroughly investigated. The computation complexity of these algorithms is also evaluated as the trade-off between accuracy and robustness. The second strategy treats data in a bottom-up manner by performing a voting process starting from all data points, and then finding the parameters (typically composing of 4 parameters: orientation, scaling, and x, y-translation) corresponding to the dense density areas of support. One typical technique falling this strategy is known as Generalized Hough Transform (GHT) [Ballard, 1981]. GHT is most commonly used for the cases where multiple transformation models are presence in the data. It is less accurate than RANSAC in terms of parameter estimation but very robust to noise even if a large number of outliers are presence. However, because GHT requires a process of parameter quantization, it is 109
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subjected to very high cost of memory space O(M 4 ) and processing time O(N 2 )1 , and is sensitive to the quantization of the parameters. A comparative evaluation of the GHT techniques can be found in [Kassim et al., 1999]. In this work, different extensions of the GHT method are presented to reduce the memory requirement and computational complexity. In our case, as each keypoint of the query symbol is often occurred in a database document with a high frequency, the outliers are thus significantly higher than the inlier matches. In addition, as multiple instances of a query symbol can be appeared in a database document, it is therefore not a good idea to use some techniques like RANSAC or GHT because of the aforementioned weaknesses. We therefore present, below, an efficient algorithm to deal with the problem of geometry consistency checking. The proposed algorithm incorporates the advantages of both RANSAC and GHT while avoiding their weaknesses. It exploits the information extracted from the matches of L- and A-keypoints to speed up the process of estimating the affine transformation models. Algorithm 1 Estimation of the affine transformation models Input: Two set of structural keypoints of a query Q and a document image D, and a match list T between the keypoints of Q and D Output: A set of affine transformation models (Fout ) K ← sort the L- and A-keypoints of Q in descending order of the primitive’s length m ← |K| i←1 Fout ← ∅ while i ≤ m/2 do p ← Ki for each match in T bwteen p ∈ Q and q ∈ D do F ← solve the two linear equations formed by the extremity points of p and q nF ← count the matches fitting to F if nF > nthres and F ∈ / Fout then Fout ← Fout + {F } end if end for i←i+1 end while Our method of geometry consistency checking is outlined in Algorithm 1. The basic idea is to directly estimate a geometry model F (i.e., an affine transformation) based on every match formed by a pair of either two L-keypoints or two A-keypoints. This idea is inspired by the fact that a pair of two matched lines (or arcs) provides us with 4 parameters (i.e., orientation, scaling, and x, y-translation) of an affine transformation F . As a result, we need only one match to estimate a model F other than two matches as the cases of GHT and RANSAC. Next, we apply the transformation F to all the keypoints detected on the query Q, resulting in a new set of projected points on the database document D. If there is a sufficiently large overlap among the projected points and the keypoints of D matched 1



N and M , are the number of matches and sampling bins, respectively.
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with those of Q, the transformation F is accepted and used to localize the position of the corresponding instance of Q on D. Here, we consider two points are overlapped if the distance between them is less than a threshold. Alternatively, we can consider two points are overlapped if they are positioned in a local window of the size dist × dist . This can be efficiently done by using a 2D lookup table. The memory complexity is thus linear to the image size. It was found empirically that the parameter dist ∈ [10, 20] is a common setting. It is also noted that we can set dist to the minimum distance between two keypoints of the query document Q projected on the database document D to ensure no mismatch in our geometry consistency checking step. Regard to the computation complexity, as the number of the L- and A-keypoints of Q is quite small, and few real computations are needed, the proposed method is very timeefficient. Particularly, the computation complexity of the proposed method is limited up to a linear order O(2dist N1 N2 ), where N1 is the number of keypoints of Q, and N2 is the number of matches corresponding to the L- and A-keypoints of Q. In addition, with a bit prior knowledge of the dataset, we can quickly prune a large number of matches by setting the lower and upper scales for the query symbol. In this way, the local scales associated to the keypoints are used to prune the matches. It is also noted that there is no need to process all the L- and A-keypoints of Q. In our experiments, we first sort m L- and Akeypoints of Q in a decreasing order of their length and then choose the first m/2 keypoints to be processed. Since the primitives having higher length would be less distorted by the transformation, the estimation of the parameters is thus more robust. For each accepted model F , we obtain an instance of the query. Therefore, multiple instances of the query are thus successfully detected with respect to the number of accepted models. Figure 3.6 demonstrates the result of applying this step of geometry consistency checking.



(a)



(b)



Figure 3.6: Geometry consistency checking: (a) the matches before checking; (b) the matches after checking.



3.5



Experimental Results



For performance evaluation of the proposed approach, we selected the latest dataset for symbol spotting in GREC20112 [Valveny et al., 2011]. The detail of this dataset is 2



http://iapr-tc10.univ-lr.fr/index.php/final-test-description



111



3.5. EXPERIMENTAL RESULTS



described on Table 3.1. For performance evaluation, we selected the evaluation metric in [Rusinol and Llados, 2009b] in order to make the comparison with other methods [Dutta et al., 2013a, Dutta et al., 2013b]. This metric includes precision (P), recall (R) and Fscore computed as follows. P =



SInt SInt P ·R , R= , F score = 2 · SRet SGT P +R



Where SInt is the sum of intersection areas between the bounding boxes retrieved by the spotting system and ground-truth, SRet is the sum of areas of the bounding boxes retrieved by the spotting system, and SGT is the sum of areas of the bounding boxes in ground-truth. It is worth mentioning that each bounding box (Bgt ) in ground-truth is counted at most once. Typically, Bgt will be marked as already considered if there exists a bounding box (Bret ) retrieved by the spotting system such that the ratio of the intersection of their areas to the union of their areas exceeds a given threshold (e.g., 75% in our experiments). This is needed to avoid biased scores caused by multiple detections of a same symbol at a same location. Furthermore, we have set a strict constraint for our system in that the ratio of overlapping area to union area of any two retrieved bounding boxes is always less than a threshold (10% in our experiments). Table 3.1: Dataset used for symbol spotting in GREC2011. Test Set Models Images Queries Symbols Noise Image Size Elec1. 21 20 118 246 Ideal Min:1700x1600 Elec2. 21 20 127 274 Level 1 Elec3. 21 20 114 237 Level 2 Max:4400x2100 Elec4. 21 20 156 322 Level 3 Archi1. 16 20 247 633 Ideal Min:2300x2500 Archi2. 16 20 245 597 Level 1 Archi3. 16 20 245 561 Level 2 Max:5400x2900 Archi4. 16 20 249 593 Level 3



Test Set Elec1. Elec2. Elec3. Elec4. Archi1. Archi2. Archi3. Archi4.



Table 3.2: Experimental results of our system (%). Precision Recall F-Score Max Overlap Mean Time (ms) U nion 0.85 0.84 0.84 0.00 % 723.38 0.86 0.79 0.82 0.00 % 677.83 0.92 0.81 0.86 5.76 % 655.39 0.80 0.81 0.80 5.76 % 1097.05 0.91 0.96 0.93 6.69 % 1521.47 0.91 0.92 0.92 9.92 % 1341.90 0.94 0.89 0.92 9.92 % 1605.80 0.91 0.90 0.90 10.63 % 1409.88



The detailed results of our system are reported on Table 3.2 including precision, recall, Fscore, maximum ratio of overlapping area to union area of any two bounding boxes re112
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trieved by our system, and mean processing time of a complete query. General speaking, the proposed system achieves quite good results for both detection and accuracy scores. On average, the Fscore(s) of the proposed system are 0.83 and 0.92 for electrical and architectural datasets, respectively. In addition, these scores are obtained under a very small overlap of the detected bounding boxes. It is noted that the results obtained on the architectural dataset are much better than those on the electrical dataset. The reason lies in the fact that in the electrical dataset, more query symbols are used and many query symbols looks very similar making them difficult to be correctly distinguished. The processing time is calculated as the mean time of the whole process (i.e., both the online and offline phases), subjected to our specific computer configuration: Intel(R) Core(TM) i5 CPU 2.4GHz, RAM 2.4 GB, Windows XP. The last experiment is performed using the SESYD database3 [Delalandre et al., 2010]. The detail of this dataset is summarized on Table 3.3. This time, we measure the processing time for the online phase only. That is, we compute the query time for returning the full list of the detected symbol entities given a query symbol. Table 3.4 reports the obtained results of our system. It can be seen that we obtain very good results in terms of both detection rate and recall. On average, the proposed system achieves the precision of 0.92 and the recall of 0.95, resulting in the F-score of 0.93. The mean query time is just 0.3 (s). In order to make some comparative results, we provide on Table 3.5 the results of some recent symbol localization systems. It is clear that our system much outperforms all these baseline methods. It is worth mentioning that the system of [Dutta et al., 2013b] gives the lowest processing time (i.e., 0.7 (s)) because it was integrated with an indexing hashingbased scheme. Our system requires 0.3 (s), on average, to perform a query without using any indexing methods. Table 3.3: The detail of the SESYD (floorplans) Test Set Images Models Symbols Noise floorplans16-01 100 16 2671 None floorplans16-02 100 16 2488 None floorplans16-03 100 16 2661 None floorplans16-04 100 16 3251 None floorplans16-05 100 16 2148 None floorplans16-06 100 16 2068 None floorplans16-07 100 16 3898 None floorplans16-08 100 16 2260 None floorplans16-09 100 16 3948 None floorplans16-10 100 16 2653 None



dataset. Image Size 6775 × 2858 3059 × 3341 2218 × 2475 2056 × 1837 2596 × 2313 2352 × 2507 5498 × 2961 3026 × 2967 4307 × 1893 4349 × 2227



Figure 3.7 shows an example of our symbol localization system where the query is perfectly localized even though it is embedded into a complicated database document. There are, however, some queries as shown in Figure 3.8 that the proposed system fails to detect the symbol "outlet" because of a very limited number of keypoints detected on the instance of the symbol on the database document. Besides, we showed in Figure 3.9 3



http://mathieu.delalandre.free.fr/projects/sesyd/symbols/floorplans.html
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Table 3.4: The results of our system for the SESYD (floorplans) dataset. Test Set Precision Recall F-score Mean time (ms) floorplans16-01 0.97 0.95 0.96 339.5 floorplans16-02 0.89 0.98 0.93 284.2 floorplans16-03 0.87 0.91 0.89 242.3 floorplans16-04 0.93 0.95 0.94 418.6 floorplans16-05 0.92 0.98 0.95 112.3 floorplans16-06 0.90 0.97 0.93 161.1 floorplans16-07 0.96 0.97 0.96 621.2 floorplans16-08 0.94 0.95 0.94 226.8 floorplans16-09 0.90 0.98 0.94 406.8 floorplans16-10 0.88 0.81 0.84 252.3 Average 0.92 0.95 0.93 306.5 Table 3.5: Comparision of recent methods for symbol localization on the SESYD (floorplans-01) dataset. System Precision Recall F-score Mean time (s) Our system 0.97 0.95 0.96 0.34 [Dutta et al., 2013a] 0.62 0.95 0.74 0.57 [Dutta et al., 2013b] 0.41 0.82 0.52 0.07 [Nguyen et al., 2009] NA NA 0.82 NA another example that the system correctly detects multiple instances of the symbol "sofa1" even these detections take part of a different symbol (i.e., "table2"). This further confirms the interesting results of our system.



3.6



Discussion



We have presented an application to symbol localization in line-drawing images using junction feature and geometry consistency checking. This system proves that our contribution on junction detection can be used in the context of object detection and localization by incorporating some feature extraction steps at primitive level. As the junction detectors is robust and accurate, the obtained primitives are stable under the different contexts of the documents. These primitives are used to support object matching, geometry consistency checking, and object localization. In that sense, this highlights that our detector can support and to be combined in an efficient way within a vectorization process. The experimental results in terms of symbol localization confirm the advantages of the system for both efficiency and accuracy.
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Figure 3.7: An example of symbol localization: a query symbol (left) and the detected instances of the query (red bounding boxes).



E-keypoint



L-keypoint



J-keypoint



A-keypoint



Figure 3.8: The system fails to detect the symbol "outlet" (left) due to the omission of the E-keypoint and the displacement of the L-keypoint on the instance of the symbol (right).
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Figure 3.9: Few examples of the detected symbols of our system.
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Part II



Feature indexing in high-dimensional vector space
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Chapter 4



State-of-the-art in feature indexing In the previous chapter, we have provided a local detector of junction points. As it is often the case that the detected keypoints shall be described by local descriptors followed by a further step of descriptor indexing. Hence, the next two chapters are attributed to the problem of feature indexing. This chapter reviews the state-of-the-art in feature indexing in high-dimensional feature vector space. The main ideas, favourable features and shortcomings of each method are carefully discussed. We also provide our subjective remarks for these methods and highlight the need of an advanced contribution for an efficient indexing technique.



4.1



Introduction



As we have discussed earlier, robust feature extraction is of central importance for an image processing system. Furthermore, feature indexing is of a crucial need for all the realtime image processing applications. For these reasons, the two next chapters attempt to deal with the problem of feature indexing. At first, an overview of the existing techniques is provided. Next, an attempt is made to give a new contribution in feature indexing for quickly answering the queries of proximity search. Let us first describe the general context of the fast proximity search problem. Considering a scenery where the objects are represented by real feature vectors in a feature vector space S, the problem of finding the nearest neighbor of a given query object q over a dataset X has been well-established in the literature. Usually, two problematic factors make the difficulty of this problem. First, the dataset X is often composed of very large data points (e.g., millions of feature vectors). Second, each data point is of a high-dimensional feature space (e.g., > 100). A 119
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conventional solution is to sequentially search for each object p ∈ X, to find the closest one of q, based on some similarity distance function d : S × S → 0, return all objects p∗ ∈ X such that d(p∗ , q) ≤ . • c-approximate nearest neighbor search (c-ANN) [Gionis et al., 1999]: given a query object q and a database X, and a parameter c ≥ 1 and let pexact be the closest object to the query q, return an object p∗ ∈ X such that d(p∗ , q) ≤ c · d(pexact , q). The parameter c is treated as approximate factor or approximate tolerance. If c = 1, we obtain the exact nearest neighbor of q. Several surveys of indexing algorithms in vector space are presented in [Böhm et al., 2001] and [Liu et al., 2004]. Such methods are often categorized into four classes as shown in Figure 4.1. These approaches are detailed in the following. Feature indexing in vector space



Space partitioning methods



Other methods



Clustering methods



Hashing methods



Figure 4.1: Different approaches for feature indexing in vector space.
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O(n)



O(n)



Katayama and Satoh, 1997 (SR-tree)



Berchtold et al., 1996 (X-tree)



O(n)



O(n)



O(n)



O(n)



O(n)



O(n log n)



O(n)



O(n)



O(n)



O(n)



O(nm)



O(n)



O(kn1−1/k )



O(n)



White and Jain, 1996 (SS-tree)



Guttman, 1984 (R-tree) Sellis et al., 1987 (R+ -tree) Beckmann et al., 1990 (R∗ -tree)



McNames, 2001 (PA-tree)



Friedman et al., 1977 (KD-tree) Silpa-Anan and Hartley, 2008 (NKD-trees and PKD-trees)



Method



Uniform dataset and Fourier points, k ≤ 16



Uniform dataset, 105 records, k ≤ 64



Dynamic m-ary tree, high memory space for storing both the sets of hyper-spheres and the hyper-rectangles, range and ANN search Dynamic m-ary tree, overlap-free for point data with the use of super-nodes, more parameters involved, high memory space, range and ANN search



Dynamic m-ary tree, high empty space, less overlap-free, range and ANN search



Dynamic and balanced m-ary tree, supporting both data points and extended spatial data, difficulties of maintaining minimized overlap and empty space, range and ANN search



Static m-ary tree, data alignment with PCA analysis at each partitioning level, high computation cost of lower bounds and tree building, ENN search



Uniform dataset, 105 records, k ≤ 20 Rectangle dataset, 5000 records, k = 2 Point dataset, 105 records, k = 2 Rectangle dataset, 105 records, k = 2 Uniform dataset, 105 records, k ≤ 11 EigenFace dataset, 104 records, k ≤ 100



Static binary trees, building m randomized KD-trees, ANN search



SIFT dataset, 5 · 105 records, k = 128



Table 4.1: Indexing methods based on space partitioning in 5) because the overlap at the internal nodes increases rapidly with respect to the increase of data dimensionality. SS-tree: The SS-tree (similarity search tree) [White and Jain, 1996] is a new variation of the R∗ -tree where its nodes are represented by hyper-spheres rather than hyperrectangles. A hyper-sphere in the SS-tree is defined by a centroid and a radius computed as the biggest distance from the centroid to all elements contained in the hyper-sphere. To insert a new object pn into the tree, a target leaf node is first detected to contain pn by descending the tree and choosing at each step the subtree whose centroid is closest to pn . Next, the process of node insertion and reinsertion is quite similar to that in the R∗ -tree. The only difference is in the process of node splitting, where the dimension with the highest variance is selected as the split axis, and the split location is selected such that it minimizes the sum of variances on each side of the split plane. Exper126
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iments shows better results of the SS-tree in comparison with the R∗ -tree. However, the problem with the SS-tree is the difficulty in yielding overlap-free of the splitting process [Böhm et al., 2001]. In addition, the use of the hyper-spheres, in general, occupies higher space than the hyper-rectangles in high-dimensional space, making the similarity search less efficient [Katayama and Satoh, 1997, Böhm et al., 2001].



Figure 4.6: The construction of the SR-tree (reprinted from [Katayama and Satoh, 1997]). SR-tree: The SR-tree (Sphere/Rectangle-tree) [Katayama and Satoh, 1997] overcomes the weakness of the SS-tree by assembling the spirit of the R∗ -tree and SS-tree into an unified scheme. A node of the SR-tree is represented by the common space (R) of the hyper-sphere and the hyper-rectangle as shown in Figure 4.6. Unfortunately, the space R is not explicitly computed due to the complicated computation of the intersection between the hyper-rectangle and hyper-sphere. Instead, each node of the SR-tree records the information of both the hyper-sphere and hyper-rectangle. Given a data object q, an estimation of the distance from q to R is provided as the biggest value of the minimum distances from q to the corresponding hyper-sphere and hyper-rectangle. Next, the insertion algorithm is performed essentially similar to the SS-tree. Experimental results reported better performance of the SR-tree, compared to the SS-tree and R∗ -tree. X-tree: One common weakness of the R-tree, R+ -tree, and R∗ -tree is to maintain a minimized overlap volume of the bounding hyper-rectangles when proceeding on highdimensional space. All the heuristic solutions introduced in these works address this problem to some extent but not completely resolved [Berchtold et al., 1996, Böhm et al., 2001]. The X-tree (eXtended node tree) [Berchtold et al., 1996] gives more investigation for the optimization of overlap in the nodes of R-tree-based structures. The new investigation of the X-tree is two-fold. First, it introduces a new kind of internal node, so-called super-node. A super-node is similar to an internal node used in the R-tree-based structures except with a big capacity for containing its entries. Second, it introduces a new split procedure for optimizing the overlap of the hype-rectangles. The split procedure first tries to find an optimal split of the overflow node by using the same heuristic rules as presented in the R+-tree and R∗ -tree. If the obtained overlap is still high enough, the split procedure tries to find an overlap-free split relying on split history obtained previously. If the obtained split results in unbalance nodes (i.e. the difference in cardinality of each new node is high enough), the 127
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split procedure terminates without any available splits. In this case, the current node is extended to a super-node. The super-nodes again can be extended by one addition block if no available splits are found. Experiments showed the efficiency of the X-tree compared to R∗ -tree and TV-tree by up to two orders of magnitude in higher-dimensional space.



4.3



Clustering-based methods



The clustering-based indexing methods differ from the space-partitioning-based methods mainly in the step of tree construction. Instead of dividing the data using a hyper-plane, these methods employ a clustering method such as K-means and K-medoids to iteratively partition the underlying data into sub-clusters. The partitioning process is repeated until the size of every sub-cluster falls below a threshold. A tree-based structure is constructed to hierarchically represent the resulting sub-clusters at all levels of decomposition. Proximity search is often handled using a branch-and-bound algorithm. Table 4.2 briefly outlines the main characteristics of these methods. K-means clustering tree: One of the first clustering-based trees was reported by [Fukunaga and Narendra, 1975]. The proposed algorithm recursively divides all points in the dataset into smaller regions using the K-means clustering technique, and constructs a corresponding clustering tree. Each node p of the tree has the following parameters: {Sp , Mp , Np , rp } corresponding to the set of data points contained in p, the cluster center, the number of data points, and the farthest distance from Mp to an Xi ∈ Sp , respectively. The iterative clustering process terminates when the size of each obtained region falls below a threshold. Searching for k-nearest neighbors of a given query q is then proceeded by a branch-and-bound algorithm. Let Y be the current nearest neighbor of q, two following pruning rules are used to eliminate the branches too far from the query: • Rule 1: A node p will be not searched if d(q, Y ) + rp < d(q, Mp ) as illustrated in Figure 4.7 (a). • Rule 2: A point Xi ∈ Sp will not be the nearest neighbor of q if d(q, Y )+d(Xi , Mp ) < d(q, Mp ) as illustrated in Figure 4.7 (b). Experiment results demonstrate the efficiency of the proposed algorithm for a small dataset (1000 data points). Xi



Y: Current nearest neighbor to q Y



rp Mp



d(q,Mp)



d(Xi,Mp)



Y Mp
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Y: Current nearest neighbor to q



d(q,Mp)



q



(b)



Figure 4.7: Illustration of the rule 1 (a) and rule 2 (b) for tree pruning; (reproduced from [Fukunaga and Narendra, 1975])
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Muja and Lowe, 2012



129 O(n + m)



O(n)



O(n)



O(n)



Leibe et al., 2006



Muja and Lowe, 2009



O(n)



O(n)



Nister and Stewenius, 2006



Fukunaga and Narendra, 1975



Method



SIFT and SURF features, k ∈ {128, 64}



SIFT features, 31 billions records, k = 128



SIFT features, one million records, k = 128



SIFT features, one million images, k = 128



Table 4.2: Indexing methods based on clustering in d). Next, the hash functions are constructed by selecting l subsets, {gi }li=1 . Each is composed of k elements uniformly sampled with replacement from the set R = {1, 2, . . . , d0 } (i.e., the axes in the unary space). Each subset gi can be regarded as a hash function composing of k random lines: gi : X → U k



(4.5)



Equivalently, a hash function gi is composed of k LSH functions: gi (p) = {hi1 (p), hi2 (p), . . . , hik (p)}



(4.6)



where hit ∈ H. As there are l hash functions, l hash tables are created to store all the projected feature vectors. More precisely, given any data point x ∈ X 0 in d0 -dimensional space, the hash table Ti (1 ≤ i ≤ l) is constructed as follows: Ti = gi (x) = {hi1 (x), hi2 (x), . . . , hik (x)}
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(4.7)
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Jain and Doermann, 2012



Auclair, 2009



Lv et al., 2007



Panigrahy, 2006



Kulis and Grauman, 2009



Indyk and Motwani, 1998



Method



Table 4.3: Hashing-based indexing methods in 90%). Especially, in some applications where exact search is required, these algorithms give little or even no better search performance compared to the brute-force search. These arguments leave a room for advanced indexing algorithms. 141
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In this chapter, an attempt of bringing a new and efficient indexing algorithm in feature vector space is made. Particularly, a linked-node m-ary tree (LM-tree) indexing algorithm is presented, which works really well for both exact and approximate nearest neighbor search. The proposed indexing algorithm consists of three main parts, each of which is described as follows. First, a new polar-space-based method of data decomposition is presented to construct the LM-tree. The new decomposition method employs randomly two axes from a few axes having the highest variance of the underlying dataset to iteratively partition the data into m (m > 2) roughly equally sized subsets. This spirit is in contrast to many existing tree-based indexing algorithms, where only one axis is employed for the same purpose. Second, a novel pruning rule is proposed to efficiently narrow down the search space. Furthermore, the computation of the lower bounds is very simple, avoiding the overhead of complicated computation as often seen in many existing approaches. Finally, a bandwidth search method is introduced to explore the nodes of the LM-tree. Experimental results, applied to one million 128-dimensional SIFT features and 250000 960-dimensional GIST features, show that the proposed algorithm gives a significant improvement of search performance, compared to many state-of-the-art indexing algorithms. An additional application to image retrieval is also investigated to further demonstrate the efficiency of the proposed indexing scheme.



5.2



The proposed algorithm



The proposed indexing scheme is a tree-based structure, composing of three main components: constructing the LM-tree, doing exact nearest search with the LM-tree, and doing approximate nearest search with the LM-trees. The detail of each component is described in the following.



5.2.1



Construction of the LM-tree



Given a dataset X that is composed of N feature vectors in a D-dimensional space RD , we present, in this section, an indexing structure to index the dataset X while supporting an efficient proximity search. For a better presentation of our approach, we use the notation p as a point in the RD feature vector space, and pi as the ith component of p (1 ≤ i ≤ D). We also denote p = (pi1 , pi2 ) as a point in a 2D space. We adopted here the conclusion made in [Silpa-Anan and Hartley, 2008] about the use of PCA for aligning the data before constructing the LM-tree. This approach enables us to partition the data via the narrowest directions. In particular, the dataset X is translated to its centroid following a step of data rotation to make the coordinate axes aligned with the principal axes. Note that no dimension reduction is performed in this step. In fact, PCA analysis is used only to align the data. Next, the LM-tree is constructed by recursively partitioning the dataset X into m roughly equal-sized subsets. Next, we present the main steps of the LM-tree’s construction process with respect to the outline in Algorithm 2: • Sort the axes in decreasing order of variance, and choose randomly two axes, i1 and i2 , from the first L highest variance axes (L < D). 142
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• Project every point p ∈ X into the plane i1 ci2 , where c is the centroid of the set X, and then compute the corresponding angle: φ = arctan(pi1 − ci1 , pi2 − ci2 ). • Sort the angles {φt }nt=1 in increasing order (n = |X|), and then divide the angles into m disjointed sub-partitions: (0, φt1 ] ∪ (φt1 , φt2 ] ∪ . . . ∪ (φtm , 360], each of which contains roughly the same number of elements (e.g., the data points projected into the plane i1 ci2 ). • Partition the set X into m subsets {Xk }m k=1 corresponding to m angle sub-partitions obtained in the previous step. X2



X3 X1 X4



X6



X5



Figure 5.1: Illustration of the iterative process of data partitioning in an 2D space: the 1st partitioning is applied to the dataset X, and the 2nd partitioning is applied to the subset X6 (the branching factor m = 6). For each subset Xk , a new node Tk is constructed and then attached to its parent node, where we also store the following information: the split axes (i.e., i1 and i2 ), the split k k m centroid (ci1 , ci2 ), the split angles {φtk }m k=1 , and the split projected points {(pi1 , pi2 )}k=1 , where the point (pki1 , pki2 ) corresponds to the split angle φtk . For efficient access across these child nodes, a direct link is established between two adjacent nodes Tk and Tk+1 (1 ≤ k < m), and the last one Tm is linked to the first one T1 . Next, we repeat this partitioning process for each subset Xk that is associated with the child node Tk until the number of data points in each node falls below a pre-defined threshold Lmax . Figure 5.1 illustrates the first and second levels of the LM-tree construction with a branching factor of m = 6. It is worthwhile pointing out that each time that a partition proceeds, two axes are employed for dividing the data. This approach is in contrast to many existing tree-based indexing algorithms, where only one axis is employed to partition the data. Consequently, as argued in [Silpa-Anan and Hartley, 2008], considering a high-dimensional feature space, such as 128-dimensional SIFT features, the total number of axes that are involved in the tree construction is rather limited, making any pruning rules less-efficient, and the tree is less discriminative for later usage of searching. Naturally, the number of principal axes involved in partitioning the data is proportional to both the search efficiency and precision. 143
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Algorithm 2 LMTreeBuilding(X, m, L, Lmax ) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16: 17: 18: 19: 20: 21: 22: 23: 24: 25: 26: 27: 28: 29: 30: 31: 32: 33: 34:



Input: A dataset X ∈ RD , the branching factor (m), the number of highest variance axes to be selected (L), and the maximum number of data points in a leaf node (Lmax ). Output: The LM-tree of representing all the data points. A ← sort the axes in the decreasing order of variance t1 ← random(L) {select randomly a number in [1, L]} t2 ← random(L) {make sure that t1 6= t2 } i1 ← A[t1 ], i2 ← A[t2 ] {select two axes i1 and i2 } c ← compute the centroid of X i ← 1, n ← |X| {project every point p ∈ RD into the plane i1 ci2 to compute φi } while i ≤ n do p ← X[i] {for each point p ∈ X} φi = arctan(pi1 − ci1 , pi2 − ci2 ) {compute the corresponding angle w.r.t the selected axes i1 and i2 } i←i+1 end while B ← sort the angles φi in the increasing order ∆ ← n/m Xk ← ∅ {reset each subset Xk to empty (1 ≤ k ≤ m)} {start partitioning X into m equal-sized subsets {Xk }} for each p ∈ X do φp = arctan(pi1 − ci1 , pi2 − ci2 ) k←1 while k ≤ m do if φp ≤ B[k∆] then Xk ← Xk ∪ {p} {put p into a proper subset Xk } k ← m + 1 {break the loop} end if k ←k+1 end while end for {Recursively building the tree for each subset {Xk }} k←1 while k ≤ m do Tk ← construct a new node corresponding to Xk if |Xk | < Lmax then LMTreeBuilding(Xk , m, L, Lmax ) {recursive tree building for each subset Xk } end if end while
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5.2.2



Exact nearest neighbor search in the LM-tree



Exact nearest neighbor search in the LM-tree is proceeded by using a branch-and-bound algorithm. Given a query point q, we first project q into a new space by using the principal axes, which is similar to how we processed the LM-tree construction. Next, starting from the root, we traverse down the tree and we use the split information stored at each node to choose the best child node for further exploration. Particularly, given an internal node k k m u along with the corresponding split information {i1 , i2 , ci1 , ci2 , {φtk }m k=1 , {(pi1 , pi2 )}k=1 } which is already stored at u, we first compute an angle: φqu = arctan(qi1 − ci1 , qi2 − ci2 ). Next, a binary search is applied to the query angle φqu over the sequence {φtk }m k=1 to choose the child node of u that is closest to the query q for further exploration. This process continues until a leaf node is reached, followed by the partial distance search (PDS) [Cheng et al., 1984, McNames, 2001] to the points contained in the leaf. Backtracking is then invoked to explore the rest of the tree. Algorithm 3 outlines the main steps of this process. Algorithm 3 ENNSearch(u, q, distlb ) 1: Input: A pointer to a current node of the LM-tree (u), a query (q) and the current lower bound distance (distlb ) 2: Output: The exact nearest neighbor of q 3: if u is a leaf node then 4: {pbest , distbest } ← apply sequence search for the points contained in u 5: else 6: {i1 , i2 , c1 , c2 , {φtk }m k=1 } ← access split information stored at u 7: φqu = arctan(qi1 − c1 , qi2 − c2 ) 8: sk ← find a son sk of u where φqu is contained in (φtk−1 , φtk ] 9: ENNSearch(sk , q, distlb ) {explore sk first} 10: m ← the number of sons of u 11: Lord ← ∅ {construct an ordered list of visiting the nodes} 12: slef t ← sk , sright ← sk , i ← 1 13: while i ≤ m/2 do 14: Lord ← Lord ∪ move2lef t(slef t ) {get the adjacent node in the left} 15: Lord ← Lord ∪ move2right(sright ) {get the adjacent node in the right} 16: i←i+1 17: end while 18: for each node s in Lord do 19: {distnlb , qn } ← ComputeLB(s, q, distlb ) {update new lower bound and query} 20: if distnlb < distbest then 21: ENNSearch(s, qn , distnlb ) 22: end if 23: end for 24: end if 25: return pbest {the exact nearest neighbor of q} Each time when we are positioned at a node u, the lower bound is computed as the distance from the query q to the node u. If the lower bound is higher than the distance 145
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from q to the nearest point found so far, we can safely avoid exploring this node and proceed with other nodes. In this section, we present a novel rule for efficiently computing the lower bound. Our pruning rule was inspired by the work presented in the principal axis tree (PAT) [McNames, 2001]. PAT is a generalization of the KD-tree, where the page regions are hyper-polygons rather than hyper-rectangles, and the pruning rule is recursively computed based on the law of cosines. The drawbacks of the PAT’s pruning rule are the computational cost of the complexity (i.e., O(D)) and the inefficiency when working on a high-dimensional space because only one axis is employed at each partition. As our method of data decomposition (i.e., LMtree construction) is quite different from that of the KD-tree-based structures, we have developed a significant improvement of the pruning rule used in PAT. Particularly, we have incorporated two following major advantages for the proposed pruning rule: • The lower bound is computed as simple as in a 2D space, regardless of how large the dimensionality D is. Therefore, the time complexity is just O(2) instead of O(D) as in the case of PAT. • The magnitude of the proposed lower bound is significantly higher than that in PAT. This enables the proposed pruning rule to work efficiently.
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Figure 5.2: Illustration of the lower bound computation. We now come back to the description of computing the lower bound. Let u be the node in the LM-tree at which we are positioned, let Tk be one of the children of u that is going to be searched, and let pk = (pki1 , pki2 ) be the k th split point, which corresponds to the child node Tk (see Figure 5.2). The lower bound LB(q, Tk ), from q to Tk , is recursively computed from LB(q, u). The main steps of this process are as follows (i.e., Algorithm 4): • Compute the angles: α1 = ∠qcpk and α2 = ∠qcpk+1 , where q = (qi1 , qi2 ) and c = (ci1 , ci2 ). 146
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• If one of two angles α1 and α2 is smaller than 900 , then we have the following fact due to the rule of cosines [McNames, 2001]: d(q, x)2 ≥ d(q, h)2 + d(h, x)2



(5.1)



where x is any point in the region of Tk , and h = (hi1 , hi2 ) is the projection of q on the line cpk or cpk+1 , while accounting for α1 ≤ α2 or α1 > α2 , and d(h, x) is the Euclidean distance between two points. Then, we apply the rule of computing the lower bound in PAT in an 2D space as follows: LB 2 (q, Tk ) ← LB 2 (q, u) + d(q, h)2



(5.2)



Next, we treat the point h = (q1 , q2 , . . . , hi1 , . . . , hi2 , . . . , qD−1 , qD ) in place of q by the means of lower bound computation for the descendant of Tk . • If both angles, α1 and α2 , are higher than 900 (e.g., the point q2 in Figure 5.2), we have a more restricted rule as follows: d(q, x)2 ≥ d(q, c)2 + d(c, x)2



(5.3)



Therefore, the lower bound is easily computed as: LB 2 (q, Tk ) ← LB 2 (q, u) + d(q, c)2



(5.4)



Again, we treat the point c = (q1 , q2 , . . . , ci1 , . . . , ci2 , . . . , qD−1 , qD ) in place of q by the means of lower bound computation for the descendant of Tk . As the lower bound LB(q, Tk ) is recursively computed from LB(q, u), an initial value must be set for the lower bound at the root node. Obviously, we set LB(q, root) = 0. It is also noted that when the point q is fully contained in the region of Tk , no computation of the lower bound is required. Therefore: LB(q, Tk ) ← LB(q, u).



5.2.3



Approximate nearest neighbor search in the LM-tree



Approximate nearest neighbor search is proceeded by constructing multiple randomized LM-trees to account for different viewpoints of the data. To achieve the optimized utilization of memory space, the data points are stored in a common buffer, while the leaf nodes of the trees contain the indexes to these actual data points. The idea of using multiple randomized trees for ANN search was originally presented in [Silpa-Anan and Hartley, 2008], where the authors proposed to construct multiple randomized KD-trees. This technique was then incorporated with the priority search and successfully used in many other treebased structures [Muja and Lowe, 2009], [Muja and Lowe, 2012]. Although the priority search was shown to give better search performance, it is certainly subjected to a high computational cost because the process of maintaining a priority queue during the online search is rather expensive. Here, we exploit the advantages of using multiple randomized LM-trees but without using the priority queue. The basic idea is to restrict the search space to the branches 147
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Algorithm 4 ComputeLB(u, q, distlb ) 1: Input: A pointer to a node of the LM-tree (u), a query (q) and the current lower bound distance (distlb ) 2: Output: New lower bound (distnlb ) and new query point (qn ) 3: pu ← get the parent node of u 4: {i1 , i2 , c1 , c2 } ← access split information stored at pu 5: αmin ← min{α1 , α2 } {see explanation of α1 and α2 in the text} 6: qn ← q 7: if αmin ≤ 900 then 8: h ← projection of q on the split axis {see explanation in the text} 9: qn [i1 ] ← hi1 {update the new query at the coordinates i1 and i2 } 10: qn [i2 ] ← hi2 11: distnlb ← distlb + (qi1 − hi1 )2 + (qi2 − hi2 )2 {update the new lower bound distance} 12: else 13: qn [i1 ] ← ci1 {update the new query based on the centroid} 14: qn [i2 ] ← ci2 15: distnlb ← distlb + (qi1 − ci1 )2 + (qi2 − ci2 )2 {update the new lower bound distance} 16: end if 17: return {distnlb , qn }



that are not very far from the considering path. In this way, we introduce a specific search procedure, so-called bandwidth search, which proceeds by setting a search bandwidth to every intermediate node of the ongoing path. Particularly, let P = {u1 , u2 , . . . , ur } be a considering path obtained by traversing down a single LM-tree, where u1 is the root node and ur is the current node of the path. The proposed bandwidth search indicates that for each intermediate node ui of P (1 ≤ i ≤ r), every sibling node of ui at a distance of b + 1 nodes (1 ≤ b < m/2) on both sides from ui does not need to be searched. The value b is called search bandwidth. Taking one example as shown in Figure 5.3, where X6 is an intermediate node on the considering path P , then only X1 and X5 are candidates for further inspection given a search bandwidth of b = 1. There is a notable point that when the projected query q is too close to the projected centroid c, all of the sibling nodes of ui should be inspected as in the case of an ENN search. Particularly, this scenario occurs at a certain node ui if d(q, c) ≤ Dmed , where Dmed is the median value of the distances between c and all of the projected data points that are associated with ui , and  is a tolerance radius parameter. In addition, in order to obtain a varying range of the search precision, we would need a parameter Emax for the maximum data points to be searched on a single LM-tree. Algorithm 5 outlines the flowchart of our bandwidth search process. As we are designing an efficient solution dedicated to an ANN search, it would make sense to use an approximate pruning rule rather than an exact rule. Particularly, we have used only formula (5.4) as an approximate pruning rule. This adaption offers two favourable features. First, it reduces much of the computational cost. Recall that rule (5.4) requires the computation of d(q, c) in a 2D space, where point c has been already computed during the offline tree construction. The computation of this rule is thus very 148
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X2 X3 X1 c X4 q X5 X6



Figure 5.3: Illustration of our bandwidth search with b = 1: X6 is an intermediate node of the considering path, and its adjacent sibling nodes, X1 and X5 , will also be searched; if q is too close to the centroid (e.g., inside the circle for the case of X6 ), then all of the sibling nodes of X6 will be searched. efficient. Second, it also ensures that a larger fraction of nodes will be inspected but few of them would be actually searched after checking the lower bound. In this way, it increases the chance of reaching the true nodes that are closest to the query. More generally, we have adapted formula (5.4) as follows: LB 2 (q, Tk ) ← κ · (LB 2 (q, u) + d(q, c)2 )



(5.5)



where κ ≥ 1 is the pruning factor that controls the rate of pruning the branches in the trees. This factor can be adaptively estimated during the tree construction given a specific precision and a specific dataset. However, we have set this value as κ = 2.5 and we show, in our experiments, that it is possible to achieve satisfactory search performance on many datasets. Algorithm 6 sketches the basic steps of computing the approximate pruning rule.



5.3



Experimental results



We evaluated our system versus several representative fast proximity search systems in the literature, including randomized KD-trees (RKD-trees) [Silpa-Anan and Hartley, 2008] that use the priority search implementation in [Muja and Lowe, 2009], hierarchical Kmeans tree (K-means tree) [Muja and Lowe, 2009], randomized K-medoids clustering trees (RC-trees) [Muja and Lowe, 2012], and the multi-probe LSH algorithm [Lv et al., 2007]. These indexing systems were well-implemented and widely used in the literature thanks to the open source FLANN library1 . The source code of our system is also publicly available at this address2 . Note that the partial distance search was implemented in these systems 1 2



http://www.cs.ubc.ca/ mariusm/index.php/FLANN/FLANN https://sites.google.com/site/ptalmtree/
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Algorithm 5 ANNSearch(u, q, distlb , Emax , , κ, b) 1: Input: A pointer to a current node of the LM-tree (u), a query (q), the current lower bound distance (distlb ), and the 4 parameters Emax , , κ, and b. 2: Output: The approximate nearest neighbor of q 3: if u is a leaf node then 4: {pbest , distbest } ← apply sequence search for the points contained in u 5: else 6: {i1 , i2 , c1 , c2 , Dmed , {φtk }m k=1 } ← access split information stored at u 7: φqu = arctan(qi1 − c1 , qi2 − c2 ) 8: sk ← find a son sk of u where φqu is contained in (φtk−1 , φtk ] 9: ANNSearch(sk , q, distlb , Emax , , κ, b) {explore sk first} 10: m ← the number of sons of u 11: dist ← (qi1 − c1 )2 + (qi2 − c2 )2 12: mbd ← b {compute the search bandwidth} 13: if dist < (Dmed )2 then 14: mbd ← m/2 15: end if 16: Lord ← ∅ {construct an ordered list of visiting the nodes} 17: slef t ← sk , sright ← sk 18: i←1 19: while i ≤ mbd do 20: Lord ← Lord ∪ move2lef t(slef t ) {get the adjacent node in the left} 21: Lord ← Lord ∪ move2right(sright ) {get the adjacent node in the right} 22: i←i+1 23: end while 24: for each node s in Lord do 25: {distnlb , qn } ← ComputeLB_ANN(s, q, distlb , κ) {compute the lower bound} 26: if distnlb < distbest then 27: ANNSearch(s, qn , distnlb , Emax , , κ, b) 28: end if 29: end for 30: end if 31: return pbest {the approximate nearest neighbor of q} Algorithm 6 ComputeLB_ANN(u, q, distlb , κ) 1: Input: A pointer to a node of the LM-tree (u), a query (q), the current lower bound distance (distlb ) and the pruning factor (κ) 2: Output: New (approximate) lower bound (distnlb ) and new query point (qn ) 3: pu ← get the parent node of u 4: {i1 , i2 , c1 , c2 } ← access split information stored at pu 5: qn ← q 6: qn [i1 ] ← ci1 {update the new query at the coordinates i1 and i2 } 7: qn [i2 ] ← ci2 8: distnlb ← distlb + κ · ((qi1 − ci1 )2 + (qi2 − ci2 )2 ) {update the new lower bound distance} 9: return {distnlb , qn } 150
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in order to improve the efficiency of the sequence search at the leaf nodes. Two datasets, ANN_SIFT1M and ANN_GIST1M [Jégou et al., 2011], were used for all of the experiments. The ANN_SIFT1M dataset contains a database of one million 128-dimensional SIFT features and a test set of 5000 SIFT features, while the ANN_GIST1M dataset is composed of a database of one million 960-dimensional GIST features and a test set of 1000 GIST features. Because the dimensionality of the GIST feature is very high and our computer configuration is limited (i.e., Windows XP, 2.4G RAM), we were not able to load the full ANN_GIST1M dataset into memory. Consequently, we have used 250000 GIST features for search evaluation. Following the convention of the evaluation protocol used in the literature [Beis and Lowe, 1997], [Muja and Lowe, 2009], [Muja and Lowe, 2012], we computed the search precision and search time as the average measures obtained by running 1000 queries taken from the test sets of the two datasets. To make the results independent on the machine and software configuration, the speedup factor is computed relative to the brute-force search. The details of our experiments are presented in this section.



5.3.1



ENN search evaluation



For ENN search, we use a single LM-tree and set the parameters that are involved in the LM-tree as follows: Lmax = 10, L = 2, and m ∈ {6, 7} with respect to the GIST and SIFT datasets (see section 5.2.1). By setting L = 2, we choose exactly the two highest variance axes at each level of the tree for data partitioning. We compared the performance of the ENN search of the following systems: the proposed LM-tree, the KD-tree, and the hierarchical K-means tree. Figure 5.4(a) shows the speedup over the brute-force search for the three systems, when applied to the SIFT datasets with different sizes. We can note that the LM-tree outperforms the other two systems on all of the tests. Figure 5.4(b) presents the search performance for the three systems for the GIST features. The proposed LM-tree again outperforms the others and even performs far better than the SIFT features. Taking the test where #P oints = 150000 on Figure 5.4(b), for example, the LM-tree gives a speedup of 17.2, the KD-tree gives a speedup of 3.53, and the K-means tree gives a speedup of 1.42 over the brute-force search. These results confirm the efficiency of the LM-tree for the ENN search relative to the two baseline systems.



5.3.2



ANN search evaluation



For the ANN search, we adopted here the benefit of using multiple randomized trees, which were successfully used in the previous works of [Silpa-Anan and Hartley, 2008] and [Muja and Lowe, 2012]. Hence, we set the required parameters as follows: Lmax = 10, L = 8, b = 1, and m ∈ {6, 7}. By setting L = 8, we choose randomly two axes from the eight highest variance axes at each level of the tree for data partitioning. In addition, the parameter b = 1 indicates that our bandwidth search process visits three adjacent nodes (including the node in question) at each level of the LM-tree. Four systems participated in this evaluation, including the proposed LM-trees, RKD-trees, RC-trees, and K-means tree. Following the conclusion made in [Muja and Lowe, 2012] about the optimal number of parallel trees for ANN search, we used 8 parallel trees in the first three systems as the search precision is expected to be high (> 70%) in our experiments. It is worth explaining 151
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Figure 5.4: Exact search performance for the SIFT (a) and GIST (b) features. a bit the meaning of the search precision in our context. For 1-NN ANN search, the search precision is computed as the ratio of the number of exact answers to the number of queries. In our experiments, we performed 1000 queries for each test and if one system achieves a precision of 90% implying that it produces 900 exact answers out of 1000 queries. It is also noted that we used a single tree for the K-means tree indexing algorithm because it was shown in [Muja and Lowe, 2009] that the use of multiple K-means trees does not give better search performance. For all of the systems, the parameters Emax and  (i.e., the LM-tree) are varied to obtain a wide range of search precision. Approximate search performance for 200K GIST features
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Figure 5.5: Approximate search performance for the SIFT (a) and GIST (b) features. Figure 5.5(a) shows the search speedup versus the search precision of the four systems 152
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for 1 million SIFT features. As can be seen, the proposed LM-trees algorithm gives significantly better search performance everywhere compared with the other systems. When considering the search precision of 95%, for example, the speedups over a brute-force search of the LM-trees, RKD-trees, RC-trees, and K-means tree are 167.7, 108.4, 122.4, and 114.5, respectively. To make it comparable with the multi-probe LSH indexing algorithm, we converted the real SIFT features to the binary vectors and tried several parameter settings (i.e., the number of hash tables, the number of multi-probe levels, and the length of the hash key) to obtain the best search performance. However, the result obtained on one million SIFT vectors is rather limited. Taking the search precision of 74.7%, for example, the speedup over a brute-force search (using Hamming distance) is only 1.5. Figure 5.5(b) shows the search performance of all of the systems for 200000 GIST features. Again, the LM-trees algorithm clearly outperforms the others and tends to perform much better than the SIFT features. The RC-trees algorithm also works reasonably well, while the RKD-trees and K-means tree work poorly for this dataset. Considering the search precision of 90%, for example, the speedups over a brute-force search of the LMtrees, RKD-trees, RC-trees, and K-means tree are 113.5, 15.0, 45.2, and 21.2, respectively. Approximate search performance for SIFT datasets with different sizes
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Figure 5.6: ANN search performance as a function of the dataset size: (a) the SIFT datasets (search precision = 96%); (b) the GIST datasets (search precision = 95%). In Figure 5.6, we present the ANN search performance of the four systems as a function of the dataset size. For this purpose, the search precision is set to a rather high degree, especially at 96% and 95% for the SIFT and GIST features, respectively. This time, the LM-trees algorithm still gives a substantially better search performance than the others and tends to perform quite well, considering the increase in the dataset size. For the SIFT features, the RC-trees algorithm works reasonably well, except for the point where #P oints = 800K, at which its search performance is noticeably degraded. It is also noted that the speedups of the RKD-trees and K-means tree for the GIST features are quite low, even lower than the speedup of the LM-tree for the ENN search (see Figure 5.4(b)). Three crucial factors explain these outstanding results of the LM-trees. First, the 153
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use of the two highest variance axes for data partitioning in the LM-tree gives a more discriminative representation of the data in comparison to the common use of the sole highest variance axis as in the literature. Second, by using the approximate pruning rule, a larger fraction of nodes will be inspected, but many of them would be eliminated after checking the lower bound. In this way, the number of data points that will be actually searched, is retained under the pre-defined threshold Emax , while covering a larger number of inspected nodes, and thus increasing the chance of reaching the true nodes that are closest to the query. Finally, the use of bandwidth search gives much benefit in terms of the computational cost, compared to the priority search that is used in the baseline indexing systems. The last experiment is presented on Figure 5.7 to evaluate the distance error (i.e., error ratio) of the approximate answers to the exact ones. By approximate nearest neighbor search, it means that not all the answers are the exact ones. More precisely, the quality of approximate nearest neighbor search is evaluated by two metrics: the search precision and the distance error ratio. Taking the search precision of 95% provided by one indexing system, for instance, implies that the system produces 950 exact answers out of 1000 queries (e.g., considering a test of 1000 queries). It also tells us that there are 50 answers which are not the exact ones but the approximate nearest neighbors. The quality of these approximate answers are evaluated by the distance error ratio to the exact ones. [Gionis et al., 1999] defined the distance error ratio as follows: Q



disterr



1 X dist(pi , qi ) = Q dist(p∗i , qi )



(5.6)



i=1



where pi is the approximate answer of the query qi , whereas p∗i is the exact nearest neighbor of qi , and dist(, ) is the Euclidean distance between two points. Figure 5.7 shows the distance error ratio with respect to the increase of search precision of all the systems for the SIFT and GIST features. For both cases, although the proposed system does not always perform best, the distance error ration is quite low, especially for the GIST features. On average, the distance error ratios of the proposed system are 1.0414 and 1.0193 for the SIFT and GIST features, respectively. In other words, the approximate answers given by the proposed system are, on average, located on the hyper-spheres with the radii of 4.1% and 1.9% higher than that of the exact nearest neighbors for the SIFT and GIST features, respectively.



5.3.3



Parameter tuning



In this section, we study the effects of the parameters that are involved in the LMtree on the search performance. Two types of parameters are concerned in the LM-tree: static and dynamic parameters. The static parameters are those that are involved in the offline phase of building the LM-tree, including the maximum number of data points at a leaf node (Lmax ), the number of axes having the highest variance (L), and the branching factor (m). The dynamic parameters are used in the online phase of searching, including the search bandwidth (b), the maximum number of data points to be searched in a single LM-tree (Emax ), the pruning factor (κ = 2.5), and the tolerance radius . For the static 154
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Figure 5.7: Evaluation of distance error ratio for ANN search applied to SIFT (a) and GIST (b) features. parameters, our investigation, obtained on the experiments performed so far, has shown that they produce a negligible effect on the search performance provided an appropriate setting of the dynamic parameters. Specifically, it was found that the following settings for the static parameters often lead to relatively good search performance: Lmax = 10, L = 8, and m ∈ {6, 7}. As a rule of thumb, the branching factor m should be high for a largescale dataset and vice versa. The dynamic parameters (Emax , , b) are used to achieve a given specific search precision. They are thus treated as precision-driven parameters. This implies that given a specific precision P (0% ≤ P ≤ 100%), we can design a method to determine automatically the optimized settings for these parameters to achieve the best search time. The basic idea is that given a specific setting of b and , the parameter Emax is estimated by using a binary search. This approach enables the method to work very efficiently. In our case, we have set the parameter b to 1 and designed the following procedure to estimate the optimized setting for Emax and : • Step 1: Sample the parameter  into discrete values: {0 , 0 + ∆, . . . , 0 + l∆}. In our implementation, we set: 0 = 0, ∆ = 0.04, l = 20. • Step 2: For each value i = 0 + i∆ (0 ≤ i ≤ l): – Step 2(a): Estimate an initial value for Emax by running the approximate search procedure without consideration of the parameter Emax . In this way, the search procedure terminates early with respect to the current settings of i and b. Assume Q be the number of searched points during this process. – Step 2(b): Compute the precision Pi and speedup Si by using the groundtruth information. If Pi < P , then proceed with a new value of i+1 and go to Step 2(a). Otherwise, go to Step 2(c). 155
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– Step 2(c): If Pi ≥ P , we apply a binary search to find the optimized value of Emax in the range of [0, Q]. Particularly, we first set Emax = Q/2 and run the approximate search procedure. Next, the search range is updated as either [0, Q2 ] or [ Q2 , Q] taking into account that Pi > P or Pi ≤ P . This process continues until the search range is unit-length. – Step 2(d): Update the best speedup, the parameter i , and the optimized parameter Emax obtained from Step 2(c). Proceed with a new value of i+1 and go to Step 2(a) to find the better solution. • Step 3: Return the parameters i and Emax , corresponding to the best speedup found so far. The rationale of setting the parameter b to 1 was inspired from the work of multi-probe LSH [Lv et al., 2007]. When using the two highest variance axes for partitioning the data, two close points can be divided into two adjacent bins. It is thus necessary to have a look at the adjacent bins while exploring the tree. Our experiments have revealed that the parameter b = 1 is often a good setting for obtaining satisfactory search performance. Affect of pruning factor (K) on search performance 450
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Figure 5.8: Search performance as a function of the pruning factor: precision is set to 95%, 90%, and 80% for both the SIFT and GIST features. Figure 5.8 shows the search performance as a function of the pruning factor κ. In this experiment, we study the effect of κ for a wide range of search precision. For this purpose, the precision is set to 95%, 90%, and 80% for both the SIFT and GIST features. It can be seen that for both types of features, the speedup increases strongly with respect to the increase in κ to a certain extent. For example, taking the curve that corresponds to the precision P = 90% for the SIFT features, the speedup starts to decrease for κ ≥ 3.5. Figure 5.8 also reveals that when increasing κ, we achieve much of the speedup for low precision 156
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(P = 80%) compared with that for higher precision (P ≥ 90%). This relationship is referred to as the problem of over-pruning because a large number of branches has been eliminated as κ increases. Hence, the search process would miss some true answers. Fortunately, this matter can be resolved by using a cross-validation process [Muja and Lowe, 2009] during the tree construction to adaptively select an appropriate value for κ, when provided a specific precision and dataset. However, we have not employed this approach here, and we set κ = 2.5 for all of our experiments.



5.4



Application to image retrieval



In this section, an application to image retrieval is investigated using the proposed LM-tree indexing scheme. We carry out here a classical approach composing of three main steps: feature extraction, indexing, and retrieval. For this purpose, we selected a wide corpus set3 of historical books containing ornamental graphics. The dataset, called "Lettrine", is composed of 23062 isolated graphical images that were extracted from old documents. Some examples of the drop caps in this dataset are shown in Figure 5.9.



Figure 5.9: Several example images of ornamental drop caps in the dataset. Our challenge here is to prove that the proposed LM-tree indexing algorithm can be used in the context of a CBIR system. Hence, for the first step of feature extraction, we selected the GIST feature as it is a commonly used descriptor in the literature for image retrieval [Oliva and Torralba, 2001]. The GIST descriptor comprises a set of perceptual properties that represent the dominant spatial structure of a scene such as naturalness, openness, roughness, expansion, and ruggedness. The GIST descriptor has been widely used in the literature [Kulis and Grauman, 2009, Jégou et al., 2011] on image retrieval, scene recognition and classification because of its distinctiveness and efficiency. We used the original implementation of the 512-dimensional GIST descriptor that was provided by the authors at this address4 . In order to use the GIST descriptor for image matching and retrieval, it is necessary to normalize the image size. This action was already addressed in the GIST descriptor’s implementation by centering, cropping and resizing the image such that the normalized image preserves the size ratio of the original image. In our experiments, the common size 3 4



http://www.bvh.univ-tours.fr/ http://people.csail.mit.edu/torralba/code/spatialenvelope/
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for normalization is set to 256 × 256. Among the 23062 ornamental graphics, 500 images were included in the query set, and the remaining served as the database set. Next, the GIST features are computed once for all of the images in an offline phase. In the second step, all of the database GIST features are indexed by using our LM-tree algorithm. As this application is dedicated to the image retrieval domain, the main goal here is to illustrate that the system can produce sufficiently relevant results with a critical constraint of fast processing time. Therefore, it makes sense to apply an ANN indexing algorithm rather than the ENN method. Here, we keep the same parameter settings for the LM-trees as before. In other words, we used 8 parallel LM-trees, and each of which is associated with the same parameter configuration, as follows: Lmax = 10, L = 8, b = 1, and m = 6. For performance evaluation, it would be interesting to use standard evaluation metrics such as precision and recall. However, because there is no groundtruth information that is included in this dataset, the use of precision and recall is not possible. Instead, we used an alternative metric to quantify the retrieval performance of our system. This metric was introduced in [Kulis and Grauman, 2009] for the same purpose as ours. Its basic idea is to measure how well a retrieval system can approximate an ideal linear scan (i.e., a bruteforce search). Specifically, we computed the fraction of the common answers between our retrieval system and the ideal linear scan to the number of answers of our system. Figure 5.10 (a) quantitatively shows how well our retrieval system approaches the ideal linear scan. These quantitative results are computed using the top 1, 5, 10, 15, 20, and 25 ranked nearest neighbors (NNs) of our system. To have a more detailed analysis of the results, we can derive hereafter several key remarks: • For the top 5-NNs of the LM-trees, 93.1% of the time, the retrieved answers are covered by that of the top 15-NNs of the ideal linear scan. • For the top 15-NNs of the LM-trees, 80.6% of the time, the retrieved answers are covered by that of the top 30-NNs of the ideal linear scan. • For the top 25-NNs of the LM-trees, 74.4% of the time, the retrieved answers are covered by that of the top 50-NNs of the ideal linear scan. The results presented in Figure 5.10 (a) quantitatively show the quality of our retrieval system, which can be regarded as a function of search precision over recall. Furthermore, we want to measure how fast the system is with respect to these results. For this purpose, Figure 5.10 (b) shows the speedup of our system relative to the ideal linear scan. In this test, both of the systems are evaluated by using the same parameter k for the number of nearest neighbors. For more detail, we extract hereafter several key results of our system: • The 5-NNs LM-trees achieved a speedup factor of 113.8 relative to the 5-NNs ideal linear scan, given a precision of 88.1%. • The 15-NNs LM-trees achieved a speedup factor of 92.8 relative to the 15-NNs ideal linear scan, given a precision of 80.1%. • The 50-NNs LM-trees achieved a speedup factor of 78.2 relative to the 50-NNs ideal linear scan, given a precision of 67.1%. 158
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Figure 5.10: Search quality of the k-NN LM-trees (a), and search quality versus speedup of the k-NN LM-trees (b). With regard to the results presented in Figure 5.10 (b), we report in Table 5.1 the absolute search time (ms) and the fraction of searched points for the case of the 5-NNs LM-trees, which were averaged over the 500 queries. Taking a search precision of 73.9% for example, our system must explore 0.78% of the whole database and takes only 0.3 (ms) to return the top 5-NN answers. Table 5.1: Report of search time and fraction of searched points for the 5-NN LM-trees. Search precision (%) Performance 59.9 61.8 68.1 73.9 78.6 88.1 96.5 Search fraction (%) 0.27 0.32 0.52 0.78 1.17 2.45 6.21 Mean search time (ms) 0.24 0.25 0.26 0.30 0.36 0.38 0.60 Figure 5.11 shows some examples of our retrieval results in comparison with the ideal linear scan. These retrieval results are obtained using the 5-NN LM-trees that are associated with the precision of 78.6% (see Table 5.1).



5.5



Discussion



In this chapter, a novel and efficient indexing algorithm in feature vector space has been presented. Three main features are attributed to the proposed LM-tree. First, a new polar-space-based method of data decomposition has been presented to construct the LM-tree. This new decomposition method differs from the existing methods in the literature in that the two highest variance axes of the underlying dataset are employed to iteratively partition the data. Second, a novel pruning rule is proposed to quickly eliminate the search paths that are unlikely to contain good candidates of the nearest 159
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Figure 5.11: Few examples of the retrieval results: for each query in the left, the top ranked 5-NNs are showed for the ideal linear scan (the top row) and our LM-trees (the bottom row). neighbors. Furthermore, the lower bounds are easily computed, as if the data were in 2D space, regardless of how high the dimensionality is. Finally, a bandwidth search method is presented to explore the nodes of the LM-tree. Its basic idea is inspired by the fact that only a limited number of relevant bins are searched to avoid the overhead of complexity. The proposed LM-tree has been validated on one million SIFT features and 250000 GIST features, demonstrating that it works very well for both ENN and ANN search, compared to the state-of-the-art indexing algorithms, including randomized KD-trees, hierarchical K-means tree, randomized clustering trees, and the multi-probe LHS scheme. For further improvements to this work, more experiments on binary features (e.g., BRIEF [Calonder et al., 2010], ORB [Rublee et al., 2011]) would be interesting to evaluate the proposed LM-tree. Dynamic insertion and deletion of the data points in the LM-tree would be also investigated to make the system adaptive to dynamic changes in the data. Automatic parameter tuning using cross-validation approach could be also integrated to make the system more robust and well-fitting to specific datasets. The use of many high variance axes (e.g., more than two) could be considered to study the new behaviors of the system. In addition to these open works, the study of designing an indexing system, which can work on the data stored on an external disk, will be investigated to deal with extremely large datasets in which they are often not fully loaded into the main memory.
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Conclusions In this chapter, we summarize the main contributions of this dissertation for junction detection in line-drawing images and feature indexing in high-dimensional feature vector space. The favourable features and the shortcomings of the two contributions are carefully discussed. Possible lines of future research for each of these contributions are also given.



Beginning with the chapter 1, we have provided the description of the state-of-the-art methods for junction detection. The merits and limitations of each method are discussed in detail. The connections among these methods are studied to establish potential links to our contribution on junction detection. Based on the discussion of the existing approaches for junction detection, a novel approach is presented in chapter 2 for robust and accurate junction detection and characterization in line-drawing images. The proposed approach has been evaluated through extensive experiments in which we achieved better results compared to other baseline methods. Besides, the computation complexity of the proposed system has been analyzed from the theoretical point of view, showing that its complexity is essentially linear to the image size. An application of symbol localization has been also investigated, confirming very good results in terms of both detection rate and efficiency. In short, the proposed approach has the following major features: • Junction distortion avoidance: The problem of junction distortion is avoided by completely removing all distorted zones from foreground. For this purpose, an efficient algorithm is presented to detect and remove crossing regions. In this way, the proposed approach works on the remaining line segments only. • Accurate junction detection: A new algorithm based on linear least square technique is presented to correctly determine local scales (or regions of support) of every median point. Junction localization is achieved by a novel optimization algorithm which analyzes the local structure relations among the characterized line segments to produce precise junction detection. 161
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• Multiple junction detection: The proposed approach can deal with the problem of multiple detection of junction points for a given complicated crossing zone. This was accomplished by iteratively clustering the incident branches into different groups, each of which forms an optimized location of the junction. • Efficiency: Computation complexity for the whole process of junction detection is O(M N + k 2 S) where M, N are the dimensions of input image, S is the number of median points, and k is a small constant value. In addition, the detected junctions are characterized, classified, and matched in very efficient way that makes them suitable to deal with high complexity problems such as image indexing, symbol recognition, and symbol spotting. • Robustness: The junction detector is stable to common transformations such as rotation, scaling, translation, and can resist a satisfactory level of degradation/noise. Furthermore, the proposed approach requires no prior knowledge about document content and is independent on any vectorization systems. • Usefulness: The detected junctions can be used to address different applications of symbol localization and spotting, vectorization, and engineering document retrieval. As the junction detector is robust and accurate, the information of the detected junctions can be used to support different tasks including junction matching, geometry consistency checking, and primitive detection. Such favourable features are highly expected to address the time-critical applications. In addition to these positive characteristics, we are also aware of several shortcomings of the proposed approach. First, as this approach is dedicated to working with line-like primitives, its performance would be degraded if applying to filled-shape objects, such as logo images. The reason is due to the fact that median lines are not an appropriate means for representing these filled shapes. For the filled shapes, as the local line-thickness at each crossing zone is often high, a large part of median lines is eliminated around the crossing zones. For this reason, we have not enough information to reconstruct the junctions. Second, although we have improved the stage of region of support determination to make it more robust to the digitalization effect, the step of dominant point detection is still dependent on the threshold of deciding a low curvature point. Furthermore, the junction optimization process could lead to some difficulties in correctly interpreting the junction position as originally produced by craftsmen. However, although this point is valid for some specific domains of exact line-drawing representation, such as vectorization, we are interested in detecting local features that would be useful to addressing the problem of large-scale document indexing and retrieval. In this sense, a low rate of false positives in the final results is not problematic. To promote the evaluation of this work, the source code and demonstration of the symbol localization application are publicly available at this address5 . Furthermore, several potential directions of research have planned for improvement of this work: • It can be noted that the junction optimization algorithm is dependent on the detection of junction candidates. Any false detections of the junction candidates could 5
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result in the false acceptance of the final junctions. A potential solution for this matter would probably rely on the context information. By incorporating some null hypothesis H0 of the underlying context information, the powerful a contrario detection theory [Desolneux et al., 2000] can be applied to justify the meaningfulness of a given detected junction. That means, a junction is meaningful if it is unlikely to occur at random under the hypothesis H0 . For instance, a successful application of this theory for detecting the junctions in natural images was presented in [Xia, 2011]. • To this end, the evaluation protocol applied to the junction detectors is detectordependent. Different evaluation metrics and protocols shall be used to study the behavior of the proposed junction detector. It would be also interesting to evaluate the junction detectors using some datasets provided with semantic groundtruth such as the BSDS benchmark presented in [Maire et al., 2008]. • Junction characterization has been addressed in our work as a natural benefit of the junction optimization process. It has several favourable properties of simplicity, distinctiveness, scale invariant, and low dimensionality. However, this characterization is not shift invariant (i.e., it depends on the selection of the start junction arm). Therefore, further works to address these points would make the whole system completely robust. Besides, the idea of employing an off-the-shelf local descriptor in the CV field would be also interesting to characterize the junctions. Regarding the second contribution of this dissertation about feature indexing, we first provided, in chapter 4, a deep review of the state-of-the-art methods for feature indexing in high-dimensional feature vector space. The main ideas, favourable features, and shortcomings of each method are thoroughly studied. We also give our subjection remarks for these methods and highlight the need of an advanced contribution for efficiently indexing the feature vectors. Following the conclusions derived from the discussion of the existing indexing methods, a new contribution for feature indexing in high-dimensional feature vector space has been presented in chapter 5. The proposed algorithm, called linked-node m-ary tree (LM-tree), has many desirable features that make it different from all the existing methods. Followings are three main advancements attributed to the proposed LM-tree. • A new polar-space-based method for data decomposition has been presented to construct the LM-tree. This new decomposition method differs from the existing methods in that two axes are randomly selected from a few axes that have the highest variance of the underlying dataset to iteratively partition the data. • An efficient pruning rule is proposed to eliminate the search paths that are unlikely to contain the true answers. Furthermore, the lower bounds are easily computed, as if the data were in 2D space, regardless of how high the dimensionality is. • A bandwidth search method is introduced to explore the nodes of the LM-tree. Its basic idea is inspired by the fact that searching at multiple adjacent bins gives a good chance of reaching the true answers, while reducing the computational overhead. Like this, it makes unnecessary the expensive computations of finding the best bins that is a matter of the priority search technique [Beis and Lowe, 1997]. 163
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The proposed LM-tree has been validated on a wide corpus dataset composing of one million SIFT features and 250000 GIST features, demonstrating that the proposed algorithm gives a significant improvement of search performance, compared to the state-of-the-art indexing algorithms, including randomized KD-trees, hierarchical K-means tree, randomized clustering trees, and multi-probe LHS scheme. To further confirm the efficiency the proposed indexing algorithm, an additional application to image retrieval was developed using a wide corpus set of historical books containing ornamental graphics. Performance evaluation has been reported, showing that the LM-tree indexing algorithm is very timeefficient. At last, the source code of this contribution is also made available for the interest of researchers at this address6 . Notwithstanding the obtained results are interesting, we realize that many different lines of researches for this work are still possible. Followings are several improvements planned in the future work. • To this end, the proposed LM-tree is a balance but static tree. That said, our indexing algorithm would not work for the cases where the data are dynamically changed over time. Accordingly, dynamic insertion and deletion of the data points in the LM-tree would be also investigated in the future to make the system adaptive to the dynamic change of the data. • As the study of the binary features is more and more becoming a great interest of researches, different tests on binary features would be interesting to evaluate the proposed LM-tree. • It is agreed that performance of an indexing algorithm is highly dependent on particular dataset. It is therefore a good idea to train the system on a particular dataset provided some prior knowledge about the desired search precision. As already reported in [Muja and Lowe, 2009], automatic parameter tuning using cross-validation approach would be integrated to make the system more robust and well-fitting to specific datasets. • The use of many high variance axes for data partitioning (e.g., more than two) would be considered to study the new behavior of the system. • In addition to these open works, the study of designing an indexing system, which can work on the data stored on external disk, will be investigated to deal with extremely large datasets that are not able to be fully loaded into the main memory. As the last conclusion, we expected that the two contributions in this dissertation shall draw much of interest and attention from the research community.
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