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Abstract A genotype expresses into a phenotype through development. If a noise is affecting the developmental process, it may play a role on the selection by evolution of the optimal genotype: this is the cliff-edge theory, initially described with laboratory guinea pigs by Mountford in 1968. Evolution tends to maximize the fitness function which reflects the success of an individual into adapting to its environment. When the fitness function is not symmetrical near its maximum and when a noise is affecting development, the optimal genotype becomes not only correlated to the noise, but also to the way the fitness function is behaving in the vicinity of the maximum. The optimal genotype shifts away from the maximal fitness value, toward the side where the absolute value of the slope is lower. The larger the amplitude of the noise is, the higher the optimal genotype shifts away from the maximal fitness value. We analyze the model for cliff-edge theory developed by Vercken et al (PlosOne, 2012). This model gives rise to non linear integro-differential equations on the distribution of phenotypes in a population and allow the authors to propose an alternative fitness function based on a convolution of a noise distribution kernel with the regular fitness. We study two cases: one single genotype and two competing genotypes. We study the existence, unicity and asymptotic behaviors for large time of the solutions. We prove why and how Vercken et al’s alternative fitness function enables to find the optimal strategy. Finally, we develop a numerical method to approximate the dynamics of the convergence toward the limit when the time goes to infinity. This research has been supported by the Agence National de la Recherche through the project ANR VirtualChest - ANR-16-CE19-0014. B. Mauroy Laboratoire JA Dieudonn´ e Universit´ e Cˆ ote d’Azur - UMR CNRS 7351 Parc Valrose, 06108 Nice cedex 2, France. E-mail: [email protected]
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1 Introduction In 1968, Mountford [4] made a surprising observation in his guinea pigs population. He observed that the most efficient brood, i.e. with the largest number of surviving babies (5 in his set of data), was not the most frequent (the most frequent was 3). In order to explain this phenomena that apparently contradicted Fisher’s theory of fitness maximization [2], he introduced the cliff-edge theory. This theory states that if a trait is submitted to non predictable variability and if the most efficient strategy for this trait is close to strategies with poor efficiency (sensitivity in some directions), then the trait that is favored by natural selection is shifted from the most efficient, stepping off the poor strategies. Although not optimal, the trait selected is then protected from the poor strategies that could be reached through variability and globally gives better success than the optimal one. In this work, we develop the mathematical study of a model of population including variability proposed by Vercken et al in [5] that explains the dynamics of cliff-edge theory. We prove mathematically why the new definition for fitness that has been proposed in [5] and studied in the frame of the evolution of mammals’ lung in [3] is actually optimized by evolution and leads to an evolutionary stable strategy. This paper begins by recalling the cliff-edge population dynamics model from Vercken et al’s work [5]. Then we study the cliff-edge equation with a single genotype in the population. We prove the existence, unicity and regularity of the solution and give an extinction criterion for the population. Next, we analyse the cliff-edge problem with two genotypes in competition. We study existence, unicity and regularity of the solutions and give a criterion on the two genotypes to predict which of them will invade the environment through the dynamics of natural selection. In cliff-edge equation, complexity arise from the coupling of local and global behaviors due to the variability in the expression of genotypes. We will show that, if they exist, continuous solutions of the cliff-edge equation are non negative and have their L1 norm bounded by 1. This is a very important property considering the fact that a represents a population distribution which cannot be negative. Our mathematical analysis is based on a low-level detailed study of the equations, allowing the mathematical analysis to evolve naturally into a numerical method. Hence, we use a discrete version of the cliff-edge equation inspired from the Galerkin method used for partial differential equations theory [1]. Finally, numerical studies are performed in the last section of this paper.
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I = [0, 1] is the unit segment in R C 0 (I) is the set of continuous functions from I into R ||.||∞ : if f is a function from I into R, ||f ||∞ = R maxI |f | ∈ R+ ∪ { + ∞} ||.||1 : if f is a function from I into R, ||f ||1 = I |f | ∈ R+ ∪ { + ∞} L1 (I) is the set of functions from I into R whose ||.||1 is bounded 1 L = {f  ∈ L 0(I)|f ≥ 0 and ||f ||1 < 1} A = f ∈ C (I) | f > 0; ||f ||1 < 1 A¯ = f ∈ C 0 (I) | f ≥ 0; ||f ||1 ≤ 1 m : I → R+ is the mortality rate function, we assume m ∈ C 0 (I) b : I → R+ is the birth rate function, we assume b ∈ C 0 (I) G : I × I × R+ → R+ is the distribution of the expression of a genotype, i.e. G(h, k, σ) is the frequency of phenotype h in individuals with genotype k whose development is submitted to a noise with parameter σ (typically σ is the variance of a gaussian noise). We assume amongst other properties (see below) that G is non negative, infinitely derivable and bounded in all its variables.



2 Cliff-edge hypothesis 2.1 Model and equation We consider a biological trait in a population measured by a parameter h ∈ I. We assume all individuals to have the same genotype associated to this trait, this genotype is represented by k ∈ I. We also assume that the expression of this genotype during the development is submitted to variability (mostly environmental) and the expression of the genotype k follows a distribution h → G(h, k, σ), where σ measures the “quantity” of the variability (variance). Both the mortality rate m and the reproduction rate b are functions of the phenotype h ∈ I. We consider the function a : I × R+ −→ R. The function a(h, t) represents the number of individuals having the phenotype h in the population at time t. At time t, the variation of a is obtained by the balance between the number of deaths and the number of births: – the number of deaths of individuals with the phenotype h is given by −m(h)a(h, t) . – the birth of individuals with phenotype h corresponds to the offspring of all individual, whatever their phenotype since they have the same genotype k, and represents a proportion G(h, k, σ) of all R the offspring in the population at time t, thus it is given by G(h, k, σ) × I b(l)a(l, t) dl. – we assume that the available ressources are limited and affect the population growth Rthrough the  birth rate that is balanced with a multiplicative factor 1 − I a(l, t)dl . Thus, birth rate is large for small total population and low for large total population; it reaches 0 if the total population reaches 1.
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Finally the balance between birth and deaths leads to a set of non-linear integro-differential equations called the cliff-edge equations, that gives the variation of the distribution a(h, t) of the phenotype h in the population along time t:  R a(l, t)dl G(h, k, σ) I b(l)a(l, t)dl (h, t) ∈ I × R∗+ h∈I (1) We assume that the function a belongs to A, that the function h → R 0 G(h, k, σ) is C ∞ and such that I G(l, k, σ)dl = 1 for all k ∈ ˚ I and σ ∈ R∗+ . R Moreover we assume that I G(l, k, σ)f (l)dl → f (k) if σ → 0 for all k ∈ ˚ I and all continuous function f on I.



 ∂a



= −m(h)a(h, t) + 1 − a(h, 0) = a0 (h) ∂t (h, t)



R



I



2.2 Discretization of the cliff edge equation We will now define a discrete problem associated to 1. It will be used to show the existence of a solution to cliff edge equation 1 and to perform the numerical simulations in section 4. N Let N ∈ N, and (xN i )i=0..M is a subdivision of I which steps (δi )i=0..M −1 are smaller than 1/N . If we assume that problem 1 has an initial condition a0 and a solution N,0 a(., t) which are integrable on I for all time, then we can define aN and i , ai N Gi for i = 0, ..., N − 1 by R xN i+1 N aN i (t) = xN a(l, t)dl/δi i N R xi+1 N GN i = xN G(l, k, σ)dl/δi R ixi+1 N,0 ai = xi a0 (l)dl/δiN



(2)



Since a belongs to C(I × R+ ), then aN i verifies for i = 0, ..., N − 1: (



daN N N i dt (t) = −mi ai (t) N,0 aN i (0) = ai



  P  PM −1 M −1 N N N N ∗ + 1 − i=0 δiN aN i (t) i=0 δi bi ai (t) Gi (h, t) ∈ I × R+



(3) N with mN ∈ m([x , x ]) and b ∈ b([x , x ]) (we recall that m and b are i i+1 i i+1 i i assumed C ∞ (I), bounded and m > 0 on I). Now let us consider the problem 3 as a stand alone problem. As for the continuous problem, the solutions, if they exist, can be bounded: PM −1 < 1 then Proposition 1 If aN,0 > 0 for all i = 0, ..., M −1 and i=0 δiN aN,0 i i if the problem 3 has a solution (aN (.)) defined on a subset D ⊂ R+ i=0..M −1 i PM −1 N N N then for all i = 0, ..., M − 1, ai (t) ≥ 0 and i=0 δi ai (t) ≤ 1 for all t ∈ D.



Title Suppressed Due to Excessive Length



5



Proof The proof is the same as the proof of proposition 7, the continuity in h being replaced by the fact that the problem is discrete and finite for the index i. )i implies Note that if a0 belongs to A ∩ L1 (I) then the definition of (aN,0 i PM −1 N N,0 < 1. > 0 for all i = 0, ..., M − 1 and δ a that aN,0 i i i i=0 Proposition 2 If a0 ∈ A∩L1 (I), the discrete problem 3 has a unique solution ∞ M (aN i )i=0,...,M −1 defined on R+ and it belongs to C (R+ ) . Proof The dimension of the problem 3 is finite and is equal to N , it can be rewritten in the form dAN /dt = F (AN ) with F locally Lipschitz on RN (F is a polynom of the composants of AN ). Thus, from Cauchy-Lipshitz theorem, it has a maximal solution that is unique and C ∞ P on its domain of definition N −1 N N D ⊂ R+ . Proposition 1 shows that aN i (t) ≥ 0 and i=0 δi ai (t) ≤ 1 for all t on which it is defined. Then by extension theorem, we know that the solution is defined for all time t ∈ R+ . In the next section, we will use the properties of this sequences to show the existence of a solution to the cliff-edge equation (1). We will show that for all t > 0 the solution of the problem 3 aN (., t) has a limit in L1 (I) when N → ∞. In order to proceed, we need to define aN ∈ L1 (I; C(R+ )) by aN (h, t) = aN i (t) for h ∈ ]xi , xi+1 ]



(4)



Similarly, we define functions P aN,0 , mN , bN and GNR. Then we have the R the M −1 N N N following equalities: I a (l, t)dl = i=0 δiN aN i (t) and I b (l)a (l, t)dl = PM −1 N N N i=0 δi bi ai (t). We will now give a lemma on the convergence properties of the discretized versions of m, b, G and a0 . This result will be useful in the next section, to prove the existence of a solution to cliff-edge equations: Lemma 1 Let h ∈ I. The sequence defined by mN (h) (resp. bN (h), GN (h), aN,0 (h)) converges towards m(h) (resp. b(h), a0 (h), G(h)) when N → ∞. Moreover if m (resp. b, a0 , G) is Lipschitz then it converges in L1 (I). N N Proof For each N ∈ N, there exists iN such that h ∈]xN iN , xiN +1 ] and ξiN ∈ N N N N N N ]xN iN , xiN +1 ] such that m (h) = m(ξiN ). Then |h−ξiN | ≤ |xiN +1 −xiN | ≤ 1/N . N N N Thus ξiN goes to h when N → ∞ and by continuity m (h) = m(ξiN ) goes to m(h). If m is Lipschitz, then |m(h) − mN (h)| ≤ C|h − ξiNN | ≤ C/N , since I is a bounded interval ||m − mN ||1 goes to 0 when N → ∞. The same proof states for bN (h). For aN,0 and GN (h), the proof is very similar and is a consequence of the continuity of the functions a0 and h → G(h, k, σ).
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2.3 Properties of the solutions of cliff-edge equation In this section, we will assume k and σ given. Using the discrete version of the cliff-edge equations, we will now prove that cliff-edge equations have a unique solution whose regularity and boundedness properties are linked to that of the initial condition a0 . In particular, it is important to prove that if the initial condition is “biologically relevant” (i.e. belongs to A) then it would ¯ Hence, we have also be true for the solution at any time (i.e. belongs to A). the theorem: Theorem 1 If a0 ∈ A ∩ C(I) then the problem 1 has a unique solution that ¯ belongs to C(I; C ∞ (R+ )) ∩ A. In order to prove this result, we will show that the discrete sequences N aN (., t) (defined upwards) and its time derivative dadt (., t) are Cauchy sequences in L1 (I) for all t > 0. Then we will show that in L1 (I) the limit of the time derivatives of aN is the time derivative of the limit of aN and that it verifies the cliff-edge equations (1). We will then study the regularity and boundedness properties of the solution under some relevant hypothesis on the initial condition (a0 ∈ A). Finaly, we will prove that the solution is unique thanks to a Gronwall lemma. 2.3.1 Existence of a solution to the cliff edge equation In all this section, we assume that aN,0 > 0 for all i = 0, ..., M − 1 and i R PM −1 N N,0 δ a < 1. Thus, by proposition 1, aN ≥ 0 and I aN (l, t) dl ≤ 1 for i i i=0 all t ∈ R+ . First, let us find in L1 (I) a limit to the sequence of functions (aN (., t))N when N goes to infinity: Proposition 3 For all t > 0, (aN (., t))N >0 has a limit a(., t) in L1 (I). Proof Let t > 0, for simplification we note ak = ak (., t). The result comes from  R p Rt R R R R R |a − aq | ≤ 0 I |mp − mq |ap + I |ap − aq |mq + I |ap − aq | I bp ap I Gp I  R Rt R R R R R + 0 |1 − I ap | I (|bp − bq |ap ) I Gp + |1 − I aq | I (bp |ap − aq |) I Gp  Rt R q R q qR + 0 |1 − I a | I b a I |Gp − Gq | R Since I aN is bounded by 1 this inequality can be rewritten: Z Z tZ |ap − aq |(t) ≤ K p,q (t) + C0 |ap − aq |(s)ds I



0 p,q



I



with C0 a constant and K (t) = (||m − m ||∞ + C1 ||bp − bq ||∞ + C2 ||Gp − Gq ||∞ ) t. Gronwall lemma induces that: Z |ap − aq |(t) ≤ K p,q (t)eC0 t (5) I



p



q
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Since m, b and h → G(h, k, σ) are continuous functions on the bounded interval I, they are uniformly continuous on I. We focus now on one of these functions, m, but the following will work similarly on b and h → G(h, k, σ). For all h ∈ I, there exists ξiNN (h) such that mN (h) = m(ξiNN (h)). Thus, p |m (h) − mq (h)| = |m(ξipp (h)) − m(ξiqq (h))| ≤ |m(ξipp (h)) − m(h)| + |m(h) − m(ξiqq (h))|. Let us chose ˜ > 0, there exists η > 0 such that if |x − y| ≤ η, then |m(x)−m(y)| ≤ ˜ (uniform continuity). Since |ξiNN (h)−h| ≤ 1/N ∀h ∈ I, there ˜ > 0 such that N ≥ M ˜ implies |ξ N (h) − h| ≤ η and consequently exists M iN N ˜ implies |mp (h) − mq (h)| ≤ |m (h) − m(h)| ≤ ˜. Finally, chosing p, q ≥ M p q 2˜  ∀h ∈ I and ||m − m ||∞ ≤ 2˜ . Since similar results exist for b and h → G(h, k, σ), for all  > 0 there exists M > 0 such that if p, q > M , K p,q (t) ≤ t. Thus, from inequality (5), the sequence (aN )N >0 is a Cauchy sequence and since L1 (I) is complete, this sequence has a limit in L1 (I). Let us call a(., t) the limit of aN (., t). We know that the time derivative N (., t) belongs to L1 (I). We will now prove that ( dadt (., t))N >0 has also a 1 0 limit in L (I), and that this limit, called a (., t), verifies a0 (., t) = F (a(., t)) (in L1 (I)):  N  Proposition 4 dadt (., t) has a limit a0 (., t) in L1 (I) that verifies a0 (., t) = daN dt



N >0



F (a)(., t) almost everywhere. Proof Similarly as in the proof of proposition 3, we use the notation ∗N = ∗N (., t). We have: |



daq dap − | = |F (ap ) − F (aq )| ≤ |mp − mq |ap + mq |ap − aq | + ... dt dt N



Hence, ( dadt )N >0 is a Cauchy sequence in L1 (I) and it converges towards a limit a0 ∈ L1 (I). Then the following inequality along with previous results give a0 = F (a) almost everywhere: |a0 − F (a)| ≤ |a0 −



daN daN daN |+| − F (a)| = |a0 − | + |F (aN ) − F (a)| dt dt dt



Finaly, we prove that a is infinitely derivable in time (second variable) and that its derivative lies in L1 (I; C ∞ (R∗+ )): Proposition 5 a is derivable in time (second variable) and for all t ∈ R+ the 0 1 ∞ ∗ following equality holds in L1 (I): ∂a ∂t (., t) = a (., t). Moreover, a ∈ L (I; C (R+ )). In the demonstration of this proposition, we will need the following lemma: R N N N (l,t) Lemma 2 I | a (l,t+s)−a − dadt (l, t)|dl ≤ C|s| where C is a constant s independant of N .
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Proof Since t → aN (h, t) is C ∞ , we have: Z N Z a (h, t + s) − aN (h, t) daN dh ≤ − (h, t) s dt I I



d2 aN sup | 2 (h, u)|s2 u∈[t,t+s] dt



! dh (6)



2 N that ddta2 N N N



d N (h, t) R= dt (F N (a t) = −mN F N (aN ) + R ))(h, N N N N N (a ) − G I F (a ) I b a . Since bN is bounded, we have |F N (aN )| ≤ mN aN +C0 GN (C0 = 2 maxI (b)).



Now Rwe know R GN (1 − I aRN ) I b F aN ≥ 0 and I aN ≤ 1, Denoting C1 = maxI (m), these properties induce that the right part of inequality 6 is bounded independantly of N , actually: R  I



  R R 2 N supu∈[t,t+s] | ddta2 (h, u)| dh ≤ I (mN )2 aN + C0 mN GN + 2C0 GN I |F N (aN )| R R R ≤ C12 I aN + C0 C1 I GN + 2C0 (C0 + C1 ) I GN ≤ C12 + C0 C1 + 2C0 (C0 + C1 )



Taking C = C12 + C0 C1 + 2C0 (C0 + C1 ) gives the result. Now let us prove proposition 5. Proof The result of proposition 5 is the consequenc of the inequality: R I



| a(l,t+s)−a(l,t) − a0 (l, t)| ≤ s



N



N



(l,t) − a (l,t+s)−a |dl | a(l,t+s)−a(l,t) s s N N (l,t) daN − (l, t)|dl + I | a (l,t+s)−a s dt R N + I | dadt (l, t) − a0 (l, t)|dl



R



IR



Now let  be a strictly positive real number. Thanks to lemma 2, we can choose s˜ sufficiently small such that for all R N N N (l,t) − dadt (l, t)|dl ≤ . N > 0, s ≤ s˜ induces I | a (l,t+s)−a s Then for such aR s there exists M1 > 0 sufficiently large Rsuch that if N ≥ M1 , we have I |aN (l, t + s) − a(l, t + s)|dl ≤ s/2 and I |aN (l, t) −  j→∞ a(l, t)|dl ≤ s/2 since u → aj (., u) −→ (u → a(., u)) in L1 (I), and conseR N N quently I | a(l,t+˜ss˜)−a(l,t) − a (l,t+˜ss˜)−a (l,t) |dl ≤ . R N Similarly, there exists M2 > 0 such that if N ≥ M2 , I | dadt (l, t)−a0 (l, t)|dl ≤   j j→∞  since t → da −→ (u → a0 (., u)) in L1 (I). dt (., t) R Hence, s ≤ s˜ implies I | a(l,t+s)−a(l,t) − a0 (l, t)| ≤ 3, which proves that s 0 a is derivable in time and that a is its time derivative. Finally, the relation ∂a ∂t = F (a) shows that a is infinitely derivable in time. We will now focus on the regularity of the solutions and see how it is related to the initial condition a0 : Proposition 6 A solution (h, t) → a(h, t) of problem 1 is such that: for all t ∈ R∗+ , a(., t) is of the same regularity than a0 .
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Proof We define α(h, t) = a(h, t)em(h)t then Z Z Z t 1 − a(l, s)dl b(l)a(l, s)dl G(h, k, σ)em(h)s ds α(h, t) = a0 (h) + 0



I



I



For all t ≥ 0, since the term under the time integral is C ∞ (I) in h and bounded in h, h → α(h, t) is of the same regularity than a0 . The case when a0 is continuous is particularly interesting since it will correspond to a large number of biological situations. Moreover, the continuity of h → a(h, t) for all t ≥ 0 will be very useful in the following in order to better understand the behavior of the solutions. Corollary 1 if a0 belongs to A ∩ C(I) then a solution (h, t) → a(h, t) of problem 1 belongs to C(I; C ∞ (R+ )) (and thus belongs to the subset C(I × R+ )). 2.3.2 Positive and bounded solutions In this section, we assume k and σ given. We will now show that under biological relevant initial conditions (expressed by the set A), then the solutions of cliff-edge equations remain biologically relevant (namely belongs to the subset ¯ A). Proposition 7 We assume that a0 ∈ A ∩ C(I). If the problem (1) has a solution a ∈ C(I ×R+ ), then a(., t) ∈ A¯ for all t > 0 (i.e. a ≥ 0 and ||a(., t)||1 ≤ 1 for all t > 0). Proposition 7 tells us that if we have a non negative initial population that is bounded by 1 in ||.||1 then the population remains non negative at all time and remains bounded by 1 in ||.||1 at all time. In particular it shows that the family (a(., t))t>0 is uniformly bounded in L1 (I). These properties are very important in term of modelling because a population cannot be negative or go to infinity. From now, we will assume that a0 belongs to A ∩ C(I). Proof We will use a contradiction argument to show that a ≥ 0 on R+ × I. ¯ t¯) ∈ R+ × I such that a(h, ¯ t¯) < 0 and we We assume now that there exists (h, define t0 = inf∗ {t | ∃h ∈ I s.t. a(h, t) < 0} t∈R+



(7)



Hence we have 0 < t0 ≤ t¯ (t0 > 0 since a0 (h) > 0 for all h ∈ I). Lemma 3 t0 has four properties: 1. There exists h0 ∈ I such that a(h0 , t0 ) = 0. 2. For all  > 0, there exists t ∈ ]t0 , t0 + ] and h ∈ I such that a(h , t ) < 0. 3. For all t ∈ [0, t0 ] and h ∈ I, a(h, t) ≥ 0. 4. ∂a ∂t (h0 , t0 ) ≤ 0.
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Proof 1. Since t0 is an infimum, there exists a sequence (ti )i∈N converging towards t0 such that for all i ∈ N there exists hi ∈ I such that a(hi , ti ) < 0. The sequence (hi )i∈N is in the compact I and has a subsequence that converges towards a h0 ∈ I. We will identify (hi )i∈N with this subsequence. By continuity of a on I × R+ , we know that a(h0 , t0 ) ≤ 0. However if a(h0 , t0 ) < 0 then by continuity in t there exists t˜ < t0 such that a(h0 , t˜) < 0 which contradicts the definition of t0 . Thus a(h0 , t0 ) = 0. 2. The contraposition of this property contradicts the definition of t0 . 3. If this is not the case, then there exists t˜ < t0 and h ∈ I such that a(h, t˜) < 0, this contradicts the definition of t0 . ˜ ˜ 4. If ∂a ∂t (h0 , t0 ) > 0 then there exists t < t0 such that a(h0 , t) < 0, this contradicts again the definition of t0 . We will now use the property 4 of lemma 3, decompose it into two subcases and show that both lead to a contradiction. First case : we assume



∂a ∂t (h0 , t0 )



< 0.



Because a(h0 , t0 ) = 0,  Z Z ∂a (h0 , t0 ) = 1 − a(l, t0 )dl b(l)a(l, t0 )dl G(h0 , k, σ) < 0 ∂t I I R Since a(h, t0 ) ≥ 0, we know that I b(l)a(l, t0 )dl ≥ 0, moreover, it is > ∂a R0 since ∂t (h0 , t0 ) < 0. This implies that a is not identically zero and that a(l, t0 )dl > 1. I R R Then by continuity R of t → I a(l, t)dl there exists t1 ∈ ]0, t0 [ such that a(l, t1 )dl = 1 and I a(l, t)dl > 1 on ]t1 , t0 ]. Then, for t ∈ ]t1 , t0 ], we know I that a(h, t) ≥ 0 (property 3 of lemma 3) and if h belongs to I:  Z Z ∂a b(l)a(l, t)dl G(h, k, σ) < 0 (h, t) = −m(h) a(h, t) + 1 − a(l, t) | {z } ∂t I I {z } | ≥0 1 on ]t1 , t0 ]. R



Second case : we assume



∂a ∂t (h0 , t0 )



= 0.



Again, because a(h0 , t0 ) = 0, we have:  Z Z ∂a (h0 , t0 ) = 1 − a(l, t0 ) b(l)a(l, t0 )dl = 0 ∂t I I R R Then either I a(l, t0 ) = 1 or I b(l)a(l, t0 )dl = 0.
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R – Case of I a(l, t0 )dl = 1. Then because this integral is strictly positive there exists a subset J of I with a non empty interior such that if h belongs to this subset, then a(h, t0 ) > 0. The complement of J in I, I\J consists then in h such that R a(h, t) = 0 (from property 3, lemma 3). Because I a(l, t0 )dl = 1, we have ∂a ∂t (h, t0 )



= −m(h)a(h, t0 ) < 0 if h ∈ J = 0 if h ∈ I\J



Since J˚ 6= ∅, then R R R d · I ∂a ∂t (l, t0 )dl = dt I a(l, t0 )dl < 0 and I a(l, t)dl is strictly decreasing in R t0 . · I b(l)a(l, t0 )dl > 0. R Thus there exists  > 0 such that ∀t ∈ ]t0 , t0 + [, I a(l, t)dl < 1 and R b(l)a(l, t)dh > 0. Then using α(h, t) = a(h, t)em(h)t , α verifies I 



∂α (h, t) = ∂t



Z 1−



Z a(l, t) b(l)a(l, t)dl × G(h, k, σ) × em(h)t > 0



I



I



α is strictly increasing with time and for t ∈ ]t0 , t0 + [ and h ∈ I, α(h, t) > α(h, t0 ) ≥ R 0. This contradicts the property 2 of lemma 3. – Case of I b(l)a(l, t0 ) = 0. Thanks to property 3 of lemma 3, this implies that for all h ∈ I, a(h, t0 ) = 0. R R Since t → I |a(l, t)|dl is continuous and I |a(l, t0 )|dl = 0, we can define t1 > t0 such that  Z  t1 = inf t| |a(l, t)|dl ≤ 1 t>t0



I



Note that t1 can be equal to +∞. Then an integration of ∂a ∂t (h, t) on [t0 , t] (t < t1 ) leads to: Z



t



Z t



a(h, t) = − t0



Z



Z 1−



m(h)a(h, s)ds + t0



a(l, s)dl I



b(l)a(l, s)dlds I



Which in turn gives for t ∈ [t0 , t1 [, if M = maxh∈I m(h) and B = maxh∈I b(h), Z tZ



Z |a(l, t)|dl ≤ (M + 2B) I



|a(l, s)|dlds t0



I



R Then, Gronwall lemma proves that I |a(l, t)|dl = 0 for all t ∈ [t0 , ts 1[. Thus a(h, t) = 0 for all h ∈ I and t ∈ [t0 , t1 [. This contradicts property 2 of lemma 3.
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Thus we prove that ∂a ∂t (h0 , t0 ) > 0. This contradicts property 4 of lemma 3. Thus a(h, t) ≥ 0R for all (h, t)R∈ I × R+ . The fact that I a(l, t)dl = I |a(l, t)|dl = ||a(., t)||1 ≤ 1 for all t ∈ R+ can be proven in the R same way than the first case, by using the continuity of the function t → I a(l, t)dl and the fact that its derivative at the point where it crosses 1 is negative. 2.3.3 Unicity We have now all the tools necessary to prove unicity of the solution. Proposition 7 applies to the solutions of problem 1 and we know that for all times, its solutions are positive and bounded by 1 in L1 norm on h. Proposition 8 The solution a of the problem (1) is unique. Proof Let a1 and a2 be two solutions of the problem (1). They verify: R I



|a1 − a2 | (h, t)dh =



Rt m(h) 0 |a1 (h, s) − a2 (h, s)|dsdh RtR RtR + I G(h, k, σ)dh 0 I |a1 (l, s) − a2 (l, s)|dlds 0 I b(l)a1 (l, s)dlds R Rt R RtR + I G(h, k, σ)dh 0 (1 − I a2 (l, s)dl)ds 0 I b(h)|a1 (l, s) − a2 (l, s)|dlds R



IR



R Since m, b and I ai (l, t)dl are bounded by 1R and ai (h, t) ≥ 0 for all (h, t) ∈ I × R+ (i = 1, 2) (from proposition 7), φ(t) = I |a1 (h, t) − a2 (h, t)|dh verifies, with C a constant Z φ(t) ≤ C



t



φ(s)ds 0



Gronwall lemma shows that φ(t) = 0 for all t > 0 and a1 = a2 .



2.4 Asymptotic behavior when t → ∞ The distribution of the phenotype in the population for large times is likely to be the state at which a natural population is, at least if there has not been recent change in its environment. Thus, the possibility to predict this asymptotic distribution gives interesting possibilities, for example it should be possible to make comparison with measures and through an inverse problem to get information on the population genotype(s), its birth and/or death ratios, etc. 2.4.1 Semi-explicit solution In this section, a more explicit expression of the solution to cliff-edge equations will be given. It will be very useful in the next sections. First, we will consider a function λ ∈ C ∞ (R+ ) and the family of equations:
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= −m(h)a(h, t) + λ(t)G(h, k, σ) for (h, t) ∈ I × R∗+ a(h, 0) = a0 (h) for h ∈ I



 ∂a



∂t (h, t)



(8)



Since the problems are fully uncoupled in h, each one is eligible to CauchyLipshitz theorem and has an explicit solution. Hence we have the proposition: Proposition 9 The problem 8 has for unique solution a(h, t) = a0 (h)e−m(h)t + Rt λ(s)em(h)(s−t) ds × G(h, k, σ) for (h, t) ∈ I × R+ . 0 Now in order to go on, we need to add to problem 8 the compatibility condition:  Z Z λ(t) = 1 − a(h, t)dh b(h)a(h, t)dh (9) I



I



then we have the following proposition: Proposition 10 The problem 1 is equivalent to find a couple (a, λ) ∈ C(I; C ∞ (R+ ))× C ∞ (R+ ) such that  ∂a  ∂t (h, t) = −m(h)a(h, t) + λ(t)G(h, k, σ) for (h, t) ∈ I × R∗+ (10) a(h, 0) = a0 (h) for h ∈ I R R  λ(t) = 1 − I a(h, t)dh I b(h)a(h, t)dh for t ∈ R∗+ R  R Proof If a ∈ C(I; C ∞ (R+ )) is solution of 1 then the couple a, 1 − I a(h, t)dh I b(h)a(h, t)dh is solution of 10. If (a, λ) is a solution of 10, then a is a solution of 1. Hence, we have found a semi-explicit solution of problem 1: Rt −m(h)t a(h, t) + 0 λ(s)em(h)(s−t) ds × G(h, k, σ) for (h, t) ∈ I × R+ R = a0 (h)e  R 1 − I a(h, t)dh I b(h)a(h, t)dh = λ(t) for t ∈ R∗+ (11) Since we know that a is unique, then λ is unique. And because a is C ∞ in time, we know that λ is C ∞ .







2.4.2 Behavior of solutions at infinite time Now, we focus on the properties of the solution at very long time (t → ∞). We assume σ given. We will introduce the growth rate of the genotype k, Fσ (k) that measures the “success” of this genotype: if larger than 1 the population will reach a non zero equilibrium while if smaller than 1, the population will go extinct. Thus it is a simple criterion to know if the population goes extinct or not for a given genotype. We start with a definition of the growth rate function F : R Definition 1 Fσ (k) = I b(h)G(h,k,σ) dh is the growth rate function [5]. m(h)
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Now, we determine the behavior of the solution when t → ∞ depending on the position of the growth rate function around 1: Theorem 2 The solution a ∈ C(I; C ∞ (R+ )) of the problem 1 has a limit in L1 (I) when t → ∞. This limit is – a∞ (h) = 0 for all h ∈ I if Fσ (k) ≤ 1 R −1  G(l,k,σ) dl 1− – a∞ (h) = G(h,k,σ) m(h) m(l) I



1 Fσ (k)







for all h ∈ I if Fσ (k) > 1.



First we determine the stationary solutions. Proposition 11 If Fσ (k) ≤ 1, there is only one stationary non-negative solution of problem 1 which is aex (h) = 0 for all h ∈ I (extinct population). If Fσ (k) > 1, there are two possible non-negative stationary solutions of problem 1 which are aex (h) = 0 for all h ∈ I (extinct population) and, aeq (h) =  −1   G(h,k,σ) R G(l,k,σ) 1 dl 1 − m(h) m(l) Fσ (k) for all h ∈ I (population at equilibrium). I R This last case is characterized by a total population I aeq (l)dl = 1 − 1/Fσ (k). Proof We use the equivalent 10 of problem 1 and study its stationary form:  0 = −m(h)a k, σ) for h ∈ I R s (h) +λG(h, R (12) λ = 1 − I as (l)dl I b(l)as (l)dl Since m > 0 on I, we have as (h) = λG(h, k, σ)/m(h). From the equation on λ, we know then that:  Z Z G(h, k, σ) b(h)G(h, k, σ) λ=λ 1−λ dh dh m(h) m(h) I I R −1  Thus either λ = 0 and as (h) = aex (h) = 0 ∀h ∈ I, or λ = I G(h,k,σ) 1− m(h) dh R −1   G(h,k,σ) and as (h) = aeq (h) = G(h,k,σ) 1 − Fσ1(k) ∀h ∈ I. Since m(h) m(h) dh I we are studying only non negative solutions as , λ 6= 0 is possible only if Fσ (k) > 0. In order to prove theorem 2 we need the following lemma: Lemma 4 Let (a, λ) ∈ C(I; C ∞ (R+ )) × C ∞ (R+ ) be solution of problem 10. Then λ is Lipshitz. Proof λ is derivable and its derivative is bounded. Lemma 5 Let f be uniformly continuous and bounded on R+ , then Z t I(f )(t) = f (s)m(h)em(h)(s−t) ds = f (t) + o (1) 0



t→∞



1 Fσ (k)
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Proof Let  be a strictly positive real number. Because f is uniformly continuous, there exists η > 0 such that |x − y| ≤ η implies |f (x) − f (y)| ≤ . Now, Rt I(f )(t) − f (t) = 0 (f (s) − f (t))m(h)em(h)(s−t) ds R t−δ Rt = 0 (f (s) − f (t))m(h)em(h)(s−t) ds + t−δ (f (s) − f (t))m(h)em(h)(s−t) ds R t Thanks to the uniform continuity of f , t−δ (f (s) − f (t))m(h)em(h)(s−t) ds ≤  whatever the value of t. Since f is bounded on R+ , there exists Tδ such that R t−δ t ≥ Tδ implies 0 (f (s) − f (t))m(h)em(h)(s−t) ds ≤ C, where C is a constant. Finally, t ≥ Tδ implies |I(f )(t) − f (t)| ≤ (C + 1) and we have the result. Proof (theorem 2) Since λ(t) is bounded, it possesses an adherence value l. There exists a n→∞ sequence (tn )n∈N going to infinity such that λ(tn ) −→ l. Because λ is Lipshitz (lemma 4), it is uniformously continuous and lemma 5 shows that: Z



tn



λ(s)m(h)em(h)(s−tn ) ds = λ(tn ) +



0



o (1)



n→∞



n→∞



Hence, from (11) comes that a(h, tn ) −→ l G(h,k,σ) m(h) . Then considering the relation on λ(t) at time tn and making n going to ∞ leads to a relation on l:  Z Z G(h, k, σ) b(h)G(h, k, σ) l =l 1−l dh dh m(h) m(h) I I and as in proof of proposition 11, we have two adherence values possible: R −1   1 either l = 0 or l = I G(h,k,σ) dh 1 − m(h) Fσ (k) . Because t → λ(t) is continuous on R∗+ and because the set of adherence values is discrete, λ converges towards one of the two adherence values. Now we will show that Fσ (k) ≤ 1 implies limt→∞ a(h, t) = aex (h) = 0 and R −1  G(l,k,σ) that Fσ (k) > 1 implies limt→∞ a(h, t) = aeq (h) = G(h,k,σ) dl 1− m(h) m(l) I – if Fσ (k) ≤ 1, then l = 0 is the sole positive adherence value for λ, and a(h, t) goes to 0 for all h ∈ I when t goes to infinity. – if a(h, t) goes to 0 for all h ∈ I when t goes to infinity, then considering the s∈R λ(s) fact that |a(h, t)| can be bounded by a0 (h) + maxm(h) which is integrable R on I, then the dominated convergence theorem applies and I b(h)a(h,t) m(h) dh goes also to 0. We have: Z  Z     Z b(h)a(h, t) d dh = b(h)a(h, t)dh −1 + 1 − a(h, t)dh Fσ (k) dt m(h) I I I



1 Fσ (k)







:
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R  R b(h)a(h,t) d This equality shows that dt dh < 0 is equivalent to I a(h, t)dh < m(h) I R 1 − 1/Fσ (k). Because I b(h)a(h,t) m(h) dh is strictly positive, continuous and goes to 0 when t → ∞, then for each t > 0 there exists t˜ ≥ t such that R t→∞ a(h, t˜)dh > 1 − 1/Fσ (k). Since a(h, t) −→ 0 ∀h ∈ I and is dominated, I R t→∞ then I a(h, t)dh −→ 0. Thus the existence of t˜ for each t > 0 induces that Fσ (k) ≤ 1. – the first point shows also that if a(h, t) does not go to 0 when t → ∞ then Fσ (k) ≥ 1. – the second point shows also that if Fσ (k) > 1, then a(h, t) does not go to 0. – finally, if Fσ (k) = 1 then Z  Z Z d b(h)a(h, t) dh = − b(h)a(h, t)dh a(h, t)dh < 0 dt m(h) I I I R b(h)a(h,t) Hence I m(h) dh is non negative, decreasing and bounded, consequently R  b(h)a(h,t) d dh it converges towards α ≥ 0 when t → ∞. This implies that dt m(h) I R R goes to 0 when t → ∞. Thus, I b(h)a(h, t)dh I a(h, t)dh goes to 0 which means that a(h, t) goes to 0 almost for all h ∈ I and α = 0 (dominated convergence). Hence, a(h, t) goes to 0 for almost every h in I.



3 Competiting populations Most biological traits are the result of competition between different genotypes that interacted together with the result that the most adapted to the environment remained while the others went extinct. It is thus interesting to study if the variability in the expression of the genotypes could lead to the selection of genotypes that would have not been selected without this variability. Moreover, the classical definition of fitness is likely to be altered and to contain somewhere variability in order to have correct predictions on the most fitted genotype. Thus, in the following sections, we studied the indirect interaction (that is only through ressources) between two different genotypes submitted to variability in their expression as phenotype. We show that the “correct” fitness function that contains variability is the growth rate function Fσ . 3.1 Model and equations We study now the interaction of two populations with different inherited traits k1 and k2 such that Fσ (k1 ) 6= Fσ (k2 ) and determine which one will invade the other. We will assume they are interacting together only through ressources, i.e. the coupling will appear in the ressource term that weights the reproduction rate. The equations are:
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   R1 R1 1  (h, t) = −m(h)a1 (h, t) + 1 − 0 a1 (l, t) + a2 (l, t)dl G(h, k1 , σ) 0 b(l)a1 (l, t)dl  ∂a ∂t      ∂a R1 R1 2 (h, t) = −m(h)a (h, t) + 1 − a (l, t) + a (l, t)dl G(h, k2 , σ) 0 b(l)a2 (l, t)dl 2 1 2 ∂t 0   a1 (h, 0) = a10 (h)    a2 (h, 0) = a20 (h) (13) We call :  B = (f, g) ∈ C(I)2 | f > 0, g > 0; ||f + g||1 < 1 and  B¯ = (f, g) ∈ C(I)2 | f ≥ 0, g > 0; ||f + g||1 ≤ 1 3.2 Properties of the solutions As for one genotype, we study in the following sections the different properties of the solution(s): their relevance as biological solutions, their existence, unicity and regularity. 3.2.1 Positive and bounded solutions Proposition 12 We assume that (a10 , a20 ) ∈ B ∩ C(I)2 . If the problem (13) has a solution (a1 , a2 ) ∈ C(I × R+ )2 , then a1 ≥ 0, a2 ≥ 0 and ||a1 (., t) + a2 (., t)||1 ≤ 1 for all t > 0. The proof of this result is quite similar than the one with R one population, (proposition 7) however dealing with the competiting term I a1 (l, t)+a2 (l, t)dl in equation 13 is less conveniant (in the sense that it gives only information R on the sum) than the term I a(l, t)dl in equation 1. In order to proceed on the proof of this proposition, we will need the following lemma that is a consequence of Gronwall: Lemma 6 We assume that (a10 , a20 ) ∈ B and that the problem (13) has a solution (a1 , a2 ) ∈ C(R∗+ ; C 0 (I))2 . If there exists t0 > 0 such that a1 (h, t0 ) = 0 for all h ∈ I then a = 0 for all t ≥ t0 . Proof (lemma 6) Since a1 (., t) is continuous on I, then it is bounded and R |a (l, t)|dl is continuous in t, in particular it goes to 0 when t goes to t0 . 1 I Let us define:   Z e t1 = inf t ∈ [t0 , +∞] | |a1 (l, t)|dl = 1 I



R



Since I |a1 (l, t0 )|dl = 0, we have e t1 > t0 and possibly e t1 = +∞. If e t1 = +∞, we chose an arbitrary t1 > t0 else we define t1 = e t1 . Then, for all t ∈ [t0 , t1 ], by a time integration of the equation on a1 in equation (13),



(h, t) ∈ I × R∗+ (h, t) ∈ I × R∗+ h∈I h∈I
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Z



t



|a1 (h, s)|ds



|a1 (h, t)| ≤ (M + 2B + A2 ) t0



where we R recall that M = maxh∈I m(h), B = max R h∈I b(h) and where A2 = sups∈[t0 ,t1 ] I |a2 (l, s)|dl. Note that A2 exists since I |a2 (l, .)|dl is continuous on [t0 , +∞]. Then by integration on I of the preceding inequality, Z tZ



Z |a1 (h, t)|dh ≤ (M + 2B + A2 ) I



|a1 (h, s)|dhds t0



I



R Gronwall lemma shows then that I |a1 (h, t)|dh = 0 for all t ∈ [t0 , t1 ] and consequently a1 (h, t) = 0 for all h ∈ I and t ∈ [t0 , t1 ] (a1 is continuous). Thus if e t1 6= +∞, this is a contradiction, since it contradicts its definition. Then e t1 = +∞ and a1 (h, t) = 0 for all h ∈ I and t ∈ [t0 , +∞[. Proof (proposition 12) We will show that a1 ≥ 0 and a2 ≥ 0 by a contradiction argument. Let us assume this is not true. Then we can define: t10 = inf {t ≥ 0 | ∃h ∈ I s.t. a1 (h, t) < 0} t20 = inf {t ≥ 0 | ∃h ∈ I s.t. a2 (h, t) < 0}



(14)



Then t0 = min{t10 , t20 } < +∞ thanks to our hypothesis. This is not restrictive to assume that t0 = t10 and we make this hypothesis in the following. We have then a lemma similar to lemma 3: Lemma 7 t0 has four properties: – There exists h0 ∈ I such that a1 (h0 , t0 ) = 0. – For all  > 0, there exists t ∈]t0 , t0 + ] and h ∈ I such that a1 (h , t ) < 0. – For all t ∈ [0, t0 ] and h ∈ I, a1 (h, t) ≥ 0 and a2 (h, t) ≥ 0. 1 – ∂a ∂t (h0 , t0 ) ≤ 0. Proof The proof of this lemma is similar to that of lemma 3. We will divide the last property of lemma 7 in two subcases and show they both lead to contradiction. First case : we assume



∂a1 ∂t (h0 , t0 )



< 0.



We recall that ai (.,Rt) ≥ 0 on I if 0 ≤ t < t0 . The differential equation on a1 R leads to the facts that I a1 (l, t0 ) + a( l, t0 )dl > 1 and that b(l)a 1 (l, t0 )dl > 0. I R ThusR by continuity, one can find t1 < t0 such that I a1 (l, t) + a2 (l, t)dl = 1 and I a1 (l, t) + a( l, t)dl > 1 for t ∈]t1 , t0 ]. Now for such a t, h ∈ I and i = 1, 2, we have
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 Z Z ∂ai (h, t) = −m(h) ai (h, t) + 1 − a1 (l, t) + a2 (l, t)dl b(l)ai (l, t)dl G(h, k1 , σ) ≤ 0 | {z } ∂t I I | {z } | {z } ≥0 ≥0



0 or I b(l)a1 (l, t)dl > 0. Thus for each h ∈ I and t ∈ ]t1 , t0 ], I ∂a1 +a2 (h, t) < 0, by integration on I and derivative-integral permutation, ∂t Z d a1 (l, t) + a2 (l, t)dl < 0 for t ∈ ]t1 , t0 ]. dt I R R This contradicts the fact that I a1 (l, t1 ) + a2 (l, t1 )dl = 1 and I a1 (l, t) + a2 (l, t)dl > 1 if t belongs to ]t1 , t0 ]. Second case : we assume



∂a1 ∂t (h0 , t0 )



= 0.



Because a1 (h0 , t0 ) = 0, the R equation on a1 leads that we have either a (l, t ) + a (l, t )dl = 1 or b(l)a1 (l, t0 )dl = 0. 1 0 2 0 I I R – Case of I a1 (l, t0 ) + a2 (l, t0 )dl = 1.



R



Again, we recall that ai (., t) ≥ 0 on I if 0 ≤ t < t0 . If a1 (h, t0 ) = 0 for all h ∈ I then a1 (h, t) = 0 for all h ∈ I and t ≥ t0 after lemma 6. This contradicts the second property of t0 . Then there exists J ⊂ I with non empty interior such that a1 (., t) > 0 on J. ∂a2 1 Then we know that ∂a ∂t (h, t0 ) + ∂t (h, t0 ) = −m(h)(a1 (h, t0 ) + a2 (h, t0 )) is ≤ 0 (i = 1, 2) for all h ∈ I\J and < 0 for all h ∈ J. Finaly, by integration and integral-derivative permutation, we know that Z  d a1 (l, t0 ) + a2 (l, t0 )dl < 0 dt I R Then it exists  > 0 such that I a1 (l, t) + a2 (l, t)dl < 1 for t ∈ ]t0 , t0 + [. Then defining α(h, t) = a1 (h, t)em(h)t , α verifies ∂α ∂t (h, t) > 0 for (h, t) ∈ I×]t0 , t0 + [ which leads to a1 (h, t) > 0 for (h, t) ∈ I×]t0 , t0 + [ which contradicts the second property of t0 . R – Case of I b(l)a1 (l, t0 )dl = 0. R Since a1 (h, t0 ) ≥ 0 for all h ∈ I then I b(l)a1 (l, t0 )dl = 0 implies a1 (h, t) = 0 for all h ∈ I. From lemma 6, a1 is zero for all times t ≥ t0 , this contradicts the second property of t0 . Proof of ||a1 (., t) + a2 (., t)||1 ≤ 1 for all t ≥ 0. Now let us show that ||a1 (., t) + a2 (., t)||1 ≤ 1 forR all t ≥ 0. First, since a1 and a2 are non negative, then ||a1 (., t) + a2 (., t)||1 = I a1 (l, 0) + a2 (l, 0) dl. By
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R R hypothesis, I a1 (l, 0) + a2 (l, 0) dl < 1. If there exists e t such that I a1 (l, e t) + e e a2 (l, t) dl > 1, then by continuity there exists t0 < t such R that this integral is equal to 1 at t0 and > 1 on ]t0 , t0 +] for an  > 0. Since I a1 (l, t)+a2 (l, t) dl > 0 on this segment, and since a1 and a2 are non negative, there exists J ⊂ I with non empty interior such that either a1 (., t) or a2 (., t) is strictly positive on J. Thanks to a similar calculation than upwards (first point of the second case), we can show that: d dt



Z



 a1 (l, t0 ) + a2 (l, t0 ) dl



1 on



3.2.2 Existence, unicity and regularity Theorem 3 If (a10 , a20 ) belongs in B ∩ C 0 (I)2 , then the problem 13 has a unique solution in C(I × R+ )2 . Proof The proof is very similar to that of theorem 1 that treats the problem 1 of one population. The scheme is also to use a sequence of discrete problems that converges towards a solution of the problem in L1 (I) and then to deal with unicity and regularity thanks to integral forms of the equations and Gronwall lemma.



3.3 Asymptotic behavior when t → ∞ in the case of competition In order to know what genotype is predominant, it is necessary to study the behavior of the solution when t goes to infinity. As for one population, we are able to give a semi-explicit solution that is very useful to get more information. 3.3.1 Semi-explicit solution As for one population, an equivalent problem of problem 13 can be given: Proposition 13 The following problem is equivalent to problem 13:  ∂a 1  1 (h, t) + λ1 (t)G(h,  ∂t (h, t)= −m(h)a  R k1 , σ)  R1 1   λ (t) = 1 − a (l, t) + a (l, t)dl b(l)a1 (l, t)dl  1 2  0 1 0   ∂a2 ∂t (h, t)= −m(h)a2 (h, t) + λ2 (t)G(h,  R k2 , σ) R1 1   λ2 (t) = 1 − 0 a1 (l, t) + a2 (l, t)dl 0 b(l)a2 (l, t)dl     a (h, 0) = a10 (h)    1 a2 (h, 0) = a20 (h)



(h, t) ∈ I × R∗+ t ∈ R∗+ (h, t) ∈ I × R∗+ t ∈ R∗+ h∈I h∈I



(15)
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We can exhibit a semi-explicit solution of problem 15: Rt a1 (h, t) = a10 (h)e−m(h)t + 0 λ1 (s)em(h)(s−t) ds G(h, k1 , σ) Rt −m(h)t m(h)(s−t) a2 (h, t) = + 0 λ2 (s)e ds G(h, k2 , σ)  a20R(h)e R 1 1 λ1 (t) = 1 − 0 a1 (l, t) + a2 (l, t)dl 0 b(l)a1 (l, t)dl  R R1 1 λ2 (t) = 1 − 0 a1 (l, t) + a2 (l, t)dl 0 b(l)a2 (l, t)dl



(h, t) ∈ I × R∗+ (h, t) ∈ I × R∗+ t ∈ R∗+ t ∈ R∗+



(16) The couple (λ1 , λ2 ) is bounded and derivable on R+ and thus is uniformly continuous. Then, as in the case of one population: 1 ,σ) 2 ,σ) – a1 (h, t) = λ1 (t) G(h,k + ot→∞ (1) and a2 (h, t) = λ2 (t) G(h,k + ot→∞ (1) m(h) m(h) for (h, t) ∈ I × R∗+ . – it possesses an adherence value (l1 , l2 ) that verifies:  R R G(h,k2 ,σ)  1 ,σ) l1 = l1 Fσ (k1 ) 1 − l1 I G(h,k dh − l 2 m(h) m(h) dh I  R G(h,k1 ,σ) R G(h,k2 ,σ)  l2 = l2 Fσ (k2 ) 1 − l1 I m(h) dh − l2 I m(h) dh



Both strictly positive adherence values leads to Fσ (k1 ) = Fσ (k2 ), which is not possible considering our initial hypothesis. Now, if we assume l2 = 0, then l1 would have the same R behavior than for a unique population, it can be either 0, if Fσ (k1 ) ≤ 1 or I G(h, k1 , σ)/m(h)dh (1 − 1/Fσ (k1 )) if Fσ (k1 ) > 1. We have yet to determine under which condition both populations go extinct or one population goes exctinct while the other reach a non zero equilibrium.



3.3.2 Behavior of solutions at infinite time Since we have Fσ (k1 ) 6= Fσ (k2 ) the preceding study shows we have only two possible asymptotic situations. Either both population go extinct or one population only remains while the other goes extinct. Let us now study each case separately. Both populations go extinct Theorem 4 Both population goes extinct if and only if Fσ (k1 ) ≤ 1 and Fσ (k2 ) ≤ 1. Proof If Fσ (k1 ) ≤ 1 and Fσ (k2 ) ≤ 1 then (0, 0) is the sole non negative adherence value of (λ1 (t), λ2 (t)) when t goes to infinity. Then both populations go extinct at infinite time. One population invades the other Theorem 5 The population with parameter k1 invades the population of parameter k2 if and only if Fσ (k1 ) > Fσ (k2 ) and Fσ (k1 ) > 1.
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Proof First, we assume that the population with parameter k1 invades the R other with parameter k2 . This means that Fσ (k1 ) > 1 and that l1 = I G(h, k1 , σ)/m(h)dh (1 − 1/Fσ (k1 )) and l2 = 0. We have the following relations for all t ∈ R∗+ : R







b(l)a1 (l,t) dl RI m(l)  b(l)a2 (l,t) d dl dt m(l) I d dt



   R b(l)a1 (l, t)dl −1 + 1 − I (a1 (l, t) + a2 (l, t))dl Fσ (k1 )    R R = I b(l)a2 (l, t)dl −1 + 1 − I (a1 (l, t) + a2 (l, t))dl Fσ (k2 ) =



R



I



d Both a1 and a2 have a limit at infinite time, then dt (b(l)ai (l, t)/m(l)dl) → R 0R when t → ∞ (i = 1, 2). Moreover I a1 (l, t)dl = 1 − 1/Fσ (k1 ) + ot→∞ (1) and a (l, t)dl = ot→∞ (1). I 2 R  b(l)a2 (l,t) d Since dt dl goes to 0 when t → ∞, then for each T > 0 there m(l) I R  R b(l)a2 (l,t) d exists t˜ > T such that dt dl < 0. Thus, I a2 (l, t˜)dl > 1 − m(l) I |t=t˜ R R t→∞ 1/Fσ (k2 )− I a1 (l, t˜)dl. Now, let  be a positive real number, since I a1 (l, t)dl −→ 1 − 1/Fσ (k1 ), if T is large enough Z   1 



1 1 − − Fσ (k1 ) Fσ (k2 )



R



Because I a2 (l, t)dt goes to 0 when t → ∞, then if T is large enough, 1 1 a (l, t˜)dl <  and Fσ (k − Fσ (k < 2. Finally this proves that Fσ (k1 ) > I 2 1) 2) Fσ (k2 ) since they are not equal by hypothesis. We proved that if the population with parameter k1 invades the population with parameter k2 then Fσ (k1 ) > Fσ (k2 ) and Fσ (k1 ) > 1. R



Now we examine the negation of the implication we just proved: we assume Fσ (k2 ) > Fσ (k1 ) or Fσ (k1 ) ≤ 1 then population with the parameter k1 does not invade the population with parameter k2 . Hence, the hypothesis of this contraposition imply that either: – both populations go extinct (true only if Fσ (k2 ) ≤ 1 and Fσ (k1 ) ≤ 1, see upwards, theorem 4) – none of the populations go extinct (impossible since it implies Fσ (k1 ) = Fσ (k2 ), see upwards) – the population with parameter k2 invades the population with parameter k1 . Thus if Fσ (k2 ) > Fσ (k1 ) and Fσ (k2 ) > 1 then the population with parameter k2 invades the population with parameter k1 and by symmetry between both population, we have the other implication of the equivalence in the theorem.



Title Suppressed Due to Excessive Length



23



4 Numerical simulations In this section we have solved the discrete equations (3) described in section 2.2 to obtain numerical approximations of the solution of equation (1). Equations (3) form a system of N non-linear ordinary differential equations that check the Cauchy-Lipshitz theorem, see proposition 2. We solved numerically this system thanks to an implicit finite differences scheme of order 1 in time using the software MATLAB. We tested the evolution of one or two populations starting from homogeneous initial distributions and checked the convergence towards the asymptotic solutions for t → ∞. 4.1 One population In this example, we assume that the phenotype is distributed along a truncated gaussian function around the genotypic value k = 0.6 with a variance σ = 0.4. We assume that the possible values for the phenotype range from 0 to 1 thus I = [0, 1] and we neglect the role of the tail of the gaussian outside I, since its values are very small. Mortality rate m(h) is parabolic and reach its minimum 0.1 at h = 0.5, is equal to 1 at h = 0 and h = 1; birth rate is increasing with h, both curves are plotted on figure 1.
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Fig. 1 Mortality rate (continuous line) and birth rate (dashed line).



The discretization parameters are M = 101, δiN = dh = 1/100 (i = 0..M − 1) and dt = 1. The initial distribution of the population has been chosen homogeneous aN,0 = 0.5 for all i = 0, ..., M − 1. Consequently, aN,0 > 0 for all i i PM −1 N,0 i = 0, ..., M − 1 and i=0 ai < 1 and we are assured by theorem 1 that the solution remains positive. After 50 time iterations, the L1 difference between the computed solution and the stationary solution is about 10−3 , see figure 2. 4.2 Two populations We tested the interaction of two genotypes k1 = 0.6 and k2 = 0.4 under the same conditions than for one population, see section 4.1. The growth rate
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Fig. 2 Left: population distributions at different times (black dashed curves) and asymptotic distribution (red curve). Right: convergence rate of population distributiontowards its asymptotic distribution, in logarithm of the L1 norm: ln ||aN (., tN ) − a∞ (.)||1 .
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Fig. 3 Populations distributions (from numerical simulations with M = 101 “phenotype steps”): the dotted line represents the initial distribution of population 1 and 2; the continuous line represents the distribution of population 1 at time t = 10 and the dashed line the distribution of population 2 at time t = 10. Population 1 converges towards the asymptotic distribution when t → ∞ (dashed dotted curve); population 2 is going extinct, i.e. it goes to 0 when t → ∞. Note that individuals of population 2 with a phenotype around 0.5 see at first their number increase. Indeed they are the most fitted and in the first times the influence of population 1 remains moderate. However when population 1 becomes too large, even the most fitted individuals of population 2 see their number decrease to eventually reach extinction. 0
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Fig. 4 Convergence rate of populations distribution, in logarithm of L1 norm:  ∞ N ln ||aN 1 (., tN ) − a1 (.)||1 + ||a2 (., tN )||1 .
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function verifies F (k1 ) ∼ 15.16 > F (k2 ) ∼ 14.45 > 1. Thus, the model predicts that the population with the genotype k1 is invading the environment and that the population with genotype k2 is going extinct. We kept the same discretization parameters than for the case of one population, section 4.1. Initially both populations have their phenotypes distributed homogeneously N,0 1 (aN,0 1,i = a2,i = 0.25, for i = 0, ..., M − 1). After 100 time iterations, the L difference between the computed solution and the stationary solution is smaller than 10−6 . Figure 3 shows the populations’ distributions at different times and figure 4 shows the velocity of convergence of the populations’ distributions toward their equilibrium states: one goes extinct while the other expands to its stationary distribution as a single population. Acknowledgements This research has been supported by the Agence National de la Recherche through the project ANR VirtualChest - ANR-16-CE19-0014.
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