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Preface This book explains a very technical subject in a not-so-technical manner, putting the concepts of operating systems into a format that students can quickly grasp. For those new to the subject, this text demonstrates what operating systems are, what they do, how they do it, how their performance can be evaluated, and how they compare with each other. Throughout the text we describe the overall function and tell readers where to find more detailed information, if they so desire. For those with more technical backgrounds, this text introduces the subject concisely, describing the complexities of operating systems without going into intricate detail. One might say this book leaves off where other operating system textbooks begin. To do so, we’ve made some assumptions about our audiences. First, we assume the readers have some familiarity with computing systems. Second, we assume they have a working knowledge of an operating system and how it interacts with them. We recommend (although we don’t require) that readers be familiar with at least one operating system. In a few places, we found it necessary to include examples using Java or pseudocode to illustrate the inner workings of the operating systems; but, for readers who are unfamiliar with computer languages, we’ve added a prose description to each example that explains the events in more familiar terms.



Organization and Features This book is structured to explain the functions of an operating system regardless of the hardware that houses it. The organization addresses a recurring problem with textbooks about technologies that continue to change—that is, the constant advances in evolving subject matter can make textbooks immediately outdated. To address this problem, we’ve divided the material into two parts: first, the concepts—which do not change quickly—and second, the specifics of operating systems—which change dramatically over the course of years and even months. Our goal is to give readers the ability to apply the topics intelligently, realizing that, although a command, or series of commands, used by one operating system may be different from another, their goals are the same and the functions of the operating systems are also the same. Although it is more difficult to understand how operating systems work than to memorize the details of a single operating system, understanding general operating system
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concepts is a longer-lasting achievement. Such understanding also pays off in the long run because it allows one to adapt as technology changes—as, inevitably, it does. Therefore, the purpose of this book is to give computer users a solid background in the basics of operating systems, their functions and goals, and how they interact and interrelate. Part One, the first 12 chapters, describes the theory of operating systems. It concentrates on each of the “managers” in turn and shows how they work together. Then it introduces network organization concepts, security, ethics, and management of network functions. Part Two examines actual operating systems, how they apply the theories presented in Part One, and how they compare with each other. Chapter 1 gives a brief introduction to the subject. The meat of the text begins in Chapters 2 and 3 with memory management because it is the simplest component of the operating system to explain and has historically been tied to the advances from one operating system to the next. We explain the role of the Processor Manager in Chapters 4, 5, and 6, first discussing simple systems and then expanding the discussion to include multiprocessing systems. By the time we reach device management in Chapter 7 and file management in Chapter 8, readers will have been introduced to the four main managers found in every operating system. Chapters 9 and 10 introduce basic concepts related to networking, and Chapters 11 and 12 discuss security, ethics, and some of the tradeoffs that designers consider when attempting to satisfy the needs of their user population. Each chapter includes learning objectives, key terms, and research topics. For technically oriented readers, the exercises at the end of each chapter include problems for advanced students. Please note that some advanced exercises assume knowledge of matters not presented in the book, but they’re good for those who enjoy a challenge. We expect some readers from a more general background will cheerfully pass them by. In an attempt to bring the concepts closer to home, throughout the book we’ve added real-life examples to illustrate abstract concepts. However, let no one confuse our conversational style with our considerable respect for the subject matter. The subject of operating systems is a complex one and it cannot be covered completely in these few pages. Therefore, this textbook does not attempt to give an in-depth treatise of operating systems theory and applications. This is the overall view. Part Two introduces four operating systems in the order of their first release: UNIX, MS-DOS, Windows, and Linux. Here, each chapter discusses how one operating system applies the concepts discussed in Part One and how it compares with the others. Again, we must stress that this is a general discussion—an in-depth examination of an operating system would require details based on its current standard version, which can’t be done here. We strongly suggest that readers use our discussion as a guide, a base to work from, when comparing the pros and cons of a specific operating system and supplement our work with research that’s as current as possible. The text concludes with several reference aids. Terms that are important within a chapter are listed at its conclusion as key terms. The extensive end-of-book Glossary
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Preface



includes brief definitions for hundreds of terms used in these pages. The Bibliography can guide the reader to basic research on the subject. Finally, the Appendix features the ACM Code of Ethics. Not included in this text is a discussion of databases and data structures, except as examples of process synchronization problems, because they only tangentially relate to operating systems and are frequently the subject of other courses. We suggest that readers begin by learning the basics as presented in the following pages before pursuing these complex subjects.



Changes to the Sixth Edition This edition has been thoroughly updated and features many improvements over the fifth edition: • New references to Macintosh OS X, which is based on UNIX • Numerous new homework exercises in every chapter • Updated references to the expanding influence of wireless technology • More networking information throughout the text • Continuing emphasis on system security and patch management • More discussion describing the management of multiple processors • Updated detail in the chapters that discuss UNIX, Windows, and Linux • New research topics and student exercises for the chapters on UNIX, MS-DOS, Windows, and Linux Other changes throughout the text are editorial clarifications, expanded captions, and improved illustrations.



A Note for Instructors The following supplements are available when this text is used in a classroom setting: Electronic Instructor’s Manual. The Instructor’s Manual that accompanies this textbook includes additional instructional material to assist in class preparation, including Sample Syllabi, Chapter Outlines, Technical Notes, Lecture Notes, Quick Quizzes, Teaching Tips, and Discussion Topics. Distance Learning. Course Technology is proud to present online test banks in WebCT and Blackboard to provide the most complete and dynamic learning experience possible. Instructors are encouraged to make the most of the course, both online and offline. For more information on how to access the online test bank, contact your local Course Technology sales representative.
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PowerPoint Presentations. This book comes with Microsoft PowerPoint slides for each chapter. These are included as a teaching aid for classroom presentations, either to make available to students on the network for chapter review, or to be printed for classroom distribution. Instructors can add their own slides for additional topics that they introduce to the class. Solutions. Selected solutions to Review Questions and Exercises are provided on the Instructor Resources CD-ROM and may also be found on the Cengage Course Technology Web site at www.cengage.com/coursetechnology. The solutions are password protected. Order of Presentation. We have built this text with a modular construction to accommodate several presentation options, depending on the instructor’s preference. For example, the syllabus can follow the chapters as listed in Chapter 1 through Chapter 12 to present the core concepts that all operating systems have in common. Using this path, students will learn about the management of memory, processors, devices, files, and networks, in that order. An alternative path might begin with Chapter 1, move next to processor management in Chapters 4 through 6, then to memory management in Chapters 2 and 3, touch on systems security and management in Chapters 11 and 12, and finally move to device and file management in Chapters 7 and 8. Because networking is often the subject of another course, instructors may choose to bypass Chapters 9 and 10, or include them for a more thorough treatment of operating systems. We hope you find our discussion of ethics helpful in Chapter 11, which is included in response to requests by university adopters of the text who want to discuss this subject in their lectures. In Part Two, we examine details about four specific operating systems in an attempt to show how the concepts in the first 12 chapters are applied by a specific operating system. In each case, the chapter is structured in a similar manner as the chapters in Part One. That is, they discuss the management of memory, processors, files, devices, networks, and systems. In addition, each includes an introduction to one or more user interfaces for that operating system. With this edition, we added exercises and research topics to each of these chapters to help students explore issues discussed in the preceding pages. For the first time, we included references to the Macintosh OS X operating system in the UNIX chapter. We continue to include MS-DOS in spite of its age because faculty reviewers and adopters have specifically requested it, presumably so students can learn the basics of this command-driven interface using a Windows emulator. If you have suggestions for inclusion in this text, please send them along. Although we are squeezed for space, we are pleased to consider all possibilities.
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Part One



Operating Systems Concepts



“



So work the honey-bees, Creatures that by a rule in nature teach



”



The act of order to a peopled kingdom.



—William Shakespeare (1564–1616; in Henry V)



All operating systems have certain core items in common: each must manage memory, processing capability, devices and peripherals, files, and networks. In Part One of this text we present an overview of these operating systems essentials. • Chapter 1 introduces the subject. • Chapters 2–3 discuss main memory management. • Chapters 4–6 cover processor management. • Chapter 7 concentrates on device management. • Chapter 8 is devoted to file management. • Chapters 9–10 briefly review networks. • Chapter 11 discusses system security issues. • Chapter 12 explores system management and the interaction of the operating system’s components. Then, in Part Two of the text (Chapters 13–16), we look at specific operating systems and how they apply the theory presented here in Part One.
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Throughout our discussion of this very technical subject, we try to include definitions of terms that might be unfamiliar to you. However, it isn’t always possible to describe a function and define the technical terms while keeping the explanation clear. Therefore, we’ve put the key terms with definitions at the end of each chapter, and at the end of the text is an extensive glossary for your reference. Items listed in the Key Terms are shown in boldface the first time they appear. Throughout the book we keep our descriptions and examples as simple as possible to introduce you to the system’s complexities without getting bogged down in technical detail. Therefore, be aware that for almost every topic explained in the following pages, there’s much more information that can be studied. Our goal is to introduce you to the subject, and to encourage you to pursue your interest using other texts or primary sources if you need more detail.
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Introducing Operating Systems OPERATING SYSTEMS Software Components Developed



Hardware Components Developed



Operating Systems Developed



“



”



I think there is a world market for maybe five computers.



—Thomas J. Watson (1874–1956; chairman of IBM 1949–1956)



Learning Objectives After completing this chapter, you should be able to describe: • Innovations in operating system development • The basic role of an operating system • The major operating system software subsystem managers and their functions • The types of machine hardware on which operating systems run • The differences among batch, interactive, real-time, hybrid, and embedded operating systems • Multiprocessing and its impact on the evolution of operating system software • Virtualization and core architecture trends in new operating systems
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Introduction To understand an operating system is to understand the workings of an entire computer system, because the operating system manages each and every piece of hardware and software. This text explores what operating systems are, how they work, what they do, and why. This chapter briefly describes how simple operating systems work and how, in general, they’ve evolved. The following chapters explore each component in more depth and show how its function relates to the other parts of the operating system. In other words, you see how the pieces work harmoniously to keep the computer system working smoothly.



What Is an Operating System? A computer system consists of software (programs) and hardware (the physical machine and its electronic components). The operating system software is the chief piece of software, the portion of the computing system that manages all of the hardware and all of the other software. To be specific, it controls every file, every device, every section of main memory, and every nanosecond of processing time. It controls who can use the system and how. In short, it’s the boss. Therefore, each time the user sends a command, the operating system must make sure that the command is executed; or, if it’s not executed, it must arrange for the user to get a message explaining the error. Remember: This doesn’t necessarily mean that the operating system executes the command or sends the error message—but it does control the parts of the system that do.



Operating System Software The pyramid shown in Figure 1.1 is an abstract representation of an operating system and demonstrates how its major components work together. At the base of the pyramid are the four essential managers of every operating system: the Memory Manager, the Processor Manager, the Device Manager, and the File Manager. In fact, these managers are the basis of all operating systems and each is discussed in detail throughout the first part of this book. Each manager works closely with the other managers and performs its unique role regardless of which specific operating system is being discussed. At the top of the pyramid is the User Interface, from which users issue commands to the operating system. This is the component that’s unique to each operating system—sometimes even between different versions of the same operating system.
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✔ Unless we mention networking or the Internet, our discussions apply to the most basic elements of operating systems. Chapters 9 and 10 are dedicated to networking.



C7047_01_Ch01.qxd



1/12/10



4:04 PM



Page 5



User Interface



This model of a non-networked operating system shows four subsystem managers supporting the User Interface.



Processor Manager Memory Manager



Operating System Software



(figure 1.1)



Device Manager



File Manager



A network was not always an integral part of operating systems; early systems were self-contained with all network capability added on top of existing operating systems. Now most operating systems routinely incorporate a Network Manager. The base of a pyramid for a networked operating system is shown in Figure 1.2. Regardless of the size or configuration of the system, each of the subsystem managers, shown in Figure 1.3, must perform the following tasks: • Monitor its resources continuously • Enforce the policies that determine who gets what, when, and how much • Allocate the resource when appropriate • Deallocate the resource when appropriate



(figure 1.2) Networked systems have a Network Manager that assumes responsibility for networking tasks while working harmoniously with every other manager.



Processor Manager (CPU) Memory Manager (main memory) Device Manager (keyboard, printer, disk drives, modem, monitor, etc.)



Network Manager (network communications, protocols, etc.) File Manager (program files, data files, compilers, etc.)
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Processor Manager (CPU)



Device Manager (keyboard, printer, disk drives, modem, monitor, etc.)



(figure 1.3) Memory Manager (main memory, also called random access memory, RAM)



File Manager (program files, data files, compilers, etc.)



Main Memory Management The Memory Manager (the subject of Chapters 2–3) is in charge of main memory, also known as RAM, short for Random Access Memory. The Memory Manager checks the validity of each request for memory space and, if it is a legal request, it allocates a portion of memory that isn’t already in use. In a multiuser environment, the Memory Manager sets up a table to keep track of who is using which section of memory. Finally, when the time comes to reclaim the memory, the Memory Manager deallocates memory. A primary responsibility of the Memory Manager is to protect the space in main memory occupied by the operating system itself—it can’t allow any part of it to be accidentally or intentionally altered.



Processor Management The Processor Manager (the subject of Chapters 4–6) decides how to allocate the central processing unit (CPU). An important function of the Processor Manager is to keep track of the status of each process. A process is defined here as an instance of execution of a program. The Processor Manager monitors whether the CPU is executing a process or waiting for a READ or WRITE command to finish execution. Because it handles the processes’ transitions from one state of execution to another, it can be compared to a traffic controller. Once the Processor Manager allocates the processor, it sets up the necessary registers and tables and, when the job is finished or the maximum amount of time has expired, it reclaims the processor. Think of it this way: The Processor Manager has two levels of responsibility. One is to handle jobs as they enter the system and the other is to manage each process within those jobs. The first part is handled by the Job Scheduler, the high-level portion of the Processor Manager, which accepts or rejects the incoming jobs. The second part is
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Each subsystem manager at the base of the pyramid takes responsibility for its own tasks while working harmoniously with every other manager.



✔ RAM is the computer’s main memory and was called “primary storage” in early systems.
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Device Management The Device Manager (the subject of Chapter 7) monitors every device, channel, and control unit. Its job is to choose the most efficient way to allocate all of the system’s devices, printers, ports, disk drives, and so forth, based on a scheduling policy chosen by the system’s designers.



Operating System Software



handled by the Process Scheduler, the low-level portion of the Processor Manager, which is responsible for deciding which process gets the CPU and for how long.



The Device Manager does this by allocating each resource, starting its operation, and, finally, deallocating the device, making it available to the next process or job.



File Management The File Manager (the subject of Chapter 8) keeps track of every file in the system, including data files, program files, compilers, and applications. By using predetermined access policies, it enforces restrictions on who has access to which files. The File Manager also controls what users are allowed to do with files once they access them. For example, a user might have read-only access, read-and-write access, or the authority to create and delete files. Managing access control is a key part of file management. Finally, the File Manager allocates the necessary resources and later deallocates them.



Network Management Operating systems with Internet or networking capability have a fifth essential manager called the Network Manager (the subject of Chapters 9–10) that provides a convenient way for users to share resources while controlling users’ access to them. These resources include hardware (such as CPUs, memory areas, printers, tape drives, modems, and disk drives) and software (such as compilers, application programs, and data files).



User Interface The user interface is the portion of the operating system that users interact with directly. In the old days, the user interface consisted of commands typed on a keyboard and displayed on a monitor, as shown in Figure 1.4. Now most systems allow users to choose a menu option from a list. The user interface, desktops, and formats vary widely from one operating system to another, as shown in Chapters 13–16 in Part Two of this text.
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(figure 1.4) Two user interfaces from Linux: a command-driven interface (left) and a menu-driven interface (right).



Cooperation Issues However, it is not enough for each manager to perform its individual tasks. It must also be able to work harmoniously with every other manager. Here is a simplified example. Let’s say someone chooses an option from a menu to execute a program. The following major steps must occur in sequence: 1. The Device Manager must receive the electrical impulses from the mouse or keyboard, form the command, and send the command to the User Interface, where the Processor Manager validates the command. 2. The Processor Manager then sends an acknowledgment message to be displayed on the monitor so the user realizes the command has been sent. 3. When the Processor Manager receives the command, it determines whether the program must be retrieved from storage or is already in memory, and then notifies the appropriate manager. 4. If the program is in storage, the File Manager must calculate its exact location on the disk and pass this information to the Device Manager, which retrieves the program and sends it to the Memory Manager. 5. The Memory Manager then finds space for it and records its exact location in memory. Once the program is in memory, the Memory Manager must track its location in memory (even if it’s moved) as well as its progress as it’s executed by the Processor Manager. 6. When the program has finished executing, it must send a finished message to the Processor Manager so that the processor can be assigned to the next program waiting in line. 7. Finally, the Processor Manager must forward the finished message to the Device Manager, so that it can notify the user and refresh the screen. Although this is a vastly oversimplified demonstration of a complex operation, it illustrates some of the incredible precision required for the operating system to work smoothly. So although we’ll be discussing each manager in isolation for much of this text, no single manager could perform its tasks without the active cooperation of every other part.
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To appreciate the role of the operating system (which is software), we need to discuss the essential aspects of the computer system’s hardware, the physical machine and its electronic components, including memory chips, input/output devices, storage devices, and the central processing unit (CPU). • Main memory (random access memory, RAM) is where the data and instructions must reside to be processed. • I/O devices, short for input/output devices, include every peripheral unit in the system such as printers, disk drives, CD/DVD drives, flash memory, keyboards, and so on.



A Brief History of Machine Hardware



A Brief History of Machine Hardware



• The central processing unit (CPU) is the brains with the circuitry (sometimes called the chip) to control the interpretation and execution of instructions. In essence, it controls the operation of the entire computer system, as illustrated in Figure 1.5. All storage references, data manipulations, and I/O operations are initiated or performed by the CPU. Until the mid-1970s, computers were classified by capacity and price. A mainframe was a large machine—in size and in internal memory capacity. The IBM 360, introduced in



(figure 1.5) A logical view of a typical computer system hardware configuration. The tower holds the central processing unit, the arithmetic and logic unit, registers, cache, and main memory, as well as controllers and interfaces shown within the dotted lines.
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1964, is a classic example of an early mainframe. The IBM 360 model 30 required an air-conditioned room about 18 feet square to house the CPU, the operator’s console, a printer, a card reader, and a keypunch machine. The CPU was 5 feet high and 6 feet wide, had an internal memory of 64K (considered large at that time), and a price tag of $200,000 in 1964 dollars. Because of its size and price at the time, its applications were generally limited to large computer centers belonging to the federal government, universities, and very large businesses. The minicomputer was developed to meet the needs of smaller institutions, those with only a few dozen users. One of the early minicomputers was marketed by Digital Equipment Corporation to satisfy the needs of large schools and small colleges that began offering computer science courses in the early 1970s. (The price of its PDP-8 was less than $18,000.) Minicomputers are smaller in size and memory capacity and cheaper than mainframes. Today, computers that fall between microcomputers and mainframes in capacity are often called midrange computers. The supercomputer was developed primarily for government applications needing massive and fast number-crunching ability to carry out military operations and weather forecasting. Business and industry became interested in the technology when the massive computers became faster and less expensive. A Cray supercomputer is a typical example with six to thousands of processors performing up to 2.4 trillion floating point operations per second (2.4 teraflops). Supercomputers are used for a wide range of tasks from scientific research to customer support and product development. They’re often used to perform the intricate calculations required to create animated motion pictures. And they help oil companies in their search for oil by analyzing massive amounts of data (Stair, 1999). The microcomputer was developed to offer inexpensive computation capability to individual users in the late 1970s. Early models featured a revolutionary amount of memory: 64K. Their physical size was smaller than the minicomputers of that time, though larger than the microcomputers of today. Eventually, microcomputers grew to accommodate software with larger capacity and greater speed. The distinguishing characteristic of the first microcomputer was its single-user status. Powerful microcomputers developed for use by commercial, educational, and government enterprises are called workstations. Typically, workstations are networked together and are used to support engineering and technical users who perform massive mathematical computations or computer-aided design (CAD), or use other applications requiring very powerful CPUs, large amounts of main memory, and extremely high-resolution graphic displays to meet their needs. Servers are powerful computers that provide specialized services to other computers on client/server networks. Examples can include print servers, Internet servers, e-mail servers, etc. Each performs critical network tasks. For instance, a file server, usually a
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✔ HP-UX, Sun Solaris, and Macintosh OS X are only three of many operating systems based on UNIX.
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(table 1.1) A brief list of platforms and sample operating systems listed in alphabetical order.



Platform



Operating System



Microcomputers



Linux, UNIX (includes Mac), Windows



Mainframe computers



IBM z/390, Linux, UNIX



Supercomputers



IRIX, Linux, UNICOS



Workstations, servers



Linux, UNIX, Windows



Networks



Linux, NetWare, UNIX, Windows



Personal digital assistants



BlackBerry, Linux, Palm OS, Windows Mobile



A Brief History of Machine Hardware



powerful computer with substantial file storage capacity (such as a large collection of hard drives), manages file storage and retrieval for other computers, called clients, on the network.



Some typical operating systems for a wide variety of platforms are shown in Table 1.1. Since the mid-1970s, rapid advances in computer technology have blurred the distinguishing characteristics of early machines: physical size, cost, and memory capacity. The most powerful mainframes today have multiple processors coordinated by the Processor Manager. Simple mainframes still have a large main memory, but now they’re available in desk-sized cabinets. Networking is an integral part of modern computer systems because it can connect workstations, servers, and peripheral devices into integrated computing systems. Networking capability has become a standard feature in many computing devices: personal organizers, personal digital assistants (PDAs), cell phones, and handheld Web browsers. At one time, computers were classified by memory capacity; now they’re distinguished by processor capacity. We must emphasize that these are relative categories and what is large today will become medium-sized and then small sometime in the near future. In 1965, Intel executive Gordon Moore observed that each new processor chip contained roughly twice as much capacity as its predecessor, and each chip was released within 18–24 months of the previous chip. He predicted that the trend would cause computing power to rise exponentially over relatively brief periods of time. Now known as Moore’s Law, shown in Figure 1.6, the trend has continued and is still remarkably accurate. The Intel 4004 chip in 1971 had 2,300 transistors while the Pentium II chip 20 years later had 7.5 million, and the Pentium 4 Extreme Edition processor introduced in 2004 had 178 million transistors. Moore’s Law is often used by industry observers to make their chip capacity forecasts.
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(figure 1.6) Demonstration of Moore’s Law. Gordon Moore’s 1965 prediction has held up for more than three decades. Copyright © 2005 Intel Corporation



Types of Operating Systems Operating systems for computers large and small fall into five categories distinguished by response time and how data is entered into the system: batch, interactive, real-time, hybrid, and embedded systems. Batch systems date from the earliest computers, when they relied on stacks of punched cards or reels of magnetic tape for input. Jobs were entered by assembling the cards into a deck and running the entire deck of cards through a card reader as a group—a batch. The efficiency of a batch system is measured in throughput—the number of jobs completed in a given amount of time (for example, 550 jobs per hour). Interactive systems give a faster turnaround than batch systems but are slower than the real-time systems we talk about next. They were introduced to satisfy the demands of users who needed fast turnaround when debugging their programs. The operating system required the development of time-sharing software, which would allow each user to interact directly with the computer system via commands entered from a typewriter-like terminal. The operating system provides immediate feedback to the user and response time can be measured in fractions of a second. Real-time systems are used in time-critical environments where reliability is key and data must be processed within a strict time limit. The time limit need not be ultra-fast
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Types of Operating Systems



(figure 1.7) The state-of-the-art computer interface box for the Apollo spacecraft in 1968. The guidance computer had few moving parts and no vacuum tubes, making it both rugged and compact. Courtesy of NASA



(though it often is), but system response time must meet the deadline or risk significant consequences. These systems also need to provide contingencies to fail gracefully—that is, preserve as much of the system’s capabilities and data as possible to facilitate recovery. For example, real-time systems are used for space flights (as shown in Figure 1.7), airport traffic control, fly-by-wire aircraft, critical industrial processes, certain medical equipment, and telephone switching, to name a few. There are two types of real-time systems depending on the consequences of missing the deadline: • Hard real-time systems risk total system failure if the predicted time deadline is missed. • Soft real-time systems suffer performance degradation, but not total system failure, as a consequence of a missed deadline. Although it’s theoretically possible to convert a general-purpose operating system into a real-time system by merely establishing a deadline, the unpredictability of these systems can’t provide the guaranteed response times that real-time performance requires (Dougherty, 1995). Therefore, most embedded systems and realtime environments require operating systems that are specially designed to meet real-time needs. Hybrid systems are a combination of batch and interactive. They appear to be interactive because individual users can access the system and get fast responses, but such a system actually accepts and runs batch programs in the background when the interactive load is light. A hybrid system takes advantage of the free time between high-demand usage of the system and low-demand times. Many large computer systems are hybrids.
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Embedded systems are computers placed inside other products to add features and capabilities. For example, you find embedded computers in household appliances, automobiles, digital music players, elevators, and pacemakers. In the case of automobiles, embedded computers can help with engine performance, braking, and navigation. For example, several projects are under way to implement “smart roads,” which would alert drivers in cars equipped with embedded computers to choose alternate routes when traffic becomes congested. Operating systems for embedded computers are very different from those for general computer systems. Each one is designed to perform a set of specific programs, which are not interchangeable among systems. This permits the designers to make the operating system more efficient and take advantage of the computer’s limited resources, such as memory, to their maximum. Before a general-purpose operating system, such as Linux, UNIX, or Windows, can be used in an embedded system, the system designers must select which components, from the entire operating system, are needed in that particular environment. The final version of this operating system will include only the necessary elements; any unneeded features or functions will be dropped. Therefore, operating systems with a small kernel (the core portion of the software) and other functions that can be mixed and matched to meet the embedded system requirements will have potential in this market.



Brief History of Operating System Development The evolution of operating system software parallels the evolution of the computer hardware it was designed to control. Here’s a very brief overview of this evolution.



1940s The first generation of computers (1940–1955) was a time of vacuum tube technology and computers the size of classrooms. Each computer was unique in structure and purpose. There was little need for standard operating system software because each computer’s use was restricted to a few professionals working on mathematical, scientific, or military applications, all of whom were familiar with the idiosyncrasies of their hardware. A typical program would include every instruction needed by the computer to perform the tasks requested. It would give explicit directions to the card reader (when to begin, how to interpret the data on the cards, when to end), the CPU (how and where to store the instructions in memory, what to calculate, where to find the data, where to send
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✔ One example of a software product to help developers build an embedded system is Windows Automotive.
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Brief History of Operating System Development



(figure 1.8) Dr. Grace Hopper’s research journal from her work on Harvard’s Mark I computer in 1945 included the remains of the first computer “bug,” a moth that had become trapped in the computer’s relays causing the system to crash. Today’s use of the term “bug” stems from that first moth.



the output), and the output device (when to begin, how to print out the finished product, how to format the page, and when to end). The machines were operated by the programmers from the main console—it was a hands-on process. In fact, to debug a program, the programmer would stop the processor, read the contents of each register, make the corrections in memory locations, and then resume operation. The first bug was a moth trapped in a Harvard computer that caused it to fail, as shown in Figure 1.8. To run programs, the programmers would have to reserve the machine for the length of time they estimated it would take the computer to execute the program. As a result, the machine was poorly utilized. The CPU processed data and made calculations for only a fraction of the available time and, in fact, the entire system sat idle between reservations. In time, computer hardware and software became more standard and the execution of a program required fewer steps and less knowledge of the internal workings of the computer. Compilers and assemblers were developed to translate into binary code the English-like commands of the evolving high-level languages. Rudimentary operating systems started to take shape with the creation of macros, library programs, standard subroutines, and utility programs. And they included device driver subroutines—prewritten programs that standardized the way input and output devices were used. These early programs were at a significant disadvantage because they were designed to use their resources conservatively at the expense of understandability. That meant
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that many programs used convoluted logic that only the original programmer could understand, so it was nearly impossible for anyone else to debug or change the program later on.



1950s Second-generation computers (1955–1965) were developed to meet the needs of new markets—government and business researchers. The business environment placed much more importance on the cost effectiveness of the system. Computers were still very expensive, especially when compared to other office equipment (the IBM 7094 was priced at $200,000). Therefore, throughput had to be maximized to make such an investment worthwhile for business use, which meant dramatically increasing the usage of the system. Two improvements were widely adopted: Computer operators were hired to facilitate each machine’s operation, and job scheduling was instituted. Job scheduling is a productivity improvement scheme that groups together programs with similar requirements. For example, several FORTRAN programs would be run together while the FORTRAN compiler was still resident in memory. Or all of the jobs using the card reader for input might be run together, and those using the tape drive would be run later. Some operators found that a mix of I/O device requirements was the most efficient combination. That is, by mixing tape-input programs with card-input programs, the tapes could be mounted or rewound while the card reader was busy. A typical punch card is shown in Figure 1.9. Job scheduling introduced the need for control cards, which defined the exact nature of each program and its requirements, illustrated in Figure 1.10. This was one of the first uses of a job control language, which helped the operating system coordinate and manage the system resources by identifying the users and their jobs and specifying the resources required to execute each job.



(figure 1.9) Each letter or number printed along the top of the punch card is represented by a unique combination of holes beneath it. From ibm.com
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Announces the end of this job.



$EOJ



These cards hold the data. $DATA These cards hold the source file, the application. $LANGUAGE [request compiler here] $PASSWORD [insert your password here] $JOB [insert your user # here]



This card announces the start of a new job.



Brief History of Operating System Development



(figure 1.10)



4:04 PM



But even with batching techniques, the faster second-generation computers allowed expensive time lags between the CPU and the I/O devices. For example, a job with 1600 cards could take 79 seconds to be read by the card reader and only 5 seconds of CPU time to assemble or compile. That meant the CPU was idle 94 percent of the time and busy only 6 percent of the time it was dedicated to that job—an inefficiency that resulted in poor overall system use. Eventually, several factors helped improve the performance of the CPU: • First, the speeds of I/O devices such as drums, tape drives, and disks gradually increased. • Second, to use more of the available storage area in these devices, records were grouped into blocks before they were retrieved or stored. (This is called blocking, meaning that several logical records are grouped within one physical record, and is discussed in detail in Chapter 7.) • Third, to reduce the discrepancy in speed between the I/O and the CPU, an interface called the control unit was placed between them to act as a buffer. A buffer is an interim storage area that works as a temporary holding place. As the slow input device reads one record, the control unit places each character of the record into the buffer. When the buffer is full, the entire record is quickly transmitted to the CPU. The process is just the opposite for output devices: The CPU places the entire record into the buffer, which is then passed on by the control unit at the slower rate required by the output device. The buffers of this generation were conceptually similar to those now used routinely by Internet browsers to make video and audio playback smoother, as shown in Figure 1.11. If a control unit had more than one buffer, the I/O process could be made even faster. For example, if the control unit had two buffers, the second buffer could be loaded while the first buffer was transmitting its contents to or from the CPU. Ideally, by
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the time the first was transmitted, the second was ready to go, and so on. In this way, input or output time was cut in half. (figure 1.11) Three typical browser buffering progress indicators.



• Fourth, in addition to buffering, an early form of spooling was developed by moving offline the operations of card reading, printing, and “punching.” For example, incoming jobs would be transferred from card decks to reels of magnetic tape offline. Then they could be read into the CPU from the tape at a speed much faster than that of the card reader. The spooler worked the same way as a buffer but, in this example, it was a separate offline device while a buffer was part of the main computer hardware. Also during the second generation, techniques were developed to manage program libraries, create and maintain each data direct access address, and create and check file labels. Timer interrupts were developed to allow job sharing and to prevent infinite loops on programs that were mistakenly instructed to execute a single series of commands forever. Because a fixed amount of execution time was allocated to each program when it entered the system, and was monitored by the operating system, programs that were still running when the time expired were terminated. During the second generation, programs were still assigned to the processor one at a time. The next step toward better use of the system’s resources was the move to shared processing.



1960s Third-generation computers date from the mid-1960s. They were designed with faster CPUs, but their speed still caused problems when they interacted with printers and other I/O devices that ran at slower speeds. The solution was multiprogramming, which introduced the concept of loading many programs at one time and sharing the attention of a single CPU. The first multiprogramming systems allowed each program to be serviced in turn, one after another. The most common mechanism for implementing multiprogramming was the introduction of the concept of the interrupt, whereby the CPU was notified of events needing operating system services. For example, when a program issued a print command (called an input/output command or an I/O command), it generated an interrupt requesting the services of the I/O processor and the CPU was released to begin execution of the next job. This was called passive multiprogramming because
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To counteract this effect, the operating system was soon given a more active role with the advent of active multiprogramming, which allowed each program to use only a preset slice of CPU time, which is discussed in Chapter 4. When time expired, the job was interrupted and another job was allowed to begin execution. The interrupted job had to wait until it was allowed to resume execution later. The idea of time slicing soon became common in many time-sharing systems. Program scheduling, which was begun with second-generation systems, continued at this time but was complicated by the fact that main memory was occupied by many jobs. To solve this problem, the jobs were sorted into groups and then loaded into memory according to a preset rotation formula. The sorting was often determined by priority or memory requirements—whichever was found to be the most efficient use of the available resources. In addition to scheduling jobs, handling interrupts, and allocating memory, the operating systems also had to resolve conflicts whenever two jobs requested the same device at the same time, something we will explore in Chapter 5.



Brief History of Operating System Development



the operating system didn’t control the interrupts but waited for each job to end an execution sequence. It was less than ideal because if a job was CPU-bound (meaning that it performed a great deal of nonstop CPU processing before issuing an interrupt), it could tie up the CPU for a long time while all other jobs had to wait.



Even though there was progress in processor management, few major advances were made in data management.



1970s After the third generation, during the late 1970s, computers had faster CPUs, creating an even greater disparity between their rapid processing speed and slower I/O access time. The first Cray supercomputer was released in 1976. Multiprogramming schemes to increase CPU use were limited by the physical capacity of the main memory, which was a limited resource and very expensive. A solution to this physical limitation was the development of virtual memory, which took advantage of the fact that the CPU could process only one instruction at a time. With virtual memory, the entire program didn’t need to reside in memory before execution could begin. A system with virtual memory would divide the programs into parts and keep them in secondary storage, bringing each part into memory only as it was needed. (Programmers of second-generation computers had used this concept with the roll in/roll out programming method, also called overlay, to execute programs that exceeded the physical memory of those computers.) At this time there was also growing attention to the need for data resource conservation. Database management software became a popular tool because it organized data in an integrated manner, minimized redundancy, and simplified updating and
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access of data. A number of query systems were introduced that allowed even the novice user to retrieve specific pieces of the database. These queries were usually made via a terminal, which in turn mandated a growth in terminal support and data communication software. Programmers soon became more removed from the intricacies of the computer, and application programs started using English-like words, modular structures, and standard operations. This trend toward the use of standards improved program management because program maintenance became faster and easier.



1980s Development in the 1980s dramatically improved the cost/performance ratio of computer components. Hardware was more flexible, with logical functions built on easily replaceable circuit boards. And because it was less costly to create these circuit boards, more operating system functions were made part of the hardware itself, giving rise to a new concept—firmware, a word used to indicate that a program is permanently held in read-only memory (ROM), as opposed to being held in secondary storage. The job of the programmer, as it had been defined in previous years, changed dramatically because many programming functions were being carried out by the system’s software, hence making the programmer’s task simpler and less hardware dependent. Eventually the industry moved to multiprocessing (having more than one processor), and more complex languages were designed to coordinate the activities of the multiple processors servicing a single job. As a result, it became possible to execute programs in parallel, and eventually operating systems for computers of every size were routinely expected to accommodate multiprocessing. The evolution of personal computers and high-speed communications sparked the move to networked systems and distributed processing, enabling users in remote locations to share hardware and software resources. These systems required a new kind of operating system—one capable of managing multiple sets of subsystem managers, as well as hardware that might reside half a world away. With network operating systems, users generally became aware of the existence of many networked resources, could log in to remote locations, and could manipulate files on networked computers distributed over a wide geographical area. Network operating systems were similar to single-processor operating systems in that each machine ran its own local operating system and had its own users. The difference was in the addition of a network interface controller with low-level software to drive the local operating system, as well as programs to allow remote login and remote file access. Still, even with these additions, the basic structure of the network operating system was quite close to that of a standalone system.
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1990s



Brief History of Operating System Development



On the other hand, with distributed operating systems, users could think they were working with a typical uniprocessor system when in fact they were connected to a cluster of many processors working closely together. With these systems, users didn’t need to know which processor was running their applications or which devices were storing their files. These details were all handled transparently by the operating system—something that required more than just adding a few lines of code to a uniprocessor operating system. The disadvantage of such a complex operating system was the requirement for more complex processor-scheduling algorithms. In addition, communications delays within the network sometimes meant that scheduling algorithms had to operate with incomplete or outdated information.



The overwhelming demand for Internet capability in the mid-1990s sparked the proliferation of networking capability. The World Wide Web, conceived in a paper, shown in Figure 1.12, by Tim Berners-Lee made the Internet accessible by computer users



(figure 1.12) Illustration from the first page of the 1989 proposal by Tim Berners-Lee describing his revolutionary “linked information system.” Based on this research, he designed the first World Wide Web server and browser, making it available to the general public in 1991.
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worldwide, not just the researchers who had come to depend on it for global communications. Web accessibility and e-mail became standard features of almost every operating system. However, increased networking also sparked increased demand for tighter security to protect hardware and software. The decade also introduced a proliferation of multimedia applications demanding additional power, flexibility, and device compatibility for most operating systems. A typical multimedia computer houses devices to perform audio, video, and graphic creation and editing. Those functions can require many specialized devices such as a microphone, digital piano, Musical Instrument Digital Interface (MIDI), digital camera, digital video disc (DVD) drive, optical disc (CD) drives, speakers, additional monitors, projection devices, color printers, and high-speed Internet connections. These computers also require specialized hardware (such as controllers, cards, busses) and software to make them work together properly. Multimedia applications need large amounts of storage capability that must be managed gracefully by the operating system. For example, each second of a 30-frame-perminute full-screen video requires 27MB of storage unless the data is compressed in some way. To meet the demand for compressed video, special-purpose chips and video boards have been developed by hardware companies. What’s the effect of these technological advances on the operating system? Each advance requires a parallel advance in the software’s management capabilities.



2000s The new century emphasized the need for operating systems to offer improved flexibility, reliability, and speed. To meet the need for computers that could accommodate multiple operating systems running at the same time and sharing resources, the concept of virtual machines, shown in Figure 1.13, was developed and became commercially viable. Virtualization is the creation of partitions on a single server, with each partition supporting a different operating system. In other words, it turns a single physical server into multiple virtual servers, often with multiple operating systems. Virtualization requires the operating system to have an intermediate manager to oversee each operating system’s access to the server’s physical resources. For example, with virtualization, a single processor can run 64 independent operating systems on workstations using a processor capable of allowing 64 separate threads (instruction sequences) to run at the same time.
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With virtualization, different operating systems can run on a single computer. Courtesy of Parallels, Inc.



Brief History of Operating System Development



(figure 1.13)



Processing speed has enjoyed a similar advancement with the development of multicore processors, shown in Figure 1.14. Until recent years, the silicon wafer that forms the base of the computer chip circuitry held only a single CPU. However, with the introduction of dual-core processors, a single chip can hold multiple processor cores. Thus, a dual-core chip allows two sets of calculations to run at the same time, which sometimes leads to faster completion of the job. It’s as if the user has two separate computers, and two processors, cooperating on a single task. As of this writing, designers have created chips that can hold 80 simple cores. Does this hardware innovation affect the operating system software? Absolutely, because it must now manage the work of these multiple processors and be able to schedule and manage the processing of their multiple tasks. We’ll explore some of the complexities of this in Chapter 6.
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(Figure 1.14) A single piece of silicon can hold 80 cores, which (to put it in simplest terms) can perform 80 calculations at one time. Courtesy of Intel Corporation



Threads Multi-core technology helps the operating system handle threads, multiple actions that can be executed at the same time. First, an explanation: The Processor Manager is responsible for processing each job submitted by a user. Jobs are made up of processes (sometimes called tasks in other textbooks), and processes consist of multiple threads. A process has two characteristics: • It requires space in main memory where it resides during its execution; although, from time to time, it requires other resources such as data files or I/O devices. • It passes through several states (such as running, waiting, ready) from its initial arrival into the computer system to its completion. Multiprogramming and virtual memory dictate that processes be swapped between main memory and secondary storage during their execution. With conventional processes (also known as heavyweight processes), this swapping results in a lot of
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✔ Web browsers routinely use multithreading to allow users to explore multiple areas of interest on the Internet at the same time.



A thread (or lightweight process) can be defined as a unit smaller than a process, which can be scheduled and executed. Using this technique, the heavyweight process, which owns the resources, becomes a more passive element, while a thread becomes the element that uses the CPU and is scheduled for execution. Manipulating threads is less time consuming than manipulating processes, which are more complex. Some operating systems support multiple processes with a single thread, while others support multiple processes with multiple threads. Multithreading allows applications to manage a separate process with several threads of control. Web browsers use multithreading routinely. For instance, one thread can retrieve images while another sends and retrieves e-mail. Multithreading is also used to increase responsiveness in a time-sharing system to increase resource sharing and decrease overhead.



Brief History of Operating System Development



overhead. That’s because each time a swap takes place, all process information must be saved to preserve the process’s integrity.



Object-Oriented Design An important area of research that resulted in substantial efficiencies was that of the system architecture of operating systems—the way their components are programmed and organized, specifically the use of object-oriented design and the reorganization of the operating system’s nucleus, the kernel. The kernel is the part of the operating system that resides in memory at all times, performs the most essential operating system tasks, and is protected by hardware from user tampering. The first operating systems were designed as a comprehensive single unit, as shown in Figure 1.15 (a). They stored all required elements of the operating system in memory such as memory allocation, process scheduling, device allocation, and file management. This type of architecture made it cumbersome and time consuming for programmers to add new components to the operating system, or to modify existing ones. Most recently, the part of the operating system that resides in memory has been limited to a few essential functions, such as process scheduling and memory allocation, while all other functions, such as device allocation, are provided by special modules, which are treated as regular applications, as shown in Figure 1.15 (b). This approach makes it easier to add new components or modify existing ones. Object-oriented design was the driving force behind this new organization. Objects are self-contained modules (units of software) that provide models of the real world and can be reused in different applications. By working on objects, programmers can modify and customize pieces of an operating system without disrupting the integrity of the remainder of the system. In addition, using a modular, object-oriented approach can
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Early OS Operating System Kernel in Main Memory Entire Operating System in Main Memory



(figure 1.15)



Object-Oriented OS



Memory Allocation Module in Main Memory (if needed)



File Management Module (available)



Device Management Module (available)



Networking Module (available)



Available Memory for Applications Available Memory for Applications



Main Memory (a)



Main Memory (b)



make software development groups more productive than was possible with procedural structured programming.



Conclusion In this chapter, we looked at the overall function of operating systems and how they have evolved to run increasingly complex computers and computer systems; but like any complex subject, there’s much more detail to explore. As we’ll see in the remainder of this text, there are many ways to perform every task and it’s up to the designer of the operating system to choose the policies that best match the system’s environment. In the following chapters, we’ll explore in detail how each portion of the operating system works, as well as its features, functions, benefits, and costs. We’ll begin with the part of the operating system that’s the heart of every computer: the module that manages main memory.
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Early operating systems (a) loaded in their entirety into main memory. Object-oriented operating systems (b) load only the critical elements into main memory and call other objects as needed.
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Key Terms



Key Terms batch system: a type of system developed for the earliest computers that used punched cards or tape for input, which were entered in a batch. central processing unit (CPU): the component with the circuitry, the “chips,” to control the interpretation and execution of instructions. core: the processing part of a CPU chip made up of the control unit and the arithmetic logic unit (ALU). Device Manager: the section of the operating system responsible for controlling the use of devices. It monitors every device, channel, and control unit and chooses the most efficient way to allocate all of the system’s devices. embedded system: a dedicated computer system, often small and fast, that resides in a larger physical system such as jet aircraft or ships. File Manager: the section of the operating system responsible for controlling the use of files. firmware: software instructions or data that are stored in a fixed or “firm” way, usually implemented on read-only memory (ROM). hardware: the physical machine and its components, including main memory, I/O devices, I/O channels, direct access storage devices, and the central processing unit. hybrid system: a computer system that supports both batch and interactive processes. interactive system: a system that allows each user to interact directly with the operating system via commands entered from a keyboard. kernel: the primary part of the operating system that remains in random access memory (RAM) and is charged with performing the system’s most essential tasks, such as managing main memory and disk access. main memory: the memory unit that works directly with the CPU and in which the data and instructions must reside in order to be processed. Also called primary storage or internal memory. mainframe: the historical name given to a large computer system characterized by its large size, high cost, and high performance. Memory Manager: the section of the operating system responsible for controlling the use of memory. It checks the validity of each request for memory space and, if it’s a legal request, allocates the amount needed to execute the job. microcomputer: a small computer equipped with all the hardware and software necessary to perform one or more tasks.
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minicomputer: a small to medium-sized computer system, also called a midrange computer. multiprocessing: when two or more CPUs share the same main memory, most I/O devices, and the same control program routines. They service the same job stream and execute distinct processing programs concurrently. multiprogramming: a technique that allows a single processor to process several programs residing simultaneously in main memory and interleaving their execution by overlapping I/O requests with CPU requests. network: a system of interconnected computer systems and peripheral devices that exchange information with one another. Network Manager: the section of the operating system responsible for controlling access to and the use of networked resources. object-oriented: a programming philosophy whereby programs consist of selfcontained, reusable modules called objects, each of which supports a specific function, but which are categorized into classes of objects that share the same function. operating system: the software that manages all the resources of a computer system. Processor Manager: a composite of two submanagers, the Job Scheduler and the Process Scheduler, which decides how to allocate the CPU. real-time system: a computing system used in time-critical environments that require guaranteed response times, such as navigation systems, rapid transit systems, and industrial control systems. server: a node that provides to clients various network services, such as file retrieval, printing, or database access services. software: a collection of programs used to perform certain tasks. Software falls into three main categories: operating system programs, compilers and assemblers, and application programs. storage: a place where data is stored in the computer system. Primary storage is main memory and secondary storage is nonvolatile media. supercomputer: the fastest, most sophisticated computers made, used for complex calculations. thread: a portion of a program that can run independently of other portions. Multithreaded application programs can have several threads running at one time with the same or different priorities. throughput: a composite measure of a system’s efficiency that counts the number of jobs served in a given unit of time.
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Exercises



virtualization: the creation of a virtual version of hardware or software. Operating system virtualization allows a single CPU to run multiple operating system images at the same time. workstation: a desktop computer attached to a local area network that serves as an access point to that network.



Interesting Searches For more background on a few of the topics discussed in this chapter, begin a search with these terms: • Computer History Museum • NASA - Computers Aboard the Space Shuttle • IBM Computer History Archive • History of the UNIX Operating System • History of Microsoft Windows Products



Exercises Research Topics Whenever you research computer technology, make sure your resources are timely. Notice the date when the research was published. Also be sure to validate the authenticity of your sources. Avoid any that might be questionable, such as blogs and publicly edited online (wiki) sources. A. Write a one-page review of an article about operating systems that appeared in a recent computing magazine or academic journal. Be sure to cite your source. Give a summary of the article, including the primary topic, the information presented, and the author’s conclusion. Give your personal evaluation of the article, including the author’s writing style, inappropriate use of jargon, topics that made the article interesting to you, and its relevance to your own experiences. B. Research the Internet or current literature to identify an operating system that runs a cell phone or handheld computer. (These are generally known as mobile operating systems.) List the key features of the operating system and the hardware it is designed to run. Cite your sources.



Exercises 1. Name five current operating systems (not mentioned in this chapter) and the computers or configurations each operates. 2. Name the five key concepts about an operating system that you think a novice user needs to know and understand.
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3. Explain the impact of the evolution of computer hardware and the accompanying evolution of operating system software. 4. In your opinion, has Moore’s Law been a mere predictor of chip design, or a motivator for chip designers? Explain your answer. 5. Explain the fundamental differences between interactive, batch, real-time, and embedded systems. 6. List three situations that might demand a real-time operating system and explain why. 7. Give an example of an organization that might find batch-mode processing useful and explain why. 8. List three tangible (physical) data storage resources of a typical computer system. Explain the advantages and disadvantages of each. 9. Briefly compare active and passive multiprogramming. 10. Give at least two reasons why a multi-state bank might decide to buy six server computers instead of one more powerful computer. Explain your answer. 11. Select one of the following professionals: an insurance adjuster, a delivery person for a courier service, a newspaper reporter, a doctor (general practitioner), or a manager in a supermarket. Suggest at least two ways that such a person might use a handheld computer to work more efficiently.



Advanced Exercises 12. Compare the design goals and evolution of two operating systems described in Chapters 13–16 of this text. 13. Draw a system flowchart illustrating the steps performed by an operating system as it executes the instruction to back up a disk on a single-user computer system. Begin with the user typing the command on the keyboard or clicking the mouse and conclude with the display of the result on the monitor. 14. Identify the clock rates of processors that use (or used) 8 bits, 16 bits, 32 bits, and 64 bits. Discuss several implications involved in scheduling the CPU in a multiprocessing system using these processors. 15. In a multiprogramming and time-sharing environment, several users share the system simultaneously. This situation can result in various security problems. Name two such problems. Can we ensure the same degree of security in a time-share machine as we can in a dedicated machine? Explain your answers. 16. Give an example of an application where multithreading gives improved performance over single-threading. 17. If a process terminates, will its threads also terminate or will they continue to run? Explain your answer. 18. If a process is suspended (put into the “wait” state by an interrupt), will its threads also be suspended? Explain your answer and give an example.
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Memory Management: Early Systems MEMORY MANAGER



Single-User Configurations



Fixed Partitions



Dynamic Partitions



Relocatable Dynamic Partitions



“



Memory is the primary and fundamental power, without which



”



there could be no other intellectual operation.



—Samuel Johnson (1709–1784)



Learning Objectives After completing this chapter, you should be able to describe: • The basic functionality of the three memory allocation schemes presented in this chapter: fixed partitions, dynamic partitions, relocatable dynamic partitions • Best-fit memory allocation as well as first-fit memory allocation schemes • How a memory list keeps track of available memory • The importance of deallocation of memory in a dynamic partition system • The importance of the bounds register in memory allocation schemes • The role of compaction and how it improves memory allocation efficiency
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(figure 2.1) Main memory circuit from 1961 (before they became too small to see without magnification). Courtesy of technikum29



The management of main memory is critical. In fact, from a historical perspective, the performance of the entire system has been directly dependent on two things: How much memory is available and how it is optimized while jobs are being processed. Pictured in Figure 2.1 is a main memory circuit from 1961. Since then, the physical size of memory units has become increasingly small and they are now available on small boards. This chapter introduces the Memory Manager (also known as random access memory or RAM, core memory, or primary storage) and four types of memory allocation schemes: single-user systems, fixed partitions, dynamic partitions, and relocatable dynamic partitions. These early memory management schemes are seldom used by today’s operating systems, but they are important to study because each one introduced fundamental concepts that helped memory management evolve, as shown in Chapter 3, “Memory Management: Virtual Memory,” which discusses memory allocation strategies for Linux. Information on how other operating systems manage memory is presented in the memory management sections in Part Two of the text. Let’s start with the simplest memory management scheme—the one used in the earliest generations of computer systems.



Single-User Contiguous Scheme The first memory allocation scheme worked like this: Each program to be processed was loaded in its entirety into memory and allocated as much contiguous space in memory as it needed, as shown in Figure 2.2. The key words here are entirety and contiguous. If the program was too large and didn’t fit the available memory space, it couldn’t be executed. And, although early computers were physically large, they had very little memory.
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✔ A single-user scheme supports one user on one computer running one job at a time. Sharing isn’t possible.
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Job List: Job 1 = 30K Job 2 = 50K (waiting) Job 3 = 30K (waiting) Job 4 = 25K (waiting)



Main Memory Job 1 uses 30K



Remainder of Main Memory is unused



200K available



Single-User Contiguous Scheme



(figure 2.2) One program fit in memory at a time. The remainder of memory was unused.



This demonstrates a significant limiting factor of all computers—they have only a finite amount of memory and if a program doesn’t fit, then either the size of the main memory must be increased or the program must be modified. It’s usually modified by making it smaller or by using methods that allow program segments (partitions made to the program) to be overlaid. (To overlay is to transfer segments of a program from secondary storage into main memory for execution, so that two or more segments take turns occupying the same memory locations.) Single-user systems in a nonnetworked environment work the same way. Each user is given access to all available main memory for each job, and jobs are processed sequentially, one after the other. To allocate memory, the operating system uses a simple algorithm (step-by-step procedure to solve a problem): Algorithm to Load a Job in a Single-User System 1 Store first memory location of program into base register (for memory protection) 2 Set program counter (it keeps track of memory space used by the program) equal to address of first memory location 3 Read first instruction of program 4 Increment program counter by number of bytes in instruction 5 Has the last instruction been reached? if yes, then stop loading program if no, then continue with step 6 6 Is program counter greater than memory size? if yes, then stop loading program if no, then continue with step 7 7 Load instruction in memory 8 Read next instruction of program 9 Go to step 4
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Notice that the amount of work done by the operating system’s Memory Manager is minimal, the code to perform the functions is straightforward, and the logic is quite simple. Only two hardware items are needed: a register to store the base address and an accumulator to keep track of the size of the program as it’s being read into memory. Once the program is entirely loaded into memory, it remains there until execution is complete, either through normal termination or by intervention of the operating system. One major problem with this type of memory allocation scheme is that it doesn’t support multiprogramming or networking (both are discussed later in this text); it can handle only one job at a time. When these single-user configurations were first made available commercially in the late 1940s and early 1950s, they were used in research institutions but proved unacceptable for the business community—it wasn’t cost effective to spend almost $200,000 for a piece of equipment that could be used by only one person at a time. Therefore, in the late 1950s and early 1960s a new scheme was needed to manage memory, which used partitions to take advantage of the computer system’s resources by overlapping independent operations.



Fixed Partitions The first attempt to allow for multiprogramming used fixed partitions (also called static partitions) within the main memory—one partition for each job. Because the size of each partition was designated when the system was powered on, each partition could only be reconfigured when the computer system was shut down, reconfigured, and restarted. Thus, once the system was in operation the partition sizes remained static. A critical factor was introduced with this scheme: protection of the job’s memory space. Once a partition was assigned to a job, no other job could be allowed to enter its boundaries, either accidentally or intentionally. This problem of partition intrusion didn’t exist in single-user contiguous allocation schemes because only one job was present in main memory at any given time so only the portion of the operating system residing in main memory had to be protected. However, for the fixed partition allocation schemes, protection was mandatory for each partition present in main memory. Typically this was the joint responsibility of the hardware of the computer and the operating system. The algorithm used to store jobs in memory requires a few more steps than the one used for a single-user system because the size of the job must be matched with the size of the partition to make sure it fits completely. Then, when a block of sufficient size is located, the status of the partition must be checked to see if it’s available.
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✔ Each partition could be used by only one program. The size of each partition was set in advance by the computer operator so sizes couldn't be changed without restarting the system.
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Single-User Contiguous Scheme



Algorithm to Load a Job in a Fixed Partition 1 Determine job’s requested memory size 2 If job_size > size of largest partition Then reject the job print appropriate message to operator go to step 1 to handle next job in line Else continue with step 3 3 Set counter to 1 4 Do while counter memory_partition_size(counter) Then counter = counter + 1 Else If memory_partition_size(counter) = “free” Then load job into memory_partition(counter) change memory_partition_status(counter) to “busy” go to step 1 to handle next job in line Else counter = counter + 1 End do 5 No partition available at this time, put job in waiting queue 6 Go to step 1 to handle next job in line



This partition scheme is more flexible than the single-user scheme because it allows several programs to be in memory at the same time. However, it still requires that the entire program be stored contiguously and in memory from the beginning to the end of its execution. In order to allocate memory spaces to jobs, the operating system’s Memory Manager must keep a table, such as Table 2.1, which shows each memory partition size, its address, its access restrictions, and its current status (free or busy) for the system illustrated in Figure 2.3. (In Table 2.1 and the other tables in this chapter, K stands for kilobyte, which is 1,024 bytes. A more in-depth discussion of memory map tables is presented in Chapter 8, “File Management.”) (table 2.1) A simplified fixedpartition memory table with the free partition shaded.
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Memory Address



Access



Partition Status



100K



200K



Job 1



Busy



25K



300K



Job 4
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25K



325K



50K



350K



Free Job 2



Busy



As each job terminates, the status of its memory partition is changed from busy to free so an incoming job can be assigned to that partition.
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Main Memory



Job 1 (30K) in Partition 1



Job 2 = 50K Job 3 = 30K (waiting)



(figure 2.3)



Main Memory



Job 1 = 30K



Partition 1 = 100K



Job 4 = 25K



Partition 2 = 25K



200K available



Internal Fragmentation Job 4 (25K) in Partition 2



Partition 3 = 25K Empty Partition Partition 4 = 50K



Job 2 (50K) in Partition 4



(a)



(b)



Main memory use during fixed partition allocation of Table 2.1. Job 3 must wait even though 70K of free space is available in Partition 1, where Job 1 only occupies 30K of the 100K available. The jobs are allocated space on the basis of “first available partition of required size.”



The fixed partition scheme works well if all of the jobs run on the system are of the same size or if the sizes are known ahead of time and don’t vary between reconfigurations. Ideally, that would require accurate advance knowledge of all the jobs to be run on the system in the coming hours, days, or weeks. However, unless the operator can accurately predict the future, the sizes of the partitions are determined in an arbitrary fashion and they might be too small or too large for the jobs coming in. There are significant consequences if the partition sizes are too small; larger jobs will be rejected if they’re too big to fit into the largest partitions or will wait if the large partitions are busy. As a result, large jobs may have a longer turnaround time as they wait for free partitions of sufficient size or may never run. On the other hand, if the partition sizes are too big, memory is wasted. If a job does not occupy the entire partition, the unused memory in the partition will remain idle; it can’t be given to another job because each partition is allocated to only one job at a time. It’s an indivisible unit. Figure 2.3 demonstrates one such circumstance. This phenomenon of partial usage of fixed partitions and the coinciding creation of unused spaces within the partition is called internal fragmentation, and is a major drawback to the fixed partition memory allocation scheme.



Dynamic Partitions With dynamic partitions, available memory is still kept in contiguous blocks but jobs are given only as much memory as they request when they are loaded for processing. Although this is a significant improvement over fixed partitions because memory isn’t wasted within the partition, it doesn’t entirely eliminate the problem. As shown in Figure 2.4, a dynamic partition scheme fully utilizes memory when the first jobs are loaded. But as new jobs enter the system that are not the same size as those that
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✔ There are two types of fragmentation: internal and external. The type depends on the location of the wasted space.
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Dynamic Partitions



Operating System



Operating System



Operating System



Initial job entry memory allocation (a)



After Job 1 and Job 4 have finished (b)



After Job 5 and Job 6 have entered (c)



Operating System



Operating System



After Job 3 has finished (d)



After Job 7 has entered (e)



(figure 2.4) Main memory use during dynamic partition allocation. Five snapshots (a-e) of main memory as eight jobs are submitted for processing and allocated space on the basis of “first come, first served.” Job 8 has to wait (e) even though there’s enough free memory between partitions to accommodate it.
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just vacated memory, they are fit into the available spaces on a priority basis. Figure 2.4 demonstrates first-come, first-served priority. Therefore, the subsequent allocation of memory creates fragments of free memory between blocks of allocated memory. This problem is called external fragmentation and, like internal fragmentation, lets memory go to waste. In the last snapshot, (e) in Figure 2.4, there are three free partitions of 5K, 10K, and 20K—35K in all—enough to accommodate Job 8, which only requires 30K. However they are not contiguous and, because the jobs are loaded in a contiguous manner, this scheme forces Job 8 to wait. Before we go to the next allocation scheme, let’s examine how the operating system keeps track of the free sections of memory.



Best-Fit Versus First-Fit Allocation For both fixed and dynamic memory allocation schemes, the operating system must keep lists of each memory location noting which are free and which are busy. Then as new jobs come into the system, the free partitions must be allocated. These partitions may be allocated on the basis of first-fit memory allocation (first partition fitting the requirements) or best-fit memory allocation (least wasted space, the smallest partition fitting the requirements). For both schemes, the Memory Manager organizes the memory lists of the free and used partitions (free/busy) either by size or by location. The best-fit allocation method keeps the free/busy lists in order by size, smallest to largest. The first-fit method keeps the free/busy lists organized by memory locations, low-order memory to high-order memory. Each has advantages depending on the needs of the particular allocation scheme— best-fit usually makes the best use of memory space; first-fit is faster in making the allocation. To understand the trade-offs, imagine that you’ve turned your collection of books into a lending library. Let’s say you have books of all shapes and sizes, and let’s also say that there’s a continuous stream of people taking books out and bringing them back— someone’s always waiting. It’s clear that you’ll always be busy, and that’s good, but you never have time to rearrange the bookshelves. You need a system. Your shelves have fixed partitions with a few tall spaces for oversized books, several shelves for paperbacks, and lots of room for textbooks. You’ll need to keep track of which spaces on the shelves are full and where you have spaces for more. For the purposes of our example, we’ll keep two lists: a free list showing all the available spaces, and a busy list showing all the occupied spaces. Each list will include the size and location of each space.
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So as each book is removed from its shelf, you’ll update both lists by removing the space from the busy list and adding it to the free list. Then as your books are returned and placed back on a shelf, the two lists will be updated again. There are two ways to organize your lists: by size or by location. If they’re organized by size, the spaces for the smallest books are at the top of the list and those for the largest are at the bottom. When they’re organized by location, the spaces closest to your lending desk are at the top of the list and the areas farthest away are at the bottom. Which option is best? It depends on what you want to optimize: space or speed of allocation.



Best-Fit Versus First-Fit Allocation



✔



4:09 PM



If the lists are organized by size, you’re optimizing your shelf space—as books arrive, you’ll be able to put them in the spaces that fit them best. This is a best-fit scheme. If a paperback is returned, you’ll place it on a shelf with the other paperbacks or at least with other small books. Similarly, oversized books will be shelved with other large books. Your lists make it easy to find the smallest available empty space where the book can fit. The disadvantage of this system is that you’re wasting time looking for the best space. Your other customers have to wait for you to put each book away, so you won’t be able to process as many customers as you could with the other kind of list. In the second case, a list organized by shelf location, you’re optimizing the time it takes you to put books back on the shelves. This is a first-fit scheme. This system ignores the size of the book that you’re trying to put away. If the same paperback book arrives, you can quickly find it an empty space. In fact, any nearby empty space will suffice if it’s large enough—even an encyclopedia rack can be used if it’s close to your desk because you are optimizing the time it takes you to reshelve the books. Of course, this is a fast method of shelving books, and if speed is important it’s the best of the two alternatives. However, it isn’t a good choice if your shelf space is limited or if many large books are returned, because large books must wait for the large spaces. If all of your large spaces are filled with small books, the customers returning large books must wait until a suitable space becomes available. (Eventually you’ll need time to rearrange the books and compact your collection.) Figure 2.5 shows how a large job can have problems with a first-fit memory allocation list. Jobs 1, 2, and 4 are able to enter the system and begin execution; Job 3 has to wait even though, if all of the fragments of memory were added together, there would be more than enough room to accommodate it. First-fit offers fast allocation, but it isn’t always efficient. On the other hand, the same job list using a best-fit scheme would use memory more efficiently, as shown in Figure 2.6. In this particular case, a best-fit scheme would yield better memory utilization.
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(figure 2.5)



Job List: Job number



Memory requested



J1 J2 J3 J4



10K 20K 30K* 10K



Memory List: Memory location



Memory block size



Job number



Job size



10240 40960 56320 107520 Total Available:



30K 15K 50K 20K 115K



J1 J4 J2



10K 10K 20K



Status Busy Busy Busy Free



Internal fragmentation 20K 5K 30K



Total Used: 40K



Memory use has been increased but the memory allocation process takes more time. What’s more, while internal fragmentation has been diminished, it hasn’t been completely eliminated. The first-fit algorithm assumes that the Memory Manager keeps two lists, one for free memory blocks and one for busy memory blocks. The operation consists of a simple loop that compares the size of each job to the size of each memory block until a block is found that’s large enough to fit the job. Then the job is stored into that block of memory, and the Memory Manager moves out of the loop to fetch the next job from the entry queue. If the entire list is searched in vain, then the job is placed into a waiting queue. The Memory Manager then fetches the next job and repeats the process.



Job List: Job number



Memory requested



J1 J2 J3 J4



10K 20K 30K 10K



Memory List:



40



Memory location



Memory block size



Job number



40960 107520 10240 56320 Total Available:



15K 20K 30K 50K 115K



J1 J2 J3 J4



Job size



10K 20K 30K 10K Total Used: 70K



Status



Internal fragmentation



Busy Busy Busy Busy



5K None None 40K



Using a first-fit scheme, Job 1 claims the first available space. Job 2 then claims the first partition large enough to accommodate it, but by doing so it takes the last block large enough to accommodate Job 3. Therefore, Job 3 (indicated by the asterisk) must wait until a large block becomes available, even though there’s 75K of unused memory space (internal fragmentation). Notice that the memory list is ordered according to memory location.



(figure 2.6) Best-fit free scheme. Job 1 is allocated to the closestfitting free partition, as are Job 2 and Job 3. Job 4 is allocated to the only available partition although it isn’t the best-fitting one. In this scheme, all four jobs are served without waiting. Notice that the memory list is ordered according to memory size. This scheme uses memory more efficiently but it’s slower to implement.
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First-Fit Algorithm 1 Set counter to 1 2 Do while counter memory_size(counter) Then counter = counter + 1



Best-Fit Versus First-Fit Allocation



The algorithms for best-fit and first-fit are very different. Here’s how first-fit is implemented:



Else load job into memory_size(counter) adjust free/busy memory lists go to step 4 End do 3 Put job in waiting queue 4 Go fetch next job



In Table 2.2, a request for a block of 200 spaces has just been given to the Memory Manager. (The spaces may be words, bytes, or any other unit the system handles.) Using the first-fit algorithm and starting from the top of the list, the Memory Manager locates the first block of memory large enough to accommodate the job, which is at location 6785. The job is then loaded, starting at location 6785 and occupying the next 200 spaces. The next step is to adjust the free list to indicate that the block of free memory now starts at location 6985 (not 6785 as before) and that it contains only 400 spaces (not 600 as before).



(table 2.2) These two snapshots of memory show the status of each memory block before and after a request is made using the first-fit algorithm. (Note: All values are in decimal notation unless otherwise indicated.)



Before Request Beginning Address Memory Block Size



After Request Beginning Address Memory Block Size



4075



105



4075



105



5225



5



5225



5



6785



600



*6985



400



7560



20



7560



20



7600



205



7600



205



10250



4050



10250



4050



15125



230



15125



230



24500



1000



24500



1000
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The algorithm for best-fit is slightly more complex because the goal is to find the smallest memory block into which the job will fit:



Best-Fit Algorithm 1 Initialize memory_block(0) = 99999 2 Compute initial_memory_waste = memory_block(0) – job_size 3 Initialize subscript = 0 4 Set counter to 1 5 Do while counter memory_size(counter) Then counter = counter + 1 Else memory_waste = memory_size(counter) – job_size If initial_memory_waste > memory_waste Then subscript = counter initial_memory_waste = memory_waste counter = counter + 1 End do 6 If subscript = 0 Then put job in waiting queue Else load job into memory_size(subscript) adjust free/busy memory lists 7 Go fetch next job



One of the problems with the best-fit algorithm is that the entire table must be searched before the allocation can be made because the memory blocks are physically stored in sequence according to their location in memory (and not by memory block sizes as shown in Figure 2.6). The system could execute an algorithm to continuously rearrange the list in ascending order by memory block size, but that would add more overhead and might not be an efficient use of processing time in the long run. The best-fit algorithm is illustrated showing only the list of free memory blocks. Table 2.3 shows the free list before and after the best-fit block has been allocated to the same request presented in Table 2.2.
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Before Request Beginning Address Memory Block Size



After Request Beginning Address Memory Block Size



4075



105



4075



105



5225



5



5225



5



6785



600



6785



600



7560



20



7560



20



7600



205



*7800



5



10250



4050



10250



4050



15125



230



15125



230



24500



1000



24500



1000



Best-Fit Versus First-Fit Allocation



(table 2.3)



4:09 PM



In Table 2.3, a request for a block of 200 spaces has just been given to the Memory Manager. Using the best-fit algorithm and starting from the top of the list, the Memory Manager searches the entire list and locates a block of memory starting at location 7600, which is the smallest block that’s large enough to accommodate the job. The choice of this block minimizes the wasted space (only 5 spaces are wasted, which is less than in the four alternative blocks). The job is then stored, starting at location 7600 and occupying the next 200 spaces. Now the free list must be adjusted to show that the block of free memory starts at location 7800 (not 7600 as before) and that it contains only 5 spaces (not 205 as before). Which is best—first-fit or best-fit? For many years there was no way to answer such a general question because performance depends on the job mix. Note that while the best-fit resulted in a better fit, it also resulted (and does so in the general case) in a smaller free space (5 spaces), which is known as a sliver. In the exercises at the end of this chapter, two other hypothetical allocation schemes are explored: next-fit, which starts searching from the last allocated block for the next available block when a new job arrives; and worst-fit, which allocates the largest free available block to the new job. Worst-fit is the opposite of best-fit. Although it’s a good way to explore the theory of memory allocation, it might not be the best choice for an actual system. In recent years, access times have become so fast that the scheme that saves the more valuable resource, memory space, may be the best in some cases. Research continues to focus on finding the optimum allocation scheme. This includes optimum page size— a fixed allocation scheme we will cover in the next chapter, which is the key to improving the performance of the best-fit allocation scheme.
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Deallocation Until now, we’ve considered only the problem of how memory blocks are allocated, but eventually there comes a time when memory space must be released, or deallocated. For a fixed partition system, the process is quite straightforward. When the job is completed, the Memory Manager resets the status of the memory block where the job was stored to “free.” Any code—for example, binary values with 0 indicating free and 1 indicating busy—may be used so the mechanical task of deallocating a block of memory is relatively simple. A dynamic partition system uses a more complex algorithm because the algorithm tries to combine free areas of memory whenever possible. Therefore, the system must be prepared for three alternative situations: • Case 1. When the block to be deallocated is adjacent to another free block • Case 2. When the block to be deallocated is between two free blocks • Case 3. When the block to be deallocated is isolated from other free blocks The deallocation algorithm must be prepared for all three eventualities with a set of nested conditionals. The following algorithm is based on the fact that memory locations are listed using a lowest-to-highest address scheme. The algorithm would have to be modified to accommodate a different organization of memory locations. In this algorithm, job_size is the amount of memory being released by the terminating job, and beginning_address is the location of the first instruction for the job. Algorithm to Deallocate Memory Blocks If job_location is adjacent to one or more free blocks Then If job_location is between two free blocks Then merge all three blocks into one block memory_size(counter-1) = memory_size(counter-1) + job_size + memory_size(counter+1) set status of memory_size(counter+1) to null entry Else merge both blocks into one memory_size(counter-1) = memory_size(counter-1) + job_size Else search for null entry in free memory list enter job_size and beginning_address in the entry slot set its status to “free”
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Table 2.4 shows how deallocation occurs in a dynamic memory allocation system when the job to be deallocated is next to one free memory block. (table 2.4) This is the original free list before deallocation for Case 1. The asterisk indicates the free memory block that’s adjacent to the soon-to-be-free memory block.



Beginning Address



Memory Block Size



Status



4075



105



Free



5225



5



Free



6785



600



Free



7560



20



Free



(7600)



(200)



(Busy)1



*7800



5



Free



10250



4050



Free



15125



230



Free



1000



Free



24500



Deallocation



Case 1: Joining Two Free Blocks



1Although



the numbers in parentheses don’t appear in the free list, they’ve been inserted here for clarity. The job size is 200 and its beginning location is 7600.



After deallocation the free list looks like the one shown in Table 2.5. (table 2.5) Case 1. This is the free list after deallocation. The asterisk indicates the location where changes were made to the free memory block.



Beginning Address



Memory Block Size



Status



4075



105



Free



5225



5



Free



6785



600



Free



7560



20



Free



*7600



205



Free



10250



4050



Free



15125



230



Free



24500



1000



Free



Using the deallocation algorithm, the system sees that the memory to be released is next to a free memory block, which starts at location 7800. Therefore, the list must be changed to reflect the starting address of the new free block, 7600, which was the address of the first instruction of the job that just released this block. In addition, the memory block size for this new free space must be changed to show its new size, which is the combined total of the two free partitions (200 + 5).
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Case 2: Joining Three Free Blocks When the deallocated memory space is between two free memory blocks, the process is similar, as shown in Table 2.6. Using the deallocation algorithm, the system learns that the memory to be deallocated is between two free blocks of memory. Therefore, the sizes of the three free partitions (20 + 20 + 205) must be combined and the total stored with the smallest beginning address, 7560. Beginning Address



Memory Block Size



Status



(table 2.6)



4075



105



Free



5225



5



Free



6785



600



Free



*7560



20



Free



(7580)



(20)



(Busy)1



Case 2. This is the original free list before deallocation. The asterisks indicate the two free memory blocks that are adjacent to the soon-to-be-free memory block.



*7600



205



Free



10250



4050



Free



15125



230



Free



24500



1000



Free



1



Although the numbers in parentheses don’t appear in the free list, they have been inserted here for clarity.



Because the entry at location 7600 has been combined with the previous entry, we must empty out this entry. We do that by changing the status to null entry, with no beginning address and no memory block size as indicated by an asterisk in Table 2.7. This negates the need to rearrange the list at the expense of memory. Beginning Address



Memory Block Size



Status



(table 2.7)



4075



105



Free



Case 2. The free list after a job has released memory.



5225



5



Free



6785



600



Free



7560



245



Free



*



46



(null entry)



10250



4050



Free



15125



230



Free



24500



1000



Free
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The third alternative is when the space to be deallocated is isolated from all other free areas.



Deallocation



Case 3: Deallocating an Isolated Block



For this example, we need to know more about how the busy memory list is configured. To simplify matters, let’s look at the busy list for the memory area between locations 7560 and 10250. Remember that, starting at 7560, there’s a free memory block of 245, so the busy memory area includes everything from location 7805 (7560 + 245) to 10250, which is the address of the next free block. The free list and busy list are shown in Table 2.8 and Table 2.9. (table 2.8) Case 3. Original free list before deallocation. The soon-to-be-free memory block is not adjacent to any blocks that are already free.



Beginning Address



Memory Block Size



Status



4075



105



Free



5225



5



Free



6785



600



Free



7560



245



Free (null entry)



(table 2.9) Case 3. Busy memory list before deallocation. The job to be deallocated is of size 445 and begins at location 8805. The asterisk indicates the soon-to-be-free memory block.



10250



4050



Free



15125



230



Free



24500



1000



Free



Beginning Address



Memory Block Size



Status



7805



1000



Busy



*8805



445



Busy



9250



1000



Busy



Using the deallocation algorithm, the system learns that the memory block to be released is not adjacent to any free blocks of memory; instead it is between two other busy areas. Therefore, the system must search the table for a null entry. The scheme presented in this example creates null entries in both the busy and the free lists during the process of allocation or deallocation of memory. An example of a null entry occurring as a result of deallocation was presented in Case 2. A null entry in the busy list occurs when a memory block between two other busy memory blocks is returned to the free list, as shown in Table 2.10. This mechanism ensures that all blocks are entered in the lists according to the beginning address of their memory location from smallest to largest.
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Beginning Address



Memory Block Size



Status



(table 2.10)



7805



1000



Busy



Case 3. This is the busy list after the job has released its memory. The asterisk indicates the new null entry in the busy list.



*



(null entry)



9250



1000



Busy



When the null entry is found, the beginning memory location of the terminating job is entered in the beginning address column, the job size is entered under the memory block size column, and the status is changed from a null entry to free to indicate that a new block of memory is available, as shown in Table 2.11. Beginning Address



Memory Block Size



Status



(table 2.11)



4075



105



Free



5225



5



Free



6785



600



Free



7560



245



Free



Case 3. This is the free list after the job has released its memory. The asterisk indicates the new free block entry replacing the null entry.



*8805



445



Free



10250



4050



Free



15125



230



Free



24500



1000



Free



Relocatable Dynamic Partitions Both of the fixed and dynamic memory allocation schemes described thus far shared some unacceptable fragmentation characteristics that had to be resolved before the number of jobs waiting to be accepted became unwieldy. In addition, there was a growing need to use all the slivers of memory often left over. The solution to both problems was the development of relocatable dynamic partitions. With this memory allocation scheme, the Memory Manager relocates programs to gather together all of the empty blocks and compact them to make one block of memory large enough to accommodate some or all of the jobs waiting to get in. The compaction of memory, sometimes referred to as garbage collection or defragmentation, is performed by the operating system to reclaim fragmented sections of the memory space. Remember our earlier example of the makeshift lending library? If you stopped lending books for a few moments and rearranged the books in the most effective order, you would be compacting your collection. But this demonstrates its disad-
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✔ When you use a defragmentation utility, you are compacting memory and relocating file segments so they can be retrieved faster.
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Compaction isn’t an easy task. First, every program in memory must be relocated so they’re contiguous, and then every address, and every reference to an address, within each program must be adjusted to account for the program’s new location in memory. However, all other values within the program (such as data values) must be left alone. In other words, the operating system must distinguish between addresses and data values, and the distinctions are not obvious once the program has been loaded into memory.



Relocatable Dynamic Partitions



vantage—it’s an overhead process, so that while compaction is being done everything else must wait.



To appreciate the complexity of relocation, let’s look at a typical program. Remember, all numbers are stored in memory as binary values, and in any given program instruction it’s not uncommon to find addresses as well as data values. For example, an assembly language program might include the instruction to add the integer 1 to I. The source code instruction looks like this: ADDI I, 1 However, after it has been translated into actual code it could look like this (for readability purposes the values are represented here in octal code, not binary code): 000007 271 01 0 00 000001 It’s not immediately obvious which elements are addresses and which are instruction codes or data values. In fact, the address is the number on the left (000007). The instruction code is next (271), and the data value is on the right (000001). The operating system can tell the function of each group of digits by its location in the line and the operation code. However, if the program is to be moved to another place in memory, each address must be identified, or flagged. So later the amount of memory locations by which the program has been displaced must be added to (or subtracted from) all of the original addresses in the program. This becomes particularly important when the program includes loop sequences, decision sequences, and branching sequences, as well as data references. If, by chance, every address was not adjusted by the same value, the program would branch to the wrong section of the program or to a section of another program, or it would reference the wrong data. The program in Figure 2.7 and Figure 2.8 shows how the operating system flags the addresses so that they can be adjusted if and when a program is relocated. Internally, the addresses are marked with a special symbol (indicated in Figure 2.8 by apostrophes) so the Memory Manager will know to adjust them by the value stored in the relocation register. All of the other values (data values) are not marked and won’t



49



Chapter 2 | Memory Management: Early Systems



C7047_02_Ch02.qxd



1/12/10



4:09 PM



Page 50



A



EXP 132, 144, 125, 110



;the data values



(figure 2.7)



BEGIN:



MOVEI



1,0



;initialize register 1



MOVEI



2,0



;initialize register 2



ADD



2,A(1)



;add (A + reg 1) to reg 2



ADDI



1,1



;add 1 to reg 1



CAIG



1,4–1



;is register 1 > 4–1?



JUMPA



LOOP



;if not, go to Loop



MOVE



3,2



;if so, move reg 2 to reg 3



IDIVI



3,4



;divide reg 3 by 4,



An assembly language program that performs a simple incremental operation. This is what the programmer submits to the assembler. The commands are shown on the left and the comments explaining each command are shown on the right after the semicolons.



LOOP:



;remainder to register 4 EXIT



;end



END



(figure 2.8)



(addresses to be adjusted after relocation)



132 144 125 110



' 1' 2' 3' 4' 5' 6' 7' 8' 9' 10' 11' 12'



2 1 2 1 27 271 3 7 324 2 231 47



1 2 2 1 1 3 3



01



' 1 3 6' 2 4 12



A:



EXP132, 144, 125, 11



BEGIN:



MOVEI



1,



MOVEI ADD ADDI CAIG JUMPA MOVE IDIVI EXIT



2, 2,A(1) 1,1 1,4–1 LOOP 3,2 3,4



LOOP:



END



(a)



(b)



be changed after relocation. Other numbers in the program, those indicating instructions, registers, or constants used in the instruction, are also left alone. Figure 2.9 illustrates what happens to a program in memory during compaction and relocation.
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The original assembly language program after it has been processed by the assembler, shown on the right (a). To run the program, the assembler translates it into machine readable code (b) with all addresses marked by a special symbol (shown here as an apostrophe) to distinguish addresses from data values. All addresses (and no data values) must be adjusted after relocation.
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Job 1 (8K)



10K 18K 30K



Job 4 (32K) External Fragmentation



Job List:



Main Memory



Main Memory



Job 1 (8K)



Job 1 (8K)



Job 4 (32K)



Job 4 (32K)



Job 2 (16K)



Job 2 (16K)



Job 5 (48K)



Job 5 (48K)



62K



Job 2 (16K)



92K 108K



Job 1 = 8K Job 5 (48K) Job 2 = 16K



Relocatable Dynamic Partitions



Main Memory



Job 6 (84K)



156K



Job 4 = 32K Job 5 = 48K Job 6 = 84K (waiting)



(a)



(b)



(c)



(figure 2.9) Three snapshots of memory before and after compaction with the operating system occupying the first 10K of memory. When Job 6 arrives requiring 84K, the initial memory layout in (a) shows external fragmentation totaling 96K of space. Immediately after compaction (b), external fragmentation has been eliminated, making room for Job 6 which, after loading, is shown in (c).



This discussion of compaction raises three questions: 1. What goes on behind the scenes when relocation and compaction take place? 2. What keeps track of how far each job has moved from its original storage area? 3. What lists have to be updated? The last question is easiest to answer. After relocation and compaction, both the free list and the busy list are updated. The free list is changed to show the partition for the new block of free memory: the one formed as a result of compaction that will be located in memory starting after the last location used by the last job. The busy list is changed to show the new locations for all of the jobs already in progress that were relocated. Each job will have a new address except for those that were already residing at the lowest memory locations. To answer the other two questions we must learn more about the hardware components of a computer, specifically the registers. Special-purpose registers are used to help with the relocation. In some computers, two special registers are set aside for this purpose: the bounds register and the relocation register. The bounds register is used to store the highest (or lowest, depending on the specific system) location in memory accessible by each program. This ensures that
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during execution, a program won’t try to access memory locations that don’t belong to it—that is, those that are out of bounds. The relocation register contains the value that must be added to each address referenced in the program so that the system will be able to access the correct memory addresses after relocation. If the program isn’t relocated, the value stored in the program’s relocation register is zero. Figure 2.10 illustrates what happens during relocation by using the relocation register (all values are shown in decimal form).



Operating System



Operating System



(a)



(b)



(figure 2.10) Contents of relocation register and close-up of Job 4 memory area (a) before relocation and (b) after relocation and compaction.



Originally, Job 4 was loaded into memory starting at memory location 30K. (1K equals 1,024 bytes. Therefore, the exact starting address is: 30 * 1024 = 30,720.) It required a block of memory of 32K (or 32 * 1024 = 32,768) addressable locations. Therefore, when it was originally loaded, the job occupied the space from memory location 30720 to memory location 63488-1. Now, suppose that within the program, at memory location 31744, there’s an instruction that looks like this: LOAD 4, ANSWER This assembly language command asks that the data value known as ANSWER be loaded into Register 4 for later computation. ANSWER, the value 37, is stored at memory location 53248. (In this example, Register 4 is a working/computation register, which is distinct from either the relocation or the bounds register.)
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What does the relocation register contain? In this example, it contains the value –12288. As calculated previously, 12288 is the size of the free block that has been moved forward toward the high addressable end of memory. The sign is negative because Job 4 has been moved back, closer to the low addressable end of memory, as shown at the top of Figure 2.10(b).



Relocatable Dynamic Partitions



After relocation, Job 4 has been moved to a new starting memory address of 18K (actually 18 * 1024 = 18,432). Of course, the job still has its 32K addressable locations, so it now occupies memory from location 18432 to location 51200-1 and, thanks to the relocation register, all of the addresses will be adjusted accordingly.



However, the program instruction (LOAD 4, ANSWER) has not been changed. The original address 53248 where ANSWER had been stored remains the same in the program no matter how many times it is relocated. Before the instruction is executed, however, the true address must be computed by adding the value stored in the relocation register to the address found at that instruction. If the addresses are not adjusted by the value stored in the relocation register, then even though memory location 31744 is still part of the job’s accessible set of memory locations, it would not contain the LOAD command. Not only that, but location 53248 is now out of bounds. The instruction that was originally at 31744 has been moved to location 19456. That’s because all of the instructions in this program have been moved back by 12K (12 * 1024 = 12,288), which is the size of the free block. Therefore, location 53248 has been displaced by –12288 and ANSWER, the data value 37, is now located at address 40960. In effect, by compacting and relocating, the Memory Manager optimizes the use of memory and thus improves throughput—one of the measures of system performance. An unfortunate side effect is that more overhead is incurred than with the two previous memory allocation schemes. The crucial factor here is the timing of the compaction—when and how often it should be done. There are three options. One approach is to do it when a certain percentage of memory becomes busy, say 75 percent. The disadvantage of this approach is that the system would incur unnecessary overhead if no jobs were waiting to use the remaining 25 percent. A second approach is to compact memory only when there are jobs waiting to get in. This would entail constant checking of the entry queue, which might result in unnecessary overhead and slow down the processing of jobs already in the system. A third approach is to do it after a prescribed amount of time has elapsed. If the amount of time chosen is too small, however, then the system will spend more time on compaction than on processing. If it’s too large, too many jobs will congregate in the waiting queue and the advantages of compaction are lost. As you can see, each option has its good and bad points. The best choice for any system is decided by the operating system designer who, based on the job mix and other
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factors, tries to optimize both processing time and memory use while keeping overhead as low as possible.



Conclusion Four memory management techniques were presented in this chapter: single-user systems, fixed partitions, dynamic partitions, and relocatable dynamic partitions. They have three things in common: They all require that the entire program (1) be loaded into memory, (2) be stored contiguously, and (3) remain in memory until the job is completed. Consequently, each puts severe restrictions on the size of the jobs because they can only be as large as the biggest partitions in memory. These schemes were sufficient for the first three generations of computers, which processed jobs in batch mode. Turnaround time was measured in hours, or sometimes days, but that was a period when users expected such delays between the submission of their jobs and pick up of output. As you’ll see in the next chapter, a new trend emerged during the third-generation computers of the late 1960s and early 1970s: Users were able to connect directly with the central processing unit via remote job entry stations, loading their jobs from online terminals that could interact more directly with the system. New methods of memory management were needed to accommodate them. We’ll see that the memory allocation schemes that followed had two new things in common. First, programs didn’t have to be stored in contiguous memory locations— they could be divided into segments of variable sizes or pages of equal size. Each page, or segment, could be stored wherever there was an empty block big enough to hold it. Second, not all the pages, or segments, had to reside in memory during the execution of the job. These were significant advances for system designers, operators, and users alike.



Key Terms address: a number that designates a particular memory location. best-fit memory allocation: a main memory allocation scheme that considers all free blocks and selects for allocation the one that will result in the least amount of wasted space. bounds register: a register used to store the highest location in memory legally accessible by each program.
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Key Terms



compaction: the process of collecting fragments of available memory space into contiguous blocks by moving programs and data in a computer’s memory or disk. Also called garbage collection. deallocation: the process of freeing an allocated resource, whether memory space, a device, a file, or a CPU. dynamic partitions: a memory allocation scheme in which jobs are given as much memory as they request when they are loaded for processing, thus creating their own partitions in main memory. external fragmentation: a situation in which the dynamic allocation of memory creates unusable fragments of free memory between blocks of busy, or allocated, memory. first come first served (FCFS): a nonpreemptive process scheduling policy that handles jobs according to their arrival time; the first job in the READY queue is processed first. first-fit memory allocation: a main memory allocation scheme that searches from the beginning of the free block list and selects for allocation the first block of memory large enough to fulfill the request. fixed partitions: a memory allocation scheme in which main memory is sectioned off, with portions assigned to each job. internal fragmentation: a situation in which a fixed partition is only partially used by the program; the remaining space within the partition is unavailable to any other job and is therefore wasted. kilobyte (K): a unit of memory or storage space equal to 1,024 bytes or 210 bytes. main memory: the unit that works directly with the CPU and in which the data and instructions must reside in order to be processed. Also called random access memory (RAM), primary storage, or internal memory. null entry: an empty entry in a list. relocatable dynamic partitions: a memory allocation scheme in which the system relocates programs in memory to gather together all of the empty blocks and compact them to make one block of memory that’s large enough to accommodate some or all of the jobs waiting for memory. relocation: (1) the process of moving a program from one area of memory to another; or (2) the process of adjusting address references in a program, by either software or hardware means, to allow the program to execute correctly when loaded in different sections of memory. relocation register: a register that contains the value that must be added to each address referenced in the program so that it will be able to access the correct memory addresses after relocation. static partitions: another term for fixed partitions.
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Interesting Searches • Core Memory Technology • technikum29 Museum of Computer and Communication Technology • How RAM Memory Works • First Come First Served Algorithm • Static vs. Dynamic Partitions • Internal vs. External Fragmentation



Exercises Research Topics A. Three different number systems (in addition to the familiar base-10 system) are commonly used in computer science. Create a column of integers 1 through 30. In the next three columns show how each value is represented using the binary, octal, and hex number systems. Identify when and why each of the each three numbering systems is used. Cite your sources. B. For a platform of your choice, investigate the growth in the size of main memory (RAM) from the time the platform was developed to the present day. Create a chart showing milestones in memory growth and the approximate date. Choose from microcomputers, midrange computers, and mainframes. Be sure to mention the organization that performed the RAM research and development and cite your sources.



Exercises 1. Explain the fundamental differences between internal fragmentation and external fragmentation. For each of the four memory management systems explained in this chapter (single user, fixed, dynamic, and relocatable dynamic), identify which one causes each type of fragmentation. 2. Which type of fragmentation is reduced by compaction? Explain your answer. 3. How often should relocation be performed? Explain your answer. 4. Imagine an operating system that does not perform memory deallocation. Name at least three unfortunate outcomes that would result and explain your answer. 5. Compare and contrast a fixed partition system and a dynamic partition system. 6. Compare and contrast a dynamic partition system and a relocatable dynamic partition system.
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Exercises



7. Given the following information: Job list: Job Number



Memory Requested



Memory Block



Memory Block Size



Job 1



690 K



Block 1



900 K (low-order memory)



Job 2



275 K



Block 2



910 K



Job 3



760 K



Block 3



300 K (high-order memory)



a. Use the best-fit algorithm to indicate which memory blocks are allocated to each of the three arriving jobs. b. Use the first-fit algorithm to indicate which memory blocks are allocated to each of the three arriving jobs. 8. Given the following information: Job list: Job Number



Memory Requested



Memory Block



Memory Block Size



Job 1



275 K



Block 1



900 K (low-order memory)



Job 2



920 K



Block 2



910 K



Job 3



690 K



Block 3



300 K (high-order memory)



a. Use the best-fit algorithm to indicate which memory blocks are allocated to each of the three arriving jobs. b. Use the first-fit algorithm to indicate which memory blocks are allocated to each of the three arriving jobs. 9. Next-fit is an allocation algorithm that keeps track of the partition that was allocated previously (last) and starts searching from that point on when a new job arrives. a. Are there any advantages of the next-fit algorithm? If so, what are they? b. How would it compare to best-fit and first-fit for the conditions given in Exercise 7? c. How would it compare to best-fit and first-fit for the conditions given in Exercise 8? 10. Worst-fit is an allocation algorithm that allocates the largest free block to a new job. This is the opposite of the best-fit algorithm. a. Are there any advantages of the worst-fit algorithm? If so, what are they? b. How would it compare to best-fit and first-fit for the conditions given in Exercise 7? c. How would it compare to best-fit and first-fit for the conditions given in Exercise 8?
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Advanced Exercises 11. The relocation example presented in the chapter implies that compaction is done entirely in memory, without secondary storage. Can all free sections of memory be merged into one contiguous block using this approach? Why or why not? 12. To compact memory in some systems, some people suggest that all jobs in memory be copied to a secondary storage device and then reloaded (and relocated) contiguously into main memory, thus creating one free block after all jobs have been recopied into memory. Is this viable? Could you devise a better way to compact memory? Write your algorithm and explain why it is better. 13. Given the memory configuration in Figure 2.11, answer the following questions. At this point, Job 4 arrives requesting a block of 100K. a. Can Job 4 be accommodated? Why or why not? b. If relocation is used, what are the contents of the relocation registers for Job 1, Job 2, and Job 3 after compaction? c. What are the contents of the relocation register for Job 4 after it has been loaded into memory? d. An instruction that is part of Job 1 was originally loaded into memory location 22K. What is its new location after compaction? e. An instruction that is part of Job 2 was originally loaded into memory location 55K. What is its new location after compaction? f. An instruction that is part of Job 3 was originally loaded into memory location 80K. What is its new location after compaction? g. If an instruction was originally loaded into memory location 110K, what is its new location after compaction?
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Operating System



(figure 2.11) Memory configuration for Exercise 13.
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Exercises



Programming Exercises 14. Here is a long-term programming project. Use the information that follows to complete this exercise. Job List Job Stream Number



Memory List



Time



Job Size



Memory Block



Size



1



5



5760



1



9500



2



4



4190



2



7000



3



8



3290



3



4500



4



2



2030



4



8500



5



2



2550



5



3000



6



6



6990



6



9000



7



8



8940



7



1000



8



10



740



8



5500



9



7



3930



9



1500



10



6



6890



10



500



11



5



6580



12



8



3820



13



9



9140



14



10



420



15



10



220



16



7



7540



17



3



3210



18



1



1380



19



9



9850



20



3



3610



21



7



7540



22



2



2710



23



8



8390



24



5



5950



25



10



760
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At one large batch-processing computer installation, the management wants to decide what storage placement strategy will yield the best possible performance. The installation runs a large real storage (as opposed to “virtual” storage, which will be covered in the following chapter) computer under fixed partition multiprogramming. Each user program runs in a single group of contiguous storage locations. Users state their storage requirements and time units for CPU usage on their Job Control Card (it used to, and still does, work this way, although cards may not be used). The operating system allocates to each user the appropriate partition and starts up the user’s job. The job remains in memory until completion. A total of 50,000 memory locations are available, divided into blocks as indicated in the table on the previous page. a. Write (or calculate) an event-driven simulation to help you decide which storage placement strategy should be used at this installation. Your program would use the job stream and memory partitioning as indicated previously. Run the program until all jobs have been executed with the memory as is (in order by address). This will give you the first-fit type performance results. b. Sort the memory partitions by size and run the program a second time; this will give you the best-fit performance results. For both parts a. and b., you are investigating the performance of the system using a typical job stream by measuring: 1. Throughput (how many jobs are processed per given time unit) 2. Storage utilization (percentage of partitions never used, percentage of partitions heavily used, etc.) 3. Waiting queue length 4. Waiting time in queue 5. Internal fragmentation Given that jobs are served on a first-come, first-served basis: c. Explain how the system handles conflicts when jobs are put into a waiting queue and there are still jobs entering the system—who goes first? d. Explain how the system handles the “job clocks,” which keep track of the amount of time each job has run, and the “wait clocks,” which keep track of how long each job in the waiting queue has to wait. e. Since this is an event-driven system, explain how you define “event” and what happens in your system when the event occurs. f. Look at the results from the best-fit run and compare them with the results from the first-fit run. Explain what the results indicate about the performance of the system for this job mix and memory organization. Is one method of partitioning better than the other? Why or why not? Could you recommend one method over the other given your sample run? Would this hold in all cases? Write some conclusions and recommendations.
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Exercises



15. Suppose your system (as explained in Exercise 14) now has a “spooler” (storage area in which to temporarily hold jobs) and the job scheduler can choose which will be served from among 25 resident jobs. Suppose also that the first-come, first-served policy is replaced with a “faster-job, first-served” policy. This would require that a sort by time be performed on the job list before running the program. Does this make a difference in the results? Does it make a difference in your analysis? Does it make a difference in your conclusions and recommendations? The program should be run twice to test this new policy with both bestfit and first-fit. 16. Suppose your spooler (as described in Exercise 14) replaces the previous policy with one of “smallest-job, first-served.” This would require that a sort by job size be performed on the job list before running the program. How do the results compare to the previous two sets of results? Will your analysis change? Will your conclusions change? The program should be run twice to test this new policy with both best-fit and first-fit.
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Memory Management: Virtual Memory Paged Memory Allocation MEMORY MANAGER



Segmented Memory Allocation



Demand Paging Memory Allocation



Segmented/ Demand Paging Memory Allocation



“



Nothing is so much strengthened by practice, or weakened by



”



neglect, as memory.



—Quintillian (A.D. 35–100)



Learning Objectives After completing this chapter, you should be able to describe: • The basic functionality of the memory allocation methods covered in this chapter: paged, demand paging, segmented, and segmented/demand paged memory allocation • The influence that these page allocation methods have had on virtual memory • The difference between a first-in first-out page replacement policy, a least-recentlyused page replacement policy, and a clock page replacement policy • The mechanics of paging and how a memory allocation scheme determines which pages should be swapped out of memory • The concept of the working set and how it is used in memory allocation schemes • The impact that virtual memory had on multiprogramming • Cache memory and its role in improving system response time
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In the previous chapter we looked at simple memory allocation schemes. Each one required that the Memory Manager store the entire program in main memory in contiguous locations; and as we pointed out, each scheme solved some problems but created others, such as fragmentation or the overhead of relocation. In this chapter we’ll follow the evolution of virtual memory with four memory allocation schemes that first remove the restriction of storing the programs contiguously, and then eliminate the requirement that the entire program reside in memory during its execution. These schemes are paged, demand paging, segmented, and segmented/demand paged allocation, which form the foundation for our current virtual memory methods. Our discussion of cache memory will show how its use improves the performance of the Memory Manager.



Paged Memory Allocation Before a job is loaded into memory, it is divided into parts called pages that will be loaded into memory locations called page frames. Paged memory allocation is based on the concept of dividing each incoming job into pages of equal size. Some operating systems choose a page size that is the same as the memory block size and that is also the same size as the sections of the disk on which the job is stored. The sections of a disk are called sectors (or sometimes blocks), and the sections of main memory are called page frames. The scheme works quite efficiently when the pages, sectors, and page frames are all the same size. The exact size (the number of bytes that can be stored in each of them) is usually determined by the disk’s sector size. Therefore, one sector will hold one page of job instructions and fit into one page frame of memory. Before executing a program, the Memory Manager prepares it by: 1. Determining the number of pages in the program 2. Locating enough empty page frames in main memory 3. Loading all of the program’s pages into them When the program is initially prepared for loading, its pages are in logical sequence— the first pages contain the first instructions of the program and the last page has the last instructions. We’ll refer to the program’s instructions as bytes or words. The loading process is different from the schemes we studied in Chapter 2 because the pages do not have to be loaded in adjacent memory blocks. In fact, each page can be stored in any available page frame anywhere in main memory.
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However, with every new solution comes a new problem. Because a job’s pages can be located anywhere in main memory, the Memory Manager now needs a mechanism to keep track of them—and that means enlarging the size and complexity of the operating system software, which increases overhead.



✔ In our examples, the first page is Page 0 and the second is Page 1, etc. Page frames are numbered the same way.



Paged Memory Allocation



The primary advantage of storing programs in noncontiguous locations is that main memory is used more efficiently because an empty page frame can be used by any page of any job. In addition, the compaction scheme used for relocatable partitions is eliminated because there is no external fragmentation between page frames (and no internal fragmentation in most pages).



The simplified example in Figure 3.1 shows how the Memory Manager keeps track of a program that is four pages long. To simplify the arithmetic, we’ve arbitrarily set the page size at 100 bytes. Job 1 is 350 bytes long and is being readied for execution. Notice in Figure 3.1 that the last page (Page 3) is not fully utilized because the job is less than 400 bytes—the last page uses only 50 of the 100 bytes available. In fact, very few jobs perfectly fill all of the pages, so internal fragmentation is still a problem (but only in the last page of a job). In Figure 3.1 (with seven free page frames), the operating system can accommodate jobs that vary in size from 1 to 700 bytes because they can be stored in the seven empty page frames. But a job that is larger than 700 bytes can’t be accommodated until Job 1 ends its execution and releases the four page frames it occupies. And a job that is larger than 1100 bytes will never fit into the memory of this tiny system. Therefore, although



(figure 3.1) Programs that are too long to fit on a single page are split into equal-sized pages that can be stored in free page frames. In this example, each page frame can hold 100 bytes. Job 1 is 350 bytes long and is divided among four page frames, leaving internal fragmentation in the last page frame. (The Page Map Table for this job is shown later in Table 3.2.)



Main Memory



Job 1 First 100 bytes



Page 0



Second 100 bytes



Page 1



Operating System



Page frame no. 0 1 2 3 4



Third 100 bytes



Page 2



Job 1–Page 2



5 6



Remaining 50 bytes Wasted space



7



Page 3 Job 1–Page 0



8



Job 1–Page 1



10



Job 1–Page 3



11



9



12
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paged memory allocation offers the advantage of noncontiguous storage, it still requires that the entire job be stored in memory during its execution. Figure 3.1 uses arrows and lines to show how a job’s pages fit into page frames in memory, but the Memory Manager uses tables to keep track of them. There are essentially three tables that perform this function: the Job Table, Page Map Table, and Memory Map Table. Although different operating systems may have different names for them, the tables provide the same service regardless of the names they are given. All three tables reside in the part of main memory that is reserved for the operating system. As shown in Table 3.1, the Job Table (JT) contains two values for each active job: the size of the job (shown on the left) and the memory location where its Page Map Table is stored (on the right). For example, the first job has a job size of 400 located at 3096 in memory. The Job Table is a dynamic list that grows as jobs are loaded into the system and shrinks, as shown in (b) in Table 3.1, as they are later completed.



Job Size



Job Table PMT Location



400



3096



200



3100



500



3150



Job Size



Job Table PMT Location



400



3096



500



(a)



3150 (b)



Job Size



Job Table PMT Location



400



3096



700



3100



500



3150 (c)



(table 3.1) This section of the Job Table (a) initially has three entries, one for each job in progress. When the second job ends (b), its entry in the table is released and it is replaced (c) by information about the next job that is to be processed.



Each active job has its own Page Map Table (PMT), which contains the vital information for each page—the page number and its corresponding page frame memory address. Actually, the PMT includes only one entry per page. The page numbers are sequential (Page 0, Page 1, Page 2, through the last page), so it isn’t necessary to list each page number in the PMT. The first entry in the PMT lists the page frame memory address for Page 0, the second entry is the address for Page 1, and so on. The Memory Map Table (MMT) has one entry for each page frame listing its location and free/busy status. At compilation time, every job is divided into pages. Using Job 1 from Figure 3.1, we can see how this works: • Page 0 contains the first hundred bytes. • Page 1 contains the second hundred bytes.
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• Page 3 contains the last 50 bytes. As you can see, the program has 350 bytes; but when they are stored, the system numbers them starting from 0 through 349. Therefore, the system refers to them as byte 0 through 349.



Paged Memory Allocation



• Page 2 contains the third hundred bytes.



The displacement, or offset, of a byte (that is, how far away a byte is from the beginning of its page) is the factor used to locate that byte within its page frame. It is a relative factor. In the simplified example shown in Figure 3.2, bytes 0, 100, 200, and 300 are the first bytes for pages 0, 1, 2, and 3, respectively, so each has a displacement of zero. Likewise, if the operating system needs to access byte 214, it can first go to page 2 and then go to byte 14 (the fifteenth line). The first byte of each page has a displacement of zero, and the last byte, has a displacement of 99. So once the operating system finds the right page, it can access the correct bytes using its relative position within its page.



(figure 3.2) Job 1 is 350 bytes long and is divided into four pages of 100 lines each.



67



Chapter 3 | Memory Management: Virtual Memory



C7047_03_Ch03.qxd



1/12/10



4:12 PM



Page 68



In this example, it is easy for us to see intuitively that all numbers less than 100 will be on Page 0, all numbers greater than or equal to 100 but less than 200 will be on Page 1, and so on. (That is the advantage of choosing a fixed page size, such as 100 bytes.) The operating system uses an algorithm to calculate the page and displacement; it is a simple arithmetic calculation. To find the address of a given program instruction, the byte number is divided by the page size, keeping the remainder as an integer. The resulting quotient is the page number, and the remainder is the displacement within that page. When it is set up as a long division problem, it looks like this:



page number page size byte number to be located xxx xxx xxx displacement For example, if we use 100 bytes as the page size, the page number and the displacement (the location within that page) of byte 214 can be calculated using long division like this: 2 100 214 200 14 The quotient (2) is the page number, and the remainder (14) is the displacement. So the byte is located on Page 2, 15 lines (Line 14) from the top of the page. Let’s try another example with a more common page size of 256 bytes. Say we are seeking the location of byte 384. When we divide 384 by 256, the result is 1.5. Therefore, the byte is located at the midpoint on the second page (Page 1). 1.5 256 384 To find the line’s exact location, multiply the page size (256) by the decimal (0.5) to discover that the line we’re seeking is located on Line 129 of Page 1. Using the concepts just presented, and using the same parameters from the first example, answer these questions: 1. Could the operating system (or the hardware) get a page number that is greater than 3 if the program was searching for byte 214? 2. If it did, what should the operating system do? 3. Could the operating system get a remainder of more than 99? 4. What is the smallest remainder possible?
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1. No, not if the application program was written correctly. 2. Send an error message and stop processing the program (because the page is out of bounds). 3. No, not if it divides correctly. 4. Zero.



✔ The computer hardware performs the division, but the operating system is responsible for maintaining the tables that track the allocation and de-allocation of storage.



(table 3.2) Page Map Table for Job 1 in Figure 3.1.



Paged Memory Allocation



Here are the answers:



This procedure gives the location of an instruction with respect to the job’s pages. However, these pages are only relative; each page is actually stored in a page frame that can be located anywhere in available main memory. Therefore, the algorithm needs to be expanded to find the exact location of the byte in main memory. To do so, we need to correlate each of the job’s pages with its page frame number using the Page Map Table. For example, if we look at the PMT for Job 1 from Figure 3.1, we see that it looks like the data in Table 3.2. Job Page Number



Page Frame Number



0



8



1



10



2



5



3



11



In the first division example, we were looking for an instruction with a displacement of 14 on Page 2. To find its exact location in memory, the operating system (or the hardware) has to perform the following four steps. (In actuality, the operating system identifies the lines, or data values and instructions, as addresses [bytes or words]. We refer to them here as lines to make it easier to explain.) STEP 1 Do the arithmetic computation just described to determine the page number and displacement of the requested byte. • Page number = the integer quotient from the division of the job space address by the page size • Displacement = the remainder from the page number division In this example, the computation shows that the page number is 2 and the displacement is 14. STEP 2 Refer to this job’s PMT (shown in Table 3.2) and find out which page frame contains Page 2. Page 2 is located in Page Frame 5.
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STEP 3 Get the address of the beginning of the page frame by multiplying the page frame number (5) by the page frame size (100). ADDR_PAGE_FRAME = PAGE_FRAME_NUM * PAGE_SIZE ADDR_PAGE_FRAME = 5(100) STEP 4 Now add the displacement (calculated in step 1) to the starting address of the page frame to compute the precise location in memory of the instruction: INSTR_ADDR_IN_MEM = ADDR_PAGE_FRAME + DISPL INSTR_ADDR_IN_MEM = 500 + 14 The result of this maneuver tells us exactly where byte 14 is located in main memory. Figure 3.3 shows another example and follows the hardware (and the operating system) as it runs an assembly language program that instructs the system to load into Register 1 the value found at byte 518. In Figure 3.3, the page frame sizes in main memory are set at 512 bytes each and the page size is 512 bytes for this system. From the PMT we can see that this job has been divided into two pages. To find the exact location of byte 518 (where the system will find the value to load into Register 1), the system will do the following: 1. Compute the page number and displacement—the page number is 1, and the displacement is 6. 2. Go to the Page Map Table and retrieve the appropriate page frame number for Page 1. It is Page Frame 3. 3. Compute the starting address of the page frame by multiplying the page frame number by the page frame size: (3 * 512 = 1536). 4. Calculate the exact address of the instruction in main memory by adding the displacement to the starting address: (1536 + 6 = 1542). Therefore, memory address 1542 holds the value that should be loaded into Register 1. Job 1 Byte no. 000



Instruction/Data



025



LOAD R1, 518



518



3792



BEGIN



PMT for Job 1 Page no. Page frame number 5 0 3 1
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Main Memory 0 512 1024 1536 Job 1 - Page 1 2048 2560 Job 1 - Page 0 3072 3584



Page frame no.



(figure 3.3)



0 1 2 3 4 5 6 7 8



Job 1 with its Page Map Table. This snapshot of main memory shows the allocation of page frames to Job 1.
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Demand Paging



As you can see, this is a lengthy operation. Every time an instruction is executed, or a data value is used, the operating system (or the hardware) must translate the job space address, which is relative, into its physical address, which is absolute. This is called resolving the address, also called address resolution, or address translation. Of course, all of this processing is overhead, which takes processing capability away from the jobs waiting to be completed. However, in most systems the hardware does the paging, although the operating system is involved in dynamic paging, which will be covered later. The advantage of a paging scheme is that it allows jobs to be allocated in noncontiguous memory locations so that memory is used more efficiently and more jobs can fit in the main memory (which is synonymous). However, there are disadvantages— overhead is increased and internal fragmentation is still a problem, although only in the last page of each job. The key to the success of this scheme is the size of the page. A page size that is too small will generate very long PMTs while a page size that is too large will result in excessive internal fragmentation. Determining the best page size is an important policy decision—there are no hard and fast rules that will guarantee optimal use of resources—and it is a problem we’ll see again as we examine other paging alternatives. The best size depends on the actual job environment, the nature of the jobs being processed, and the constraints placed on the system.



Demand Paging Demand paging introduced the concept of loading only a part of the program into memory for processing. It was the first widely used scheme that removed the restriction of having the entire job in memory from the beginning to the end of its processing. With demand paging, jobs are still divided into equally sized pages that initially reside in secondary storage. When the job begins to run, its pages are brought into memory only as they are needed.



✔ With demand paging, the pages are loaded as each is requested. This requires highspeed access to the pages.



Demand paging takes advantage of the fact that programs are written sequentially so that while one section, or module, is processed all of the other modules are idle. Not all the pages are accessed at the same time, or even sequentially. For example: • User-written error handling modules are processed only when a specific error is detected during execution. (For instance, they can be used to indicate to the operator that input data was incorrect or that a computation resulted in an invalid answer). If no error occurs, and we hope this is generally the case, these instructions are never processed and never need to be loaded into memory.
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• Many modules are mutually exclusive. For example, if the input module is active (such as while a worksheet is being loaded) then the processing module is inactive. Similarly, if the processing module is active then the output module (such as printing) is idle. • Certain program options are either mutually exclusive or not always accessible. This is easiest to visualize in menu-driven programs. For example, an application program may give the user several menu choices as shown in Figure 3.4. The system allows the operator to make only one selection at a time. If the user selects the first option then the module with the program instructions to move records to the file is the only one that is being used, so that is the only module that needs to be in memory at this time. The other modules all remain in secondary storage until they are called from the menu. • Many tables are assigned a large fixed amount of address space even though only a fraction of the table is actually used. For example, a symbol table for an assembler might be prepared to handle 100 symbols. If only 10 symbols are used then 90 percent of the table remains unused.



(figure 3.4) When you choose one option from the menu of an application program such as this one, the other modules that aren’t currently required (such as Help) don’t need to be moved into memory immediately.



One of the most important innovations of demand paging was that it made virtual memory feasible. (Virtual memory will be discussed later in this chapter.) The demand paging scheme allows the user to run jobs with less main memory than is required if the operating system is using the paged memory allocation scheme described earlier. In fact, a demand paging scheme can give the appearance of an almost-infinite or nonfinite amount of physical memory when, in reality, physical memory is significantly less than infinite. The key to the successful implementation of this scheme is the use of a high-speed direct access storage device (such as hard drives or flash memory) that can work directly with the CPU. That is vital because pages must be passed quickly from secondary storage to main memory and back again. How and when the pages are passed (also called swapped) depends on predefined policies that determine when to make room for needed pages and how to do so. The operating system relies on tables (such as the Job Table, the Page Map Table, and the Memory Map Table) to implement the algorithm. These tables are basically the same as for paged memory allocation but with the addition of three new fields for each page
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Demand Paging



(figure 3.5) Demand paging requires that the Page Map Table for each job keep track of each page as it is loaded or removed from main memory. Each PMT tracks the status of the page, whether it has been modified, whether it has been recently referenced, and the page frame number for each page currently in main memory. (Note: For this illustration, the Page Map Tables have been simplified. See Table 3.3 for more detail.)



Operating System



1



in the PMT: one to determine if the page being requested is already in memory; a second to determine if the page contents have been modified; and a third to determine if the page has been referenced recently, as shown at the top of Figure 3.5. The first field tells the system where to find each page. If it is already in memory, the system will be spared the time required to bring it from secondary storage. It is faster for the operating system to scan a table located in main memory than it is to retrieve a page from a disk. The second field, noting if the page has been modified, is used to save time when pages are removed from main memory and returned to secondary storage. If the contents of the page haven’t been modified then the page doesn’t need to be rewritten to secondary storage. The original, already there, is correct. The third field, which indicates any recent activity, is used to determine which pages show the most processing activity, and which are relatively inactive. This information is used by several page-swapping policy schemes to determine which pages should
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remain in main memory and which should be swapped out when the system needs to make room for other pages being requested. For example, in Figure 3.5 the number of total job pages is 15, and the number of total available page frames is 12. (The operating system occupies the first four of the 16 page frames in main memory.) Assuming the processing status illustrated in Figure 3.5, what happens when Job 4 requests that Page 3 be brought into memory if there are no empty page frames available? To move in a new page, a resident page must be swapped back into secondary storage. Specifically, that includes copying the resident page to the disk (if it was modified), and writing the new page into the empty page frame. The hardware components generate the address of the required page, find the page number, and determine whether it is already in memory. The following algorithm makes up the hardware instruction processing cycle. Hardware Instruction Processing Algorithm 1 Start processing instruction 2 Generate data address 3 Compute page number 4 If page is in memory Then get data and finish instruction advance to next instruction return to step 1 Else generate page interrupt call page fault handler End if



The same process is followed when fetching an instruction. When the test fails (meaning that the page is in secondary storage but not in memory), the operating system software takes over. The section of the operating system that resolves these problems is called the page fault handler. It determines whether there are empty page frames in memory so the requested page can be immediately copied from secondary storage. If all page frames are busy, the page fault handler must decide
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Page Fault Handler Algorithm



Demand Paging



which page will be swapped out. (This decision is directly dependent on the predefined policy for page removal.) Then the swap is made.



1 If there is no free page frame Then select page to be swapped out using page removal algorithm update job’s Page Map Table If content of page had been changed then write page to disk End if End if 2 Use page number from step 3 from the Hardware Instruction Processing Algorithm to get disk address where the requested page is stored (the File Manager, to be discussed in Chapter 8, uses the page number to get the disk address) 3 Read page into memory 4 Update job’s Page Map Table 5 Update Memory Map Table 6 Restart interrupted instruction



Before continuing, three tables must be updated: the Page Map Tables for both jobs (the PMT with the page that was swapped out and the PMT with the page that was swapped in) and the Memory Map Table. Finally, the instruction that was interrupted is resumed and processing continues. Although demand paging is a solution to inefficient memory utilization, it is not free of problems. When there is an excessive amount of page swapping between main memory and secondary storage, the operation becomes inefficient. This phenomenon is called thrashing. It uses a great deal of the computer’s energy but accomplishes very little, and it is caused when a page is removed from memory but is called back shortly thereafter. Thrashing can occur across jobs, when a large number of jobs are vying for a relatively low number of free pages (the ratio of job pages to free memory page frames is high), or it can happen within a job—for example, in loops that cross page boundaries. We can demonstrate this with a simple example. Suppose the beginning of a loop falls at the bottom of a page and is completed at the top of the next page, as in the C program in Figure 3.6.
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for( j = 1; j < 100; ++j) { k = j * j; m = a * j; printf(“\n%d %d %d”, j, k, m); } printf(“\n”);



Page 0



Page 1



(figure 3.6) An example of demand paging that causes a page swap each time the loop is executed and results in thrashing. If only a single page frame is available, this program will have one page fault each time the loop is executed.



The situation in Figure 3.6 assumes there is only one empty page frame available. The first page is loaded into memory and execution begins, but after executing the last command on Page 0, the page is swapped out to make room for Page 1. Now execution can continue with the first command on Page 1, but at the “}” symbol Page 1 must be swapped out so Page 0 can be brought back in to continue the loop. Before this program is completed, swapping will have occurred 100 times (unless another page frame becomes free so both pages can reside in memory at the same time). A failure to find a page in memory is often called a page fault and this example would generate 100 page faults (and swaps). In such extreme cases, the rate of useful computation could be degraded by a factor of 100. Ideally, a demand paging scheme is most efficient when programmers are aware of the page size used by their operating system and are careful to design their programs to keep page faults to a minimum; but in reality, this is not often feasible.



Page Replacement Policies and Concepts As we just learned, the policy that selects the page to be removed, the page replacement policy, is crucial to the efficiency of the system, and the algorithm to do that must be carefully selected. Several such algorithms exist and it is a subject that enjoys a great deal of theoretical attention and research. Two of the most well-known are first-in first-out and least recently used. The first-in first-out (FIFO) policy is based on the theory that the best page to remove is the one that has been in memory the longest. The least recently used (LRU) policy chooses the page least recently accessed to be swapped out. To illustrate the difference between FIFO and LRU, let us imagine a dresser drawer filled with your favorite sweaters. The drawer is full, but that didn’t stop you from buying a new sweater. Now you have to put it away. Obviously it won’t fit in your
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You could take out your oldest sweater (the one that was first in), figuring that you probably won’t use it again—hoping you won’t discover in the following days that it is your most used, most treasured possession. Or, you could remove the sweater that you haven’t worn recently and has been idle for the longest amount of time (the one that was least recently used). It is readily identifiable because it is at the bottom of the drawer. But just because it hasn’t been used recently doesn’t mean that a once-a-year occasion won’t demand its appearance soon. What guarantee do you have that once you have made your choice you won’t be trekking to the storage closet to retrieve the sweater you stored yesterday? You could become a victim of thrashing.



Page Replacement Policies and Concepts



sweater drawer unless you take something out, but which sweater should you move to the storage closet? Your decision will be based on a sweater removal policy.



Which is the best policy? It depends on the weather, the wearer, and the wardrobe. Of course, one option is to get another drawer. For an operating system (or a computer), this is the equivalent of adding more accessible memory, and we will explore that option after we discover how to more effectively use the memory we already have.



First-In First-Out The first-in first-out (FIFO) page replacement policy will remove the pages that have been in memory the longest. The process of swapping pages is illustrated in Figure 3.7.



(figure 3.7) The FIFO policy in action with only two page frames available. When the program calls for Page C, Page A must be moved out of the first page frame to make room for it, as shown by the solid lines. When Page A is needed again, it will replace Page B in the second page frame, as shown by the dotted lines. The entire sequence is shown in Figure 3.8.
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Figure 3.8 shows how the FIFO algorithm works by following a job with four pages (A, B, C, D) as it is processed by a system with only two available page frames. Figure 3.8 displays how each page is swapped into and out of memory and marks each interrupt with an asterisk. We then count the number of page interrupts and compute the failure rate and the success rate. The job to be processed needs its pages in the following order: A, B, A, C, A, B, D, B, A, C, D. When both page frames are occupied, each new page brought into memory will cause an existing one to be swapped out to secondary storage. A page interrupt, which we identify with an asterisk (*), is generated when a new page needs to be loaded into memory, whether a page is swapped out or not. The efficiency of this configuration is dismal—there are 9 page interrupts out of 11 page requests due to the limited number of page frames available and the need for many new pages. To calculate the failure rate, we divide the number of interrupts by the number of page requests. The failure rate of this system is 9/11, which is 82 percent. Stated another way, the success rate is 2/11, or 18 percent. A failure rate this high is usually unacceptable.
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Page Frame 2 (empty)



Interrupt: * Time Snapshot: 1 (figure 3.8)



Using a FIFO policy, this page trace analysis shows how each page requested is swapped into the two available page frames. When the program is ready to be processed, all four pages are in secondary storage. When the program calls a page that isn’t already in memory, a page interrupt is issued, as shown by the gray boxes and asterisks. This program resulted in nine page interrupts.
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✔ In Figure 3.8, using FIFO, Page A is swapped out when a newer page arrives even though it is used the most often.
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Least Recently Used



Page Replacement Policies and Concepts



We are not saying FIFO is bad. We chose this example to show how FIFO works, not to diminish its appeal as a swapping policy. The high failure rate here is caused by both the limited amount of memory available and the order in which pages are requested by the program. The page order can’t be changed by the system, although the size of main memory can be changed; but buying more memory may not always be the best solution—especially when you have many users and each one wants an unlimited amount of memory. There is no guarantee that buying more memory will always result in better performance; this is known as the FIFO anomaly, which is explained later in this chapter.



The least recently used (LRU) page replacement policy swaps out the pages that show the least amount of recent activity, figuring that these pages are the least likely to be used again in the immediate future. Conversely, if a page is used, it is likely to be used again soon; this is based on the theory of locality, which will be explained later in this chapter. To see how it works, let us follow the same job in Figure 3.8 but using the LRU policy. The results are shown in Figure 3.9. To implement this policy, a queue of the requests is kept in FIFO order, a time stamp of when the job entered the system is saved, or a mark in the job’s PMT is made periodically.



✔ Using LRU in Figure 3.9, Page A stays in memory longer because it is used most often.



Page Requested: A



B



A



C



A



B



D



B



A



C



D



A



A



A



A



A



D



D



A



A



D



B



B



C



C



B



B



B



B



C



C



* 2



3



* 4



5



* 6



* 7



8



* 9



* 10



* 11



Page Frame 1 Page A



Page Frame 2 (empty)



Interrupt: * Time: 1



(figure 3.9) Memory management using an LRU page removal policy for the program shown in Figure 3.8. Throughout the program, 11 page requests are issued, but they cause only 8 page interrupts.



79



Chapter 3 | Memory Management: Virtual Memory



C7047_03_Ch03.qxd



1/12/10



4:13 PM



Page 80



The efficiency of this configuration is only slightly better than with FIFO. Here, there are 8 page interrupts out of 11 page requests, so the failure rate is 8/11, or 73 percent. In this example, an increase in main memory by one page frame would increase the success rate of both FIFO and LRU. However, we can’t conclude on the basis of only one example that one policy is better than the others. In fact, LRU is a stack algorithm removal policy, which means that an increase in memory will never cause an increase in the number of page interrupts. On the other hand, it has been shown that under certain circumstances adding more memory can, in rare cases, actually cause an increase in page interrupts when using a FIFO policy. As noted before, it is called the FIFO anomaly. But although it is an unusual occurrence, the fact that it exists coupled with the fact that pages are removed regardless of their activity (as was the case in Figure 3.8) has removed FIFO from the most favored policy position it held in some cases. A variation of the LRU page replacement algorithm is known as the clock page replacement policy because it is implemented with a circular queue and uses a pointer to step through the reference bits of the active pages, simulating a clockwise motion. The algorithm is paced according to the computer’s clock cycle, which is the time span between two ticks in its system clock. The algorithm checks the reference bit for each page. If the bit is one (indicating that it was recently referenced), the bit is reset to zero and the bit for the next page is checked. However, if the reference bit is zero (indicating that the page has not recently been referenced), that page is targeted for removal. If all the reference bits are set to one, then the pointer must cycle through the entire circular queue again giving each page a second and perhaps a third or fourth chance. Figure 3.10 shows a circular queue containing the reference bits for eight pages currently in memory. The pointer indicates the page that would be considered next for removal. Figure 3.10 shows what happens to the reference bits of the pages that have
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A circular queue, which contains the page number and its reference bit. The pointer seeks the next candidate for removal and replaces page 210 with a new page, 146.
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A second variation of LRU uses an 8-bit reference byte and a bit-shifting technique to track the usage of each page currently in memory. When the page is first copied into memory, the leftmost bit of its reference byte is set to 1; and all bits to the right of the one are set to zero, as shown in Figure 3.11. At specific time intervals of the clock cycle, the Memory Manager shifts every page’s reference bytes to the right by one bit, dropping their rightmost bit. Meanwhile, each time a page is referenced, the leftmost bit of its reference byte is set to 1.
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been given a second chance. When a new page, 146, has to be allocated to a page frame, it is assigned to the space that has a reference bit of zero, the space previously occupied by page 210.



This process of shifting bits to the right and resetting the leftmost bit to 1 when a page is referenced gives a history of each page’s usage. For example, a page that has not been used for the last eight time ticks would have a reference byte of 00000000, while one that has been referenced once every time tick will have a reference byte of 11111111. When a page fault occurs, the LRU policy selects the page with the smallest value in its reference byte because that would be the one least recently used. Figure 3.11 shows how the reference bytes for six active pages change during four snapshots of usage. In (a), the six pages have been initialized; this indicates that all of them have been referenced once. In (b), pages 1, 3, 5, and 6 have been referenced again (marked with 1), but pages 2 and 4 have not (now marked with 0 in the leftmost position). In (c), pages 1, 2, and 4 have been referenced. In (d), pages 1, 2, 4, and 6 have been referenced. In (e), pages 1 and 4 have been referenced. As shown in Figure 3.11, the values stored in the reference bytes are not unique: page 3 and page 5 have the same value. In this case, the LRU policy may opt to swap out all of the pages with the smallest value, or may select one among them based on other criteria such as FIFO, priority, or whether the contents of the page have been modified. Other page removal algorithms, MRU (most recently used) and LFU (least frequently used), are discussed in exercises at the end of this chapter.



(figure 3.11) Notice how the reference bit for each page is updated with every time tick. Arrows (a) through (e) show how the initial bit shifts to the right with every tick of the clock.
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The Mechanics of Paging Before the Memory Manager can determine which pages will be swapped out, it needs specific information about each page in memory—information included in the Page Map Tables.



✔



For example, in Figure 3.5, the Page Map Table for Job 1 included three bits: the status bit, the referenced bit, and the modified bit (these were the three middle columns: the two empty columns and the Y/N column representing “in memory”). But the representation of the table shown in Figure 3.5 was simplified for illustration purposes. It actually looks something like the one shown in Table 3.3.



Each PMT must track each page’s status, modifications, and references. It does so with three bits, each of which can be either 0 or 1.



Page



Status Bit



Referenced Bit



Modified Bit



Page Frame



0



1



1



1
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1



1



0



0



9
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1



0



0



7



3



1



1



0



12



(table 3.3) Page Map Table for Job 1 shown in Figure 3.5.



As we said before, the status bit indicates whether the page is currently in memory. The referenced bit indicates whether the page has been called (referenced) recently. This bit is important because it is used by the LRU algorithm to determine which pages should be swapped out. The modified bit indicates whether the contents of the page have been altered and, if so, the page must be rewritten to secondary storage when it is swapped out before its page frame is released. (A page frame with contents that have not been modified can be overwritten directly, thereby saving a step.) That is because when a page is swapped into memory it isn’t removed from secondary storage. The page is merely copied—the original remains intact in secondary storage. Therefore, if the page isn’t altered while it is in main memory (in which case the modified bit remains unchanged, zero), the page needn’t be copied back to secondary storage when it is swapped out of memory—the page that is already there is correct. However, if modifications were made to the page, the new version of the page must be written over the older version—and that takes time.
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(table 3.4) The meaning of the bits used in the Page Map Table.



Value



Status Bit Meaning



Value



Modified Bit Meaning



Referenced Bit Value Meaning



0



not in memory



0



not modified



0



not called



1



resides in memory



1



was modified



1



was called



The status bit for all pages in memory is 1. A page must be in memory before it can be swapped out so all of the candidates for swapping have a 1 in this column. The other two bits can be either 0 or 1, so there are four possible combinations of the referenced and modified bits as shown in Table 3.5.



(table 3.5) Four possible combinations of modified and referenced bits and the meaning of each.



Modified



Referenced



Case 1



0



0



Not modified AND not referenced



Case 2



0



1



Not modified BUT was referenced



Case 3



1



0



Was modified BUT not referenced [impossible?]



Case 4



1



1



Was modified AND was referenced
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Each bit can be either 0 or 1 as shown in Table 3.4.



Meaning



The FIFO algorithm uses only the modified and status bits when swapping pages, but the LRU looks at all three before deciding which pages to swap out. Which page would the LRU policy choose first to swap? Of the four cases described in Table 3.5, it would choose pages in Case 1 as the ideal candidates for removal because they’ve been neither modified nor referenced. That means they wouldn’t need to be rewritten to secondary storage, and they haven’t been referenced recently. So the pages with zeros for these two bits would be the first to be swapped out. What is the next most likely candidate? The LRU policy would choose Case 3 next because the other two, Case 2 and Case 4, were recently referenced. The bad news is that Case 3 pages have been modified, so it will take more time to swap them out. By process of elimination, then we can say that Case 2 is the third choice and Case 4 would be the pages least likely to be removed.
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You may have noticed that Case 3 presents an interesting situation: apparently these pages have been modified without being referenced. How is that possible? The key lies in how the referenced bit is manipulated by the operating system. When the pages are brought into memory, they are all usually referenced at least once and that means that all of the pages soon have a referenced bit of 1. Of course the LRU algorithm would be defeated if every page indicated that it had been referenced. Therefore, to make sure the referenced bit actually indicates recently referenced, the operating system periodically resets it to 0. Then, as the pages are referenced during processing, the bit is changed from 0 to 1 and the LRU policy is able to identify which pages actually are frequently referenced. As you can imagine, there is one brief instant, just after the bits are reset, in which all of the pages (even the active pages) have reference bits of 0 and are vulnerable. But as processing continues, the most-referenced pages soon have their bits reset to 1, so the risk is minimized.



The Working Set One innovation that improved the performance of demand paging schemes was the concept of the working set. A job’s working set is the set of pages residing in memory that can be accessed directly without incurring a page fault. When a user requests execution of a program, the first page is loaded into memory and execution continues as more pages are loaded: those containing variable declarations, others containing instructions, others containing data, and so on. After a while, most programs reach a fairly stable state and processing continues smoothly with very few additional page faults. At this point the job’s working set is in memory, and the program won’t generate many page faults until it gets to another phase requiring a different set of pages to do the work—a different working set. Of course, it is possible that a poorly structured program could require that every one of its pages be in memory before processing can begin. Fortunately, most programs are structured, and this leads to a locality of reference during the program’s execution, meaning that during any phase of its execution the program references only a small fraction of its pages. For example, if a job is executing a loop then the instructions within the loop are referenced extensively while those outside the loop aren’t used at all until the loop is completed—that is locality of reference. The same applies to sequential instructions, subroutine calls (within the subroutine), stack implementations, access to variables acting as counters or sums, or multidimensional variables such as arrays and tables (only a few of the pages are needed to handle the references). It would be convenient if all of the pages in a job’s working set were loaded into memory at one time to minimize the number of page faults and to speed up processing, but that is easier said than done. To do so, the system needs definitive answers to some
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The second question is particularly important in networked or time-sharing systems, which regularly swap jobs (or pages of jobs) into memory and back to secondary storage to accommodate the needs of many users. The problem is this: every time a job is reloaded back into memory (or has pages swapped), it has to generate several page faults until its working set is back in memory and processing can continue. It is a timeconsuming task for the CPU, which can’t be processing jobs during the time it takes to process each page fault, as shown in Figure 3.12. One solution adopted by many paging systems is to begin by identifying each job’s working set and then loading it into memory in its entirety before allowing execution to begin. This is difficult to do before a job is executed but can be identified as its execution proceeds.
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difficult questions: How many pages comprise the working set? What is the maximum number of pages the operating system will allow for a working set?



In a time-sharing or networked system, this means the operating system must keep track of the size and identity of every working set, making sure that the jobs destined for processing at any one time won’t exceed the available memory. Some operating systems use a variable working set size and either increase it when necessary (the job requires more processing) or decrease it when necessary. This may mean that the number of jobs in memory will need to be reduced if, by doing so, the system can ensure the completion of each job and the subsequent release of its memory space. We have looked at several examples of demand paging memory allocation schemes. Demand paging had two advantages. It was the first scheme in which a job was no



Execute Process (30 ms) 1st Page Wait (300 ms) Execute Process (30 ms) 2nd Page Wait (300 ms) Execute Process (30 ms) 3rd Page Wait (300 ms) Execute Process (30 ms) 1020 ms



(figure 3.12) Time line showing the amount of time required to process page faults for a single program. The program in this example takes 120 milliseconds (ms) to execute but an additional 900 ms to load the necessary pages into memory. Therefore, job turnaround is 1020 ms.
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longer constrained by the size of physical memory and it introduced the concept of virtual memory. The second advantage was that it utilized memory more efficiently than the previous schemes because the sections of a job that were used seldom or not at all (such as error routines) weren’t loaded into memory unless they were specifically requested. Its disadvantage was the increased overhead caused by the tables and the page interrupts. The next allocation scheme built on the advantages of both paging and dynamic partitions.



Segmented Memory Allocation The concept of segmentation is based on the common practice by programmers of structuring their programs in modules—logical groupings of code. With segmented memory allocation, each job is divided into several segments of different sizes, one for each module that contains pieces that perform related functions. Segmented memory allocation was designed to reduce page faults that resulted from having a segment’s loop split over two or more pages. A subroutine is an example of one such logical group. This is fundamentally different from a paging scheme, which divides the job into several pages all of the same size, each of which often contains pieces from more than one program module. A second important difference is that main memory is no longer divided into page frames because the size of each segment is different—some are large and some are small. Therefore, as with the dynamic partitions discussed in Chapter 2, memory is allocated in a dynamic manner. When a program is compiled or assembled, the segments are set up according to the program’s structural modules. Each segment is numbered and a Segment Map Table (SMT) is generated for each job; it contains the segment numbers, their lengths, access rights, status, and (when each is loaded into memory) its location in memory. Figures 3.13 and 3.14 show the same job, Job 1, composed of a main program and two subroutines, together with its Segment Map Table and actual main memory allocation.



✔ The Segment Map Table functions the same way as a Page Map Table but manages segments instead of pages.



(figure 3.13) Segmented memory allocation. Job 1 includes a main program, Subroutine A, and Subroutine B. It is one job divided into three segments.
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The Memory Manager needs to keep track of the segments in memory. This is done with three tables combining aspects of both dynamic partitions and demand paging memory management: • The Job Table lists every job being processed (one for the whole system). • The Segment Map Table lists details about each segment (one for each job).



Segmented Memory Allocation



As in demand paging, the referenced, modified, and status bits are used in segmentation and appear in the SMT but they aren’t shown in Figures 3.13 and 3.14.



• The Memory Map Table monitors the allocation of main memory (one for the whole system). Like demand paging, the instructions within each segment are ordered sequentially, but the segments don’t need to be stored contiguously in memory. We only need to know where each segment is stored. The contents of the segments themselves are contiguous in this scheme. To access a specific location within a segment, we can perform an operation similar to the one used for paged memory management. The only difference is that we work with



(figure 3.14) The Segment Map Table tracks each segment for Job 1.
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segments instead of pages. The addressing scheme requires the segment number and the displacement within that segment; and because the segments are of different sizes, the displacement must be verified to make sure it isn’t outside of the segment’s range. In Figure 3.15, Segment 1 includes all of Subroutine A so the system finds the beginning address of Segment 1, address 7000, and it begins there. If the instruction requested that processing begin at byte 100 of Subroutine A (which is possible in languages that support multiple entries into subroutines) then, to locate that item in memory, the Memory Manager would need to add 100 (the displacement) to 7000 (the beginning address of Segment 1). Its code could look like this: ACTUAL_MEM_LOC = BEGIN_MEM_LOC + DISPLACEMENT



Operating Systems



Empty



(figure 3.15) During execution, the main program calls Subroutine A, which triggers the SMT to look up its location in memory.
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To access a location in memory, when using either paged or segmented memory management, the address is composed of two values: the page or segment number and the displacement. Therefore, it is a two-dimensional addressing scheme: SEGMENT_NUMBER & DISPLACEMENT The disadvantage of any allocation scheme in which memory is partitioned dynamically is the return of external fragmentation. Therefore, recompaction of available memory is necessary from time to time (if that schema is used).



Segmented/Demand Paged Memory Allocation



Can the displacement be larger than the size of the segment? No, not if the program is coded correctly; however, accidents do happen and the Memory Manager must always guard against this possibility by checking the displacement against the size of the segment, verifying that it is not out of bounds.



As you can see, there are many similarities between paging and segmentation, so they are often confused. The major difference is a conceptual one: pages are physical units that are invisible to the user’s program and consist of fixed sizes; segments are logical units that are visible to the user’s program and consist of variable sizes.



Segmented/Demand Paged Memory Allocation The segmented/demand paged memory allocation scheme evolved from the two we have just discussed. It is a combination of segmentation and demand paging, and it offers the logical benefits of segmentation, as well as the physical benefits of paging. The logic isn’t new. The algorithms used by the demand paging and segmented memory management schemes are applied here with only minor modifications. This allocation scheme doesn’t keep each segment as a single contiguous unit but subdivides it into pages of equal size, smaller than most segments, and more easily manipulated than whole segments. Therefore, many of the problems of segmentation (compaction, external fragmentation, and secondary storage handling) are removed because the pages are of fixed length. This scheme, illustrated in Figure 3.16, requires four tables: • The Job Table lists every job in process (one for the whole system). • The Segment Map Table lists details about each segment (one for each job). • The Page Map Table lists details about every page (one for each segment). • The Memory Map Table monitors the allocation of the page frames in main memory (one for the whole system).
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Note that the tables in Figure 3.16 have been simplified. The SMT actually includes additional information regarding protection (such as the authority to read, write, execute, and delete parts of the file), as well as which users have access to that segment (user only, group only, or everyone—some systems call these access categories owner, group, and world, respectively). In addition, the PMT includes the status, modified, and referenced bits. To access a location in memory, the system must locate the address, which is composed of three entries: segment number, page number within that segment, and displacement within that page. It is a three-dimensional addressing scheme: SEGMENT_NUMBER & PAGE_NUMBER & DISPLACEMENT The major disadvantages of this memory allocation scheme are the overhead required for the extra tables and the time required to reference the segment table and the



(figure 3.16) How the Job Table, Segment Map Table, Page Map Table, and main memory interact in a segment/paging scheme.
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Associative memory is a name given to several registers that are allocated to each job that is active. Their task is to associate several segment and page numbers belonging to the job being processed with their main memory addresses. These associative registers reside in main memory, and the exact number of registers varies from system to system. To appreciate the role of associative memory, it is important to understand how the system works with segments and pages. In general, when a job is allocated to the CPU, its Segment Map Table is loaded into main memory while the Page Map Tables are loaded only as needed. As pages are swapped between main memory and secondary storage, all tables are updated.



Segmented/Demand Paged Memory Allocation



page table. To minimize the number of references, many systems use associative memory to speed up the process.



Here is a typical procedure: when a page is first requested, the job’s SMT is searched to locate its PMT; then the PMT is loaded and searched to determine the page’s location in memory. If the page isn’t in memory, then a page interrupt is issued, the page is brought into memory, and the table is updated. (As the example indicates, loading the PMT can cause a page interrupt, or fault, as well.) This process is just as tedious as it sounds, but it gets easier. Since this segment’s PMT (or part of it) now resides in memory, any other requests for pages within this segment can be quickly accommodated because there is no need to bring the PMT into memory. However, accessing these tables (SMT and PMT) is time-consuming.



✔ The two searches through associative memory and segment/page map tables take place at the same time.



That is the problem addressed by associative memory, which stores the information related to the most-recently-used pages. Then when a page request is issued, two searches begin—one through the segment and page tables and one through the contents of the associative registers. If the search of the associative registers is successful, then the search through the tables is stopped (or eliminated) and the address translation is performed using the information in the associative registers. However, if the search of associative memory fails, no time is lost because the search through the SMTs and PMTs had already begun (in this schema). When this search is successful and the main memory address from the PMT has been determined, the address is used to continue execution of the program and the reference is also stored in one of the associative registers. If all of the associative registers are full, then an LRU (or other) algorithm is used and the least-recently-referenced associative register is used to hold the information on this requested page. For example, a system with eight associative registers per job will use them to store the SMT and PMT for the last eight pages referenced by that job. When an address needs to be translated from segment and page numbers to a memory location, the system will
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look first in the eight associative registers. If a match is found, the memory location is taken from the associative register; if there is no match, then the SMTs and PMTs will continue to be searched and the new information will be stored in one of the eight registers as a result. If a job is swapped out to secondary storage during its execution, then all of the information stored in its associative registers is saved, as well as the current PMT and SMT, so the displaced job can be resumed quickly when the CPU is reallocated to it. The primary advantage of a large associative memory is increased speed. The disadvantage is the high cost of the complex hardware required to perform the parallel searches. In some systems the searches do not run in parallel, but the search of the SMT and PMT follows the search of the associative registers.



Virtual Memory Demand paging made it possible for a program to execute even though only a part of a program was loaded into main memory. In effect, virtual memory removed the restriction imposed on maximum program size. This capability of moving pages at will between main memory and secondary storage gave way to a new concept appropriately named virtual memory. Even though only a portion of each program is stored in memory, it gives users the appearance that their programs are being completely loaded in main memory during their entire processing time—a feat that would require an incredible amount of main memory. Until the implementation of virtual memory, the problem of making programs fit into available memory was left to the users. In the early days, programmers had to limit the size of their programs to make sure they fit into main memory; but sometimes that wasn’t possible because the amount of memory allocated to them was too small to get the job done. Clever programmers solved the problem by writing tight programs wherever possible. It was the size of the program that counted most—and the instructions for these tight programs were nearly impossible for anyone but their authors to understand or maintain. The useful life of the program was limited to the employment of its programmer. During the second generation, programmers started dividing their programs into sections that resembled working sets, really segments, originally called roll in/roll out and now called overlays. The program could begin with only the first overlay loaded into memory. As the first section neared completion, it would instruct the system to lay the second section of code over the first section already in memory. Then the second section would be processed. As that section finished, it would call in the third section to be overlaid, and so on until the program was finished. Some programs had multiple overlays in main memory at once.
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(table 3.6) Comparison of the advantages and disadvantages of virtual memory with paging and segmentation.



Virtual Memory with Paging



Virtual Memory with Segmentation



Allows internal fragmentation within page frames



Doesn’t allow internal fragmentation



Doesn’t allow external fragmentation



Allows external fragmentation



Programs are divided into equal-sized pages



Programs are divided into unequal-sized segments that contain logical groupings of code



The absolute address is calculated using page number and displacement



The absolute address is calculated using segment number and displacement



Requires PMT



Requires SMT



Virtual Memory



Although the swapping of overlays between main memory and secondary storage was done by the system, the tedious task of dividing the program into sections was done by the programmer. It was the concept of overlays that suggested paging and segmentation and led to virtual memory, which was then implemented through demand paging and segmentation schemes. These schemes are compared in Table 3.6.



Segmentation allowed for sharing program code among users. This means that the shared segment contains: (1) an area where unchangeable code (called reentrant code) is stored, and (2) several data areas, one for each user. In this schema users share the code, which cannot be modified, and can modify the information stored in their own data areas as needed without affecting the data stored in other users’ data areas. Before virtual memory, sharing meant that copies of files were stored in each user’s account. This allowed them to load their own copy and work on it at any time. This kind of sharing created a great deal of unnecessary system cost—the I/O overhead in loading the copies and the extra secondary storage needed. With virtual memory, those costs are substantially reduced because shared programs and subroutines are loaded on demand, satisfactorily reducing the storage requirements of main memory (although this is accomplished at the expense of the Memory Map Table). The use of virtual memory requires cooperation between the Memory Manager (which tracks each page or segment) and the processor hardware (which issues the interrupt and resolves the virtual address). For example, when a page is needed that is not already in memory, a page fault is issued and the Memory Manager chooses a page frame, loads the page, and updates entries in the Memory Map Table and the Page Map Tables. Virtual memory works well in a multiprogramming environment because most programs spend a lot of time waiting—they wait for I/O to be performed; they wait for
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pages to be swapped in or out; and in a time-sharing environment, they wait when their time slice is up (their turn to use the processor is expired). In a multiprogramming environment, the waiting time isn’t lost, and the CPU simply moves to another job. Virtual memory has increased the use of several programming techniques. For instance, it aids the development of large software systems because individual pieces can be developed independently and linked later on. Virtual memory management has several advantages: • A job’s size is no longer restricted to the size of main memory (or the free space within main memory). • Memory is used more efficiently because the only sections of a job stored in memory are those needed immediately, while those not needed remain in secondary storage. • It allows an unlimited amount of multiprogramming, which can apply to many jobs, as in dynamic and static partitioning, or many users in a time-sharing environment. • It eliminates external fragmentation and minimizes internal fragmentation by combining segmentation and paging (internal fragmentation occurs in the program). • It allows the sharing of code and data. • It facilitates dynamic linking of program segments. The advantages far outweigh these disadvantages: • Increased processor hardware costs. • Increased overhead for handling paging interrupts. • Increased software complexity to prevent thrashing.



Cache Memory Caching is based on the idea that the system can use a small amount of expensive highspeed memory to make a large amount of slower, less-expensive memory work faster than main memory. Because the cache is small in size (compared to main memory), it can use faster, more expensive memory chips and can be five to ten times faster than main memory and match the speed of the CPU. Therefore, when frequently used data or instructions are stored in cache memory, memory access time can be cut down significantly and the CPU can execute instructions faster, thus raising the overall performance of the computer system.
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Cache Memory



(figure 3.17) Comparison of (a) the (a) traditional path used by early computers between main memory and the CPU and (b) the path used by modern computers to connect the main memory (b) and the CPU via cache memory.



CPU Registers



CPU Registers



Main Memory



Cache Memory



Secondary Storage



Main Memory



Secondary Storage



CPU



As shown in Figure 3.17(a), the original architecture of a computer was such that data and instructions were transferred from secondary storage to main memory and then to special-purpose registers for processing, increasing the amount of time needed to complete a program. However, because the same instructions are used repeatedly in most programs, computer system designers thought it would be more efficient if the system would not use a complete memory cycle every time an instruction or data value is required. Designers found that this could be done if they placed repeatedly used data in general-purpose registers instead of in main memory, but they found that this technique required extra work for the programmer. Moreover, from the point of view of the system, this use of general-purpose registers was not an optimal solution because those registers are often needed to store temporary results from other calculations, and because the amount of instructions used repeatedly often exceeds the capacity of the general-purpose registers. To solve this problem, computer systems automatically store data in an intermediate memory unit called cache memory. This adds a middle layer to the original hierarchy. Cache memory can be thought of as an intermediary between main memory and the special-purpose registers, which are the domain of the CPU, as shown in Figure 3.17(b). A typical microprocessor has two levels of caches: Level 1 (L1) and Level 2 (L2). Information enters the processor through the bus interface unit, which immediately sends one copy to the L2 cache, which is an integral part of the microprocessor and is directly connected to the CPU. A second copy is sent to a pair of L1 caches, which are built directly into the CPU. One of these L1 caches is designed to store instructions, while the other stores data to be used by the instructions. If an instruction needs more data, it is put on hold while the processor looks for it first in the data L1 cache, and then in the larger L2 cache before looking for it in main memory. Because the L2 cache is an integral part of the microprocessor, data moves two to four times faster between the CPU and the L2 than between the CPU and main memory.



95



Chapter 3 | Memory Management: Virtual Memory



C7047_03_Ch03.qxd



1/12/10



4:13 PM



Page 96



To understand the relationship between main memory and cache memory, consider the relationship between the size of the Web and the size of your private bookmark file. If main memory is the Web and cache memory is your private bookmark file where you collect your most frequently used Web addresses, then your bookmark file is small and may contain only 0.00001 percent of all the addresses in the Web; but the chance that you will soon visit a Web site that is in your bookmark file is high. Therefore, the purpose of your bookmark file is to keep your most recently accessed addresses so you can access them quickly, just as the purpose of cache memory is to keep handy the most recently accessed data and instructions so that the CPU can access them repeatedly without wasting time. The movement of data, or instructions, from main memory to cache memory uses a method similar to that used in paging algorithms. First, cache memory is divided into blocks of equal size called slots. Then, when the CPU first requests an instruction or data from a location in main memory, the requested instruction and several others around it are transferred from main memory to cache memory where they are stored in one of the free slots. Moving a block at a time is based on the principle of locality of reference, which states that it is very likely that the next CPU request will be physically close to the one just requested. In addition to the block of data transferred, the slot also contains a label that indicates the main memory address from which the block was copied. When the CPU requests additional information from that location in main memory, cache memory is accessed first; and if the contents of one of the labels in a slot matches the address requested, then access to main memory is not required. The algorithm to execute one of these “transfers from main memory” is simple to implement, as follows: Main Memory Transfer Algorithm 1 CPU puts the address of a memory location in the Memory Address Register and requests data or an instruction to be retrieved from that address 2 A test is performed to determine if the block containing this address is already in a cache slot: If YES, transfer the information to the CPU register – DONE If NO: Access main memory for the block containing the requested address Allocate a free cache slot to the block Perform these in parallel: Transfer the information to CPU Load the block into slot DONE



96



C7047_03_Ch03.qxd



1/12/10



4:13 PM



Page 97



Cache Memory



This algorithm becomes more complicated if there aren’t any free slots, which can occur because the size of cache memory is smaller than that of main memory, which means that individual slots cannot be permanently allocated to blocks. To address this contingency, the system needs a policy for block replacement, which could be one similar to those used in page replacement. When designing cache memory, one must take into consideration the following four factors: • Cache size. Studies have shown that having any cache, even a small one, can substantially improve the performance of the computer system. • Block size. Because of the principle of locality of reference, as block size increases, the ratio of number of references found in the cache to the total number of references will be high. • Block replacement algorithm. When all the slots are busy and a new block has to be brought into the cache, a block that is least likely to be used in the near future should be selected for replacement. However, as we saw in paging, this is nearly impossible to predict. A reasonable course of action is to select a block that has not been used for a long time. Therefore, LRU is the algorithm that is often chosen for block replacement, which requires a hardware mechanism to specify the least recently used slot. • Rewrite policy. When the contents of a block residing in cache are changed, it must be written back to main memory before it is replaced by another block. A rewrite policy must be in place to determine when this writing will take place. On the one hand, it could be done every time that a change occurs, which would increase the number of memory writes, increasing overhead. On the other hand, it could be done only when the block is replaced or the process is finished, which would minimize overhead but would leave the block in main memory in an inconsistent state. This would create problems in multiprocessor environments and in cases where I/O modules can access main memory directly. The optimal selection of cache size and replacement algorithm can result in 80 to 90 percent of all requests being in the cache, making for a very efficient memory system. This measure of efficiency, called the cache hit ratio (h), is used to determine the performance of cache memory and represents the percentage of total memory requests that are found in the cache:
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number of requests found in the cache * 100 total number of requests



For example, if the total number of requests is 10, and 6 of those are found in cache memory, then the hit ratio is 60 percent. HitRatio = (6 / 10) * 100 = 60% On the other hand, if the total number of requests is 100, and 9 of those are found in cache memory, then the hit ratio is only 9 percent. HitRatio = (9 / 100) * 100 = 9% Another way to measure the efficiency of a system with cache memory, assuming that the system always checks the cache first, is to compute the average memory access time using the following formula: AvgMemAccessTime = AvgCacheAccessTime + (1 – h) * AvgMainMemAccTime



For example, if we know that the average cache access time is 200 nanoseconds (nsec) and the average main memory access time is 1000 nsec, then a system with a hit ratio of 60 percent will have an average memory access time of 600 nsec: AvgMemAccessTime = 200 + (1 - 0.60) * 1000 = 600 nsec A system with a hit ratio of 9 percent will show an average memory access time of 1110 nsec: AvgMemAccessTime = 200 + (1 - 0.09) * 1000 = 1110 nsec



Conclusion The Memory Manager has the task of allocating memory to each job to be executed, and reclaiming it when execution is completed. Each scheme we discussed in Chapters 2 and 3 was designed to address a different set of pressing problems; but, as we have seen, when some problems were solved, others were created. Table 3.7 shows how memory allocation schemes compare.
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Scheme



Comparison of the memory allocation schemes discussed in Chapters 2 and 3.



Single-user contiguous



Problem Solved



Problem Created



Changes in Software



Job size limited to physical memory size; CPU often idle



None



Fixed partitions



Idle CPU time



Internal fragmentation; Job size limited to partition size



Add Processor Scheduler; Add protection handler



Dynamic partitions



Internal fragmentation



External fragmentation



None



Relocatable dynamic partitions



Internal fragmentation



Compaction overhead; Job size limited to physical memory size



Compaction algorithm



Paged



Need for compaction



Memory needed for tables; Job size limited to physical memory size; Internal fragmentation returns



Algorithms to handle Page Map Tables



Demand paged



Job size no longer limited to memory size; More efficient memory use; Allows large-scale multiprogramming and time-sharing



Larger number of tables; Possibility of thrashing; Overhead required by page interrupts; Necessary paging hardware



Page replacement algorithm; Search algorithm for pages in secondary storage



Segmented



Internal fragmentation



Difficulty managing variable-length segments in secondary storage; External fragmentation



Dynamic linking package; Two-dimensional addressing scheme



Segmented/ demand paged



Large virtual memory; Segment loaded on demand



Table handling overhead; Memory needed for page and segment tables



Three-dimensional addressing scheme



Conclusion



(table 3.7)



The Memory Manager is only one of several managers that make up the operating system. Once the jobs are loaded into memory using a memory allocation scheme, the Processor Manager must allocate the processor to process each job in the most efficient manner possible. We will see how that is done in the next chapter.
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Key Terms address resolution: the process of changing the address of an instruction or data item to the address in main memory at which it is to be loaded or relocated. associative memory: the name given to several registers, allocated to each active process, whose contents associate several of the process segments and page numbers with their main memory addresses. cache memory: a small, fast memory used to hold selected data and to provide faster access than would otherwise be possible. clock cycle: the elapsed time between two ticks of the computer’s system clock. clock page replacement policy: a variation of the LRU policy that removes from main memory the pages that show the least amount of activity during recent clock cycles. demand paging: a memory allocation scheme that loads a program’s page into memory at the time it is needed for processing. displacement: in a paged or segmented memory allocation environment, the difference between a page’s relative address and the actual machine language address. Also called offset. FIFO anomaly: an unusual circumstance through which adding more page frames causes an increase in page interrupts when using a FIFO page replacement policy. first-in first-out (FIFO) policy: a page replacement policy that removes from main memory the pages that were brought in first. Job Table (JT): a table in main memory that contains two values for each active job— the size of the job and the memory location where its page map table is stored. least recently used (LRU) policy: a page-replacement policy that removes from main memory the pages that show the least amount of recent activity. locality of reference: behavior observed in many executing programs in which memory locations recently referenced, and those near them, are likely to be referenced in the near future. Memory Map Table (MMT): a table in main memory that contains as many entries as there are page frames and lists the location and free/busy status for each one. offset: see displacement. page: a fixed-size section of a user’s job that corresponds in size to page frames in main memory.
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Key Terms



page fault: a type of hardware interrupt caused by a reference to a page not residing in memory. The effect is to move a page out of main memory and into secondary storage so another page can be moved into memory. page fault handler: the part of the Memory Manager that determines if there are empty page frames in memory so that the requested page can be immediately copied from secondary storage, or determines which page must be swapped out if all page frames are busy. Also known as a page interrupt handler. page frame: an individual section of main memory of uniform size into which a single page may be loaded without causing external fragmentation. Page Map Table (PMT): a table in main memory with the vital information for each page including the page number and its corresponding page frame memory address. page replacement policy: an algorithm used by virtual memory systems to decide which page or segment to remove from main memory when a page frame is needed and memory is full. page swapping: the process of moving a page out of main memory and into secondary storage so another page can be moved into memory in its place. paged memory allocation: a memory allocation scheme based on the concept of dividing a user’s job into sections of equal size to allow for noncontiguous program storage during execution. reentrant code: code that can be used by two or more processes at the same time; each shares the same copy of the executable code but has separate data areas. sector: a division in a disk’s track, sometimes called a “block.” The tracks are divided into sectors during the formatting process. segment: a variable-size section of a user’s job that contains a logical grouping of code. Segment Map Table (SMT): a table in main memory with the vital information for each segment including the segment number and its corresponding memory address. segmented/demand paged memory allocation: a memory allocation scheme based on the concept of dividing a user’s job into logical groupings of code and loading them into memory as needed to minimize fragmentation. segmented memory allocation: a memory allocation scheme based on the concept of dividing a user’s job into logical groupings of code to allow for noncontiguous program storage during execution. subroutine: also called a “subprogram,” a segment of a program that can perform a specific function. Subroutines can reduce programming time when a specific function is required at more than one point in a program.
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thrashing: a phenomenon in a virtual memory system where an excessive amount of page swapping back and forth between main memory and secondary storage results in higher overhead and little useful work. virtual memory: a technique that allows programs to be executed even though they are not stored entirely in memory. working set: a collection of pages to be kept in main memory for each active process in a virtual memory environment.



Interesting Searches • Memory Card Suppliers • Virtual Memory • Working Set • Cache Memory • Thrashing



Exercises Research Topics A. The sizes of pages and page frames are often identical. Search academic sources to discover typical page sizes, what factors are considered by operating system developers when establishing these sizes, and whether or not hardware considerations are important. Cite your sources. B. Core memory consists of the CPU and arithmetic logic unit but not the attached cache memory. On the Internet or using academic sources, research the design of multi-core memory and identify the roles played by cache memory Level 1 and Level 2. Does the implementation of cache memory on multicore chips vary from one manufacturer to another? Explain and cite your sources.



Exercises 1. Compare and contrast internal fragmentation and external fragmentation. Explain the circumstances where one might be preferred over the other. 2. Describe how the function of the Page Map Table differs in paged vs. segmented/demand paging memory allocation. 3. Describe how the operating system detects thrashing. Once thrashing is detected, explain what the operating system can do to stop it. 4. Given that main memory is composed of three page frames for public use and
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Exercises



that a seven-page program (with pages a, b, c, d, e, f, g) requests pages in the following order: a, b, a, c, d, a, e, f, g, c, b, g a. Using the FIFO page removal algorithm, do a page trace analysis indicating page faults with asterisks (*). Then compute the failure and success ratios. b. Increase the size of memory so it contains four page frames for public use. Using the same page requests as above and FIFO, do another page trace analysis and compute the failure and success ratios. c. Did the result correspond with your intuition? Explain. 5. Given that main memory is composed of three page frames for public use and that a program requests pages in the following order: a, d, b, a, f, b, e, c, g, f, b, g a. Using the FIFO page removal algorithm, perform a page trace analysis indicating page faults with asterisks (*). Then compute the failure and success ratios. b. Using the LRU page removal algorithm, perform a page trace analysis and compute the failure and success ratios. c. Which is better? Why do you think it is better? Can you make general statements from this example? Why or why not? 6. Let us define “most-recently-used” (MRU) as a page removal algorithm that removes from memory the most recently used page. Perform a page trace analysis using three page frames and the page requests from the previous exercise. Compute the failure and success ratios and explain why you think MRU is, or is not, a viable memory allocation system. 7. By examining the reference bits for the six pages shown in Figure 3.11, identify which of the six pages was referenced most often as of the last time snapshot [shown in (e)]. Which page was referenced least often? Explain your answer. 8. To implement LRU, each page needs a referenced bit. If we wanted to implement a least frequently used (LFU) page removal algorithm, in which the page that was used the least would be removed from memory, what would we need to add to the tables? What software modifications would have to be made to support this new algorithm? 9. Calculate the cache Hit Ratio using the formula presented at the end of this chapter assuming that the total number of requests is 2056 and 1209 of those requests are found in the cache. 10. Assuming a hit ratio of 67 percent, calculate the Average Memory Access Time using the formula presented in this chapter if the Average Cache Access Time is 200 nsec and the Average Main Memory Access Time is 500 nsec.
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11. Assuming a hit ratio of 31 percent, calculate the Average Memory Access Time using the formula presented in this chapter if the Average Cache Access Time is 125 nsec and the Average Main Memory Access Time is 300 nsec. 12. Using a paged memory allocation system with a page size of 2,048 bytes and an identical page frame size, and assuming the incoming data file is 25,600, calculate how many pages will be created by the file. Calculate the size of any resulting fragmentation. Explain whether this situation will result in internal fragmentation, external fragmentation, or both.



Advanced Exercises 13. Given that main memory is composed of four page frames for public use, use the following table to answer all parts of this problem: Page Frame



Time When Loaded



Time When Last Referenced



Referenced Bit



Modified Bit



0



126



279



0



0



1



230



280



1



0



2



120



282



1



1



3



160



290



1



1



a. The contents of which page frame would be swapped out by FIFO? b. The contents of which page frame would be swapped out by LRU? c. The contents of which page frame would be swapped out by MRU? d. The contents of which page frame would be swapped out by LFU? 14. Given three subroutines of 700, 200, and 500 words each, if segmentation is used then the total memory needed is the sum of the three sizes (if all three routines are loaded). However, if paging is used then some storage space is lost because subroutines rarely fill the last page completely, and that results in internal fragmentation. Determine the total amount of wasted memory due to internal fragmentation when the three subroutines are loaded into memory using each of the following page sizes: a. 100 words b. 600 words c. 700 words d. 900 words
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SMT for Job 1 Segment Number



Memory Location



0



4096



1



6144



2



9216



3



2048



4



7168



SMT for Job 2 Segment number



Memory location



0



2048



1



6144



2



9216



Exercises



15. Given the following Segment Map Tables for two jobs:



a. Which segments, if any, are shared between the two jobs? b. If the segment now located at 7168 is swapped out and later reloaded at 8192, and the segment now at 2048 is swapped out and reloaded at 1024, what would the new segment tables look like?



Programming Exercises 16. This problem studies the effect of changing page sizes in a demand paging system. The following sequence of requests for program words is taken from a 460-word program: 10, 11, 104, 170, 73, 309, 185, 245, 246, 434, 458, 364. Main memory can hold a total of 200 words for this program and the page frame size will match the size of the pages into which the program has been divided. Calculate the page numbers according to the page size, divide by the page size, and the quotient gives the page number. The number of page frames in memory is the total number, 200, divided by the page size. For example, in problem (a) the page size is 100, which means that requests 10 and 11 are on Page 0, and requests 104 and 170 are on Page 1. The number of page frames is two. a. Find the success frequency for the request list using a FIFO replacement algorithm and a page size of 100 words (there are two page frames). b. Find the success frequency for the request list using a FIFO replacement algorithm and a page size of 20 words (10 pages, 0 through 9).
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c. Find the success frequency for the request list using a FIFO replacement algorithm and a page size of 200 words. d. What do your results indicate? Can you make any general statements about what happens when page sizes are halved or doubled? e. Are there any overriding advantages in using smaller pages? What are the offsetting factors? Remember that transferring 200 words of information takes less than twice as long as transferring 100 words because of the way secondary storage devices operate (the transfer rate is higher than the access [search/find] rate). f. Repeat (a) through (c) above, using a main memory of 400 words. The size of each page frame will again correspond to the size of the page. g. What happened when more memory was given to the program? Can you make some general statements about this occurrence? What changes might you expect to see if the request list was much longer, as it would be in real life? h. Could this request list happen during the execution of a real program? Explain. i. Would you expect the success rate of an actual program under similar conditions to be higher or lower than the one in this problem? 17. Given the following information for an assembly language program: Job size = 3126 bytes Page size = 1024 bytes instruction at memory location 532:



Load 1, 2098



instruction at memory location 1156:



Add 1, 2087



instruction at memory location 2086:



Sub 1, 1052



data at memory location 1052:



015672



data at memory location 2098:



114321



data at memory location 2087:



077435



a. How many pages are needed to store the entire job? b. Compute the page number and displacement for each of the byte addresses where the data is stored. (Remember that page numbering starts at zero). c. Determine whether the page number and displacements are legal for this job. d. Explain why the page number and/or displacements may not be legal for this job. e. Indicate what action the operating system might take when a page number or displacement is not legal.
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Processor Management PROCESSOR MANAGER



Job Scheduling



Process Scheduling



Interrupt Management



“



Nature acts by progress . . . It goes and returns, then advances further, then twice as much backward, then more forward



”



than ever.



—Blaise Pascal (1623–1662)



Learning Objectives After completing this chapter, you should be able to describe: • The difference between job scheduling and process scheduling, and how they relate • The advantages and disadvantages of process scheduling algorithms that are preemptive versus those that are nonpreemptive • The goals of process scheduling policies in single-core CPUs • Six different process scheduling algorithms • The role of internal interrupts and the tasks performed by the interrupt handler The Processor Manager is responsible for allocating the processor to execute the incoming jobs, and the tasks of those jobs. In this chapter, we’ll see how a Processor Manager manages a single CPU to do so.
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Overview In a simple system, one with a single user and one processor, the process is busy only when it is executing the user’s jobs. However, when there are many users, such as in a multiprogramming environment, or when there are multiple processes competing to be run by a single CPU, the processor must be allocated to each job in a fair and efficient manner. This can be a complex task as we’ll see in this chapter, which is devoted to single processor systems. Those with multiple processors are discussed in Chapter 6. Before we begin, let’s clearly define some terms. A program is an inactive unit, such as a file stored on a disk. A program is not a process. To an operating system, a program or job is a unit of work that has been submitted by the user. On the other hand, a process is an active entity that requires a set of resources, including a processor and special registers, to perform its function. A process, also called a task, is a single instance of a program in execution. As mentioned in Chapter 1, a thread is a portion of a process that can run independently. For example, if your system allows processes to have a single thread of control and you want to see a series of pictures on a friend’s Web site, you can instruct the browser to establish one connection between the two sites and download one picture at a time. However, if your system allows processes to have multiple threads of control, then you can request several pictures at the same time and the browser will set up multiple connections and download several pictures at once. The processor, also known as the CPU (for central processing unit), is the part of the machine that performs the calculations and executes the programs. Multiprogramming requires that the processor be allocated to each job or to each process for a period of time and deallocated at an appropriate moment. If the processor is deallocated during a program’s execution, it must be done in such a way that it can be restarted later as easily as possible. It’s a delicate procedure. To demonstrate, let’s look at an everyday example. Here you are, confident you can put together a toy despite the warning that some assembly is required. Armed with the instructions and lots of patience, you embark on your task—to read the directions, collect the necessary tools, follow each step in turn, and turn out the finished product. The first step is to join Part A to Part B with a 2-inch screw, and as you complete that task you check off Step 1. Inspired by your success, you move on to Step 2 and then Step 3. You’ve only just completed the third step when a neighbor is injured while working with a power tool and cries for help. Quickly you check off Step 3 in the directions so you know where you left off, then you drop your tools and race to your neighbor’s side. After all, someone’s immediate
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Overview



need is more important than your eventual success with the toy. Now you find yourself engaged in a very different task: following the instructions in a first-aid book and using bandages and antiseptic. Once the injury has been successfully treated, you return to your previous job. As you pick up your tools, you refer to the instructions and see that you should begin with Step 4. You then continue with this project until it is finally completed. In operating system terminology, you played the part of the CPU or processor. There were two programs, or jobs—one was the mission to assemble the toy and the second was to bandage the injury. When you were assembling the toy (Job A), each step you performed was a process. The call for help was an interrupt; and when you left the toy to treat your wounded friend, you left for a higher priority program. When you were interrupted, you performed a context switch when you marked Step 3 as the last completed instruction and put down your tools. Attending to the neighbor’s injury became Job B. While you were executing the first-aid instructions, each of the steps you executed was again a process. And, of course, when each job was completed it was finished or terminated. The Processor Manager would identify the series of events as follows: get the input for Job A



(find the instructions in the box)



identify resources



(collect the necessary tools)



execute the process



(follow each step in turn)



interrupt



(neighbor calls)



context switch to Job B



(mark your place in the instructions)



get the input for Job B



(find your first-aid book)



identify resources



(collect the medical supplies)



execute the process



(follow each first-aid step)



terminate Job B



(return home)



context switch to Job A



(prepare to resume assembly)



resume executing the interrupted process



(follow remaining steps in turn)



terminate Job A



(turn out the finished toy)



As we’ve shown, a single processor can be shared by several jobs, or several processes— but if, and only if, the operating system has a scheduling policy, as well as a scheduling algorithm, to determine when to stop working on one job and proceed to another. In this example, the scheduling algorithm was based on priority: you worked on the processes belonging to Job A until a higher priority job came along. Although this was a good algorithm in this case, a priority-based scheduling algorithm isn’t always best, as we’ll see later in this chapter.
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About Multi-Core Technologies A dual-core, quad-core, or other multi-core CPU has more than one processor (also called a core) on the computer chip. Multi-core engineering was driven by the problems caused by nano-sized transistors and their ultra-close placement on a computer chip. Although chips with millions of transistors that were very close together helped increase system performance dramatically, the close proximity of these transistors also increased current leakage and the amount of heat generated by the chip. One solution was to create a single chip (one piece of silicon) with two or more processor cores. In other words, they replaced a single large processor with two halfsized processors, or four quarter-sized processors. This design allowed the same sized chip to produce less heat and offered the opportunity to permit multiple calculations to take place at the same time. For the Processor Manager, multiple cores are more complex to manage than a single core. We’ll discuss multiple core processing in Chapter 6.



Job Scheduling Versus Process Scheduling The Processor Manager is a composite of two submanagers: one in charge of job scheduling and the other in charge of process scheduling. They’re known as the Job Scheduler and the Process Scheduler. Typically a user views a job either as a series of global job steps—compilation, loading, and execution—or as one all-encompassing step—execution. However, the scheduling of jobs is actually handled on two levels by most operating systems. If we return to the example presented earlier, we can see that a hierarchy exists between the Job Scheduler and the Process Scheduler. The scheduling of the two jobs, to assemble the toy and to bandage the injury, was on a first-come, first-served and priority basis. Each job is initiated by the Job Scheduler based on certain criteria. Once a job is selected for execution, the Process Scheduler determines when each step, or set of steps, is executed—a decision that’s also based on certain criteria. When you started assembling the toy, each step in the assembly instructions would have been selected for execution by the Process Scheduler. Therefore, each job (or program) passes through a hierarchy of managers. Since the first one it encounters is the Job Scheduler, this is also called the high-level scheduler. It is only concerned with selecting jobs from a queue of incoming jobs and placing them in the process queue, whether batch or interactive, based on each job’s characteristics. The Job Scheduler’s goal is to put the jobs in a sequence that will use all of the system’s resources as fully as possible.
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Process Scheduler



This is an important function. For example, if the Job Scheduler selected several jobs to run consecutively and each had a lot of I/O, then the I/O devices would be kept very busy. The CPU might be busy handling the I/O (if an I/O controller were not used) so little computation might get done. On the other hand, if the Job Scheduler selected several consecutive jobs with a great deal of computation, then the CPU would be very busy doing that. The I/O devices would be idle waiting for I/O requests. Therefore, the Job Scheduler strives for a balanced mix of jobs that require large amounts of I/O interaction and jobs that require large amounts of computation. Its goal is to keep most components of the computer system busy most of the time.



Process Scheduler Most of this chapter is dedicated to the Process Scheduler because after a job has been placed on the READY queue by the Job Scheduler, the Process Scheduler takes over. It determines which jobs will get the CPU, when, and for how long. It also decides when processing should be interrupted, determines which queues the job should be moved to during its execution, and recognizes when a job has concluded and should be terminated. The Process Scheduler is the low-level scheduler that assigns the CPU to execute the processes of those jobs placed on the READY queue by the Job Scheduler. This becomes a crucial function when the processing of several jobs has to be orchestrated—just as when you had to set aside your assembly and rush to help your neighbor. To schedule the CPU, the Process Scheduler takes advantage of a common trait among most computer programs: they alternate between CPU cycles and I/O cycles. Notice that the following job has one relatively long CPU cycle and two very brief I/O cycles:



✔ Data input (the first I/O cycle) and printing (the last I/O cycle) are brief compared to the time it takes to do the calculations (the CPU cycle).



{ printf(“\nEnter the first integer: ”); scanf(“%d”, &a); printf(“\nEnter the second integer: ”); scanf(“%d”, &b); c d e f



= = = =



a+b (a*b)–c a–b d/e



printf(“\n printf(“\n printf(“\n printf(“\n }



I/O cycle



CPU cycle



a+b= %d”, c); (a*b)-c = %d”, d); a-b = %d”, e); d/e = %d”, f);



I/O cycle
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(figure 4.1) Distribution of CPU cycle times. This distribution shows a greater number of jobs requesting short CPU cycles (the frequency peaks close to the low end of the CPU cycle axis), and fewer jobs requesting long CPU cycles.



Although the duration and frequency of CPU cycles vary from program to program, there are some general tendencies that can be exploited when selecting a scheduling algorithm. For example, I/O-bound jobs (such as printing a series of documents) have many brief CPU cycles and long I/O cycles, whereas CPU-bound jobs (such as finding the first 300 prime numbers) have long CPU cycles and shorter I/O cycles. The total effect of all CPU cycles, from both I/O-bound and CPU-bound jobs, approximates a Poisson distribution curve as shown in Figure 4.1. In a highly interactive environment, there’s also a third layer of the Processor Manager called the middle-level scheduler. In some cases, especially when the system is overloaded, the middle-level scheduler finds it is advantageous to remove active jobs from memory to reduce the degree of multiprogramming, which allows jobs to be completed faster. The jobs that are swapped out and eventually swapped back in are managed by the middle-level scheduler. In a single-user environment, there’s no distinction made between job and process scheduling because only one job is active in the system at any given time. So the CPU and all other resources are dedicated to that job, and to each of its processes in turn, until the job is completed. (figure 4.2) Hold State



Controlled by Job Scheduler



Ready State



signal to continue processing



Waiting State
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Running State interrupt issued I/O request page fault



Controlled by Processor Scheduler



Controlled by Job Scheduler



Finished



A typical job (or process) changes status as it moves through the system from HOLD to FINISHED.
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As a job moves through the system, it’s always in one of five states (or at least three) as it changes from HOLD to READY to RUNNING to WAITING and eventually to FINISHED as shown in Figure 4.2. These are called the job status or the process status.



Process Scheduler



Job and Process Status



Here’s how the job status changes when a user submits a job to the system via batch or interactive mode. When the job is accepted by the system, it’s put on HOLD and placed in a queue. In some systems, the job spooler (or disk controller) creates a table with the characteristics of each job in the queue and notes the important features of the job, such as an estimate of CPU time, priority, special I/O devices required, and maximum memory required. This table is used by the Job Scheduler to decide which job is to be run next.



✔ In a multiprogramming system, the CPU must be allocated to many jobs, each with numerous processes, making processor management even more complicated. (Multiprocessing is discussed in Chapter 6.)



From HOLD, the job moves to READY when it’s ready to run but is waiting for the CPU. In some systems, the job (or process) might be placed on the READY list directly. RUNNING, of course, means that the job is being processed. In a single processor system, this is one “job” or process. WAITING means that the job can’t continue until a specific resource is allocated or an I/O operation has finished. Upon completion, the job is FINISHED and returned to the user. The transition from one job or process status to another is initiated by either the Job Scheduler or the Process Scheduler: • The transition from HOLD to READY is initiated by the Job Scheduler according to some predefined policy. At this point, the availability of enough main memory and any requested devices is checked. • The transition from READY to RUNNING is handled by the Process Scheduler according to some predefined algorithm (i.e., FCFS, SJN, priority scheduling, SRT, or round robin—all of which will be discussed shortly). • The transition from RUNNING back to READY is handled by the Process Scheduler according to some predefined time limit or other criterion, for example a priority interrupt. • The transition from RUNNING to WAITING is handled by the Process Scheduler and is initiated by an instruction in the job such as a command to READ, WRITE, or other I/O request, or one that requires a page fetch. • The transition from WAITING to READY is handled by the Process Scheduler and is initiated by a signal from the I/O device manager that the I/O request has been satisfied and the job can continue. In the case of a page fetch, the page fault handler will signal that the page is now in memory and the process can be placed on the READY queue. • Eventually, the transition from RUNNING to FINISHED is initiated by the Process Scheduler or the Job Scheduler either when (1) the job is successfully completed and it ends execution or (2) the operating system indicates that an error has occurred and the job is being terminated prematurely.
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Process Control Blocks Each process in the system is represented by a data structure called a Process Control Block (PCB) that performs the same function as a traveler’s passport. The PCB (illustrated in Figure 4.3) contains the basic information about the job, including what it is, where it’s going, how much of its processing has been completed, where it’s stored, and how much it has spent in using resources.



Process identification Process status Process state: Process status word Register contents Main memory Resources Process priority Accounting



(figure 4.3) Contents of each job’s Process Control Block.



Process Identification Each job is uniquely identified by the user’s identification and a pointer connecting it to its descriptor (supplied by the Job Scheduler when the job first enters the system and is placed on HOLD).



Process Status This indicates the current status of the job— HOLD, READY, RUNNING, or WAITING —and the resources responsible for that status.



Process State This contains all of the information needed to indicate the current state of the job such as: • Process Status Word—the current instruction counter and register contents when the job isn’t running but is either on HOLD or is READY or WAITING. If the job is RUNNING, this information is left undefined. • Register Contents—the contents of the register if the job has been interrupted and is waiting to resume processing. • Main Memory—pertinent information, including the address where the job is stored and, in the case of virtual memory, the mapping between virtual and physical memory locations.
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Process Scheduler



• Resources—information about all resources allocated to this job. Each resource has an identification field listing its type and a field describing details of its allocation, such as the sector address on a disk. These resources can be hardware units (disk drives or printers, for example) or files. • Process Priority—used by systems using a priority scheduling algorithm to select which job will be run next.



Accounting This contains information used mainly for billing purposes and performance measurement. It indicates what kind of resources the job used and for how long. Typical charges include: • Amount of CPU time used from beginning to end of its execution. • Total time the job was in the system until it exited. • Main storage occupancy—how long the job stayed in memory until it finished execution. This is usually a combination of time and space used; for example, in a paging system it may be recorded in units of page-seconds. • Secondary storage used during execution. This, too, is recorded as a combination of time and space used. • System programs used, such as compilers, editors, or utilities. • Number and type of I/O operations, including I/O transmission time, that includes utilization of channels, control units, and devices. • Time spent waiting for I/O completion. • Number of input records read (specifically, those entered online or coming from optical scanners, card readers, or other input devices), and number of output records written.



PCBs and Queueing A job’s PCB is created when the Job Scheduler accepts the job and is updated as the job progresses from the beginning to the end of its execution. Queues use PCBs to track jobs the same way customs officials use passports to track international visitors. The PCB contains all of the data about the job needed by the operating system to manage the processing of the job. As the job moves through the system, its progress is noted in the PCB. The PCBs, not the jobs, are linked to form the queues as shown in Figure 4.4. Although each PCB is not drawn in detail, the reader should imagine each queue as a linked list of PCBs. The PCBs for every ready job are linked on the READY queue, and
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Ready State



Process Scheduler



Running State



Job Scheduler



Time Interrupt Waiting State



Page Interrupt Disk I/O queue Printer I/O queue Other I/O queue Other I/O queue



(figure 4.4) Queuing paths from HOLD to FINISHED. The Job and Processor schedulers release the resources when the job leaves the RUNNING state.



all of the PCBs for the jobs just entering the system are linked on the HOLD queue. The jobs that are WAITING, however, are linked together by “reason for waiting,” so the PCBs for the jobs in this category are linked into several queues. For example, the PCBs for jobs that are waiting for I/O on a specific disk drive are linked together, while those waiting for the printer are linked in a different queue. These queues need to be managed in an orderly fashion and that’s determined by the process scheduling policies and algorithms.



Process Scheduling Policies In a multiprogramming environment, there are usually more jobs to be executed than could possibly be run at one time. Before the operating system can schedule them, it needs to resolve three limitations of the system: (1) there are a finite number of resources (such as disk drives, printers, and tape drives); (2) some resources, once they’re allocated, can’t be shared with another job (e.g., printers); and (3) some resources require operator intervention—that is, they can’t be reassigned automatically from job to job (such as tape drives). What’s a good process scheduling policy? Several criteria come to mind, but notice in the list below that some contradict each other: • Maximize throughput. Run as many jobs as possible in a given amount of time. This could be accomplished easily by running only short jobs or by running jobs without interruptions.
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• Minimize turnaround time. Move entire jobs in and out of the system quickly. This could be done by running all batch jobs first (because batch jobs can be grouped to run more efficiently than interactive jobs).



Process Scheduling Policies



• Minimize response time. Quickly turn around interactive requests. This could be done by running only interactive jobs and letting the batch jobs wait until the interactive load ceases.



• Minimize waiting time. Move jobs out of the READY queue as quickly as possible. This could only be done by reducing the number of users allowed on the system so the CPU would be available immediately whenever a job entered the READY queue. • Maximize CPU efficiency. Keep the CPU busy 100 percent of the time. This could be done by running only CPU-bound jobs (and not I/O-bound jobs). • Ensure fairness for all jobs. Give everyone an equal amount of CPU and I/O time. This could be done by not giving special treatment to any job, regardless of its processing characteristics or priority. As we can see from this list, if the system favors one type of user then it hurts another or doesn’t efficiently use its resources. The final decision rests with the system designer, who must determine which criteria are most important for that specific system. For example, you might decide to “maximize CPU utilization while minimizing response time and balancing the use of all system components through a mix of I/O-bound and CPU-bound jobs.” So you would select the scheduling policy that most closely satisfies your criteria. Although the Job Scheduler selects jobs to ensure that the READY and I/O queues remain balanced, there are instances when a job claims the CPU for a very long time before issuing an I/O request. If I/O requests are being satisfied (this is done by an I/O controller and will be discussed later), this extensive use of the CPU will build up the READY queue while emptying out the I/O queues, which creates an unacceptable imbalance in the system. To solve this problem, the Process Scheduler often uses a timing mechanism and periodically interrupts running processes when a predetermined slice of time has expired. When that happens, the scheduler suspends all activity on the job currently running and reschedules it into the READY queue; it will be continued later. The CPU is now allocated to another job that runs until one of three things happens: the timer goes off, the job issues an I/O command, or the job is finished. Then the job moves to the READY queue, the WAIT queue, or the FINISHED queue, respectively. An I/O request is called a natural wait in multiprogramming environments (it allows the processor to be allocated to another job). A scheduling strategy that interrupts the processing of a job and transfers the CPU to another job is called a preemptive scheduling policy; it is widely used in time-sharing environments. The alternative, of course, is a nonpreemptive scheduling policy, which functions without external interrupts (interrupts external to the job). Therefore, once a job captures the processor and begins execution, it remains in the RUNNING state
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uninterrupted until it issues an I/O request (natural wait) or until it is finished (with exceptions made for infinite loops, which are interrupted by both preemptive and nonpreemptive policies).



Process Scheduling Algorithms The Process Scheduler relies on a process scheduling algorithm, based on a specific policy, to allocate the CPU and move jobs through the system. Early operating systems used nonpreemptive policies designed to move batch jobs through the system as efficiently as possible. Most current systems, with their emphasis on interactive use and response time, use an algorithm that takes care of the immediate requests of interactive users. Here are six process scheduling algorithms that have been used extensively.



First-Come, First-Served First-come, first-served (FCFS) is a nonpreemptive scheduling algorithm that handles jobs according to their arrival time: the earlier they arrive, the sooner they’re served. It’s a very simple algorithm to implement because it uses a FIFO queue. This algorithm is fine for most batch systems, but it is unacceptable for interactive systems because interactive users expect quick response times. With FCFS, as a new job enters the system its PCB is linked to the end of the READY queue and it is removed from the front of the queue when the processor becomes available—that is, after it has processed all of the jobs before it in the queue. In a strictly FCFS system there are no WAIT queues (each job is run to completion), although there may be systems in which control (context) is switched on a natural wait (I/O request) and then the job resumes on I/O completion. The following examples presume a strictly FCFS environment (no multiprogramming). Turnaround time is unpredictable with the FCFS policy; consider the following three jobs: • Job A has a CPU cycle of 15 milliseconds. • Job B has a CPU cycle of 2 milliseconds. • Job C has a CPU cycle of 1 millisecond. For each job, the CPU cycle contains both the actual CPU usage and the I/O requests. That is, it is the total run time. Using an FCFS algorithm with an arrival sequence of A, B, C, the timeline is shown in Figure 4.5.
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Timeline for job sequence A, B, C using the FCFS algorithm.



If all three jobs arrive almost simultaneously, we can calculate that the turnaround time for Job A is 15, for Job B is 17, and for Job C is 18. So the average turnaround time is:
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(figure 4.5)



15 + 17 + 18 = 16.67 3 However, if the jobs arrived in a different order, say C, B, A, then the results using the same FCFS algorithm would be as shown in Figure 4.6. (figure 4.6) Timeline for job sequence C, B, A using the FCFS algorithm.



In this example the turnaround time for Job A is 18, for Job B is 3, and for Job C is 1 and the average turnaround time is: 18 + 3 + 1 = 7.3 3 That’s quite an improvement over the first sequence. Unfortunately, these two examples illustrate the primary disadvantage of using the FCFS concept—the average turnaround times vary widely and are seldom minimized. In fact, when there are three jobs in the READY queue, the system has only a 1 in 6 chance of running the jobs in the most advantageous sequence (C, B, A). With four jobs the odds fall to 1 in 24, and so on.



✔ FCFS is the only algorithm discussed in this chapter that includes an element of chance. The others do not.



If one job monopolizes the system, the extent of its overall effect on system performance depends on the scheduling policy and whether the job is CPU-bound or I/O-bound. While a job with a long CPU cycle (in this example, Job A) is using the CPU, the other jobs in the system are waiting for processing or finishing their I/O requests (if an I/O controller is used) and joining the READY queue to wait for their turn to use the processor. If the I/O requests are not being serviced, the I/O queues would remain stable while the READY list grew (with new arrivals). In extreme cases, the READY queue could fill to capacity while the I/O queues would be empty, or stable, and the I/O devices would sit idle.
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On the other hand, if the job is processing a lengthy I/O cycle, the I/O queues quickly build to overflowing and the CPU could be sitting idle (if an I/O controller is used). This situation is eventually resolved when the I/O-bound job finishes its I/O cycle, the queues start moving again, and the system can recover from the bottleneck. In a strictly FCFS algorithm, neither situation occurs. However, the turnaround time is variable (unpredictable). For this reason, FCFS is a less attractive algorithm than one that would serve the shortest job first, as the next scheduling algorithm does, even in a nonmultiprogramming environment.



Shortest Job Next Shortest job next (SJN) is a nonpreemptive scheduling algorithm (also known as shortest job first, or SJF) that handles jobs based on the length of their CPU cycle time. It’s easiest to implement in batch environments where the estimated CPU time required to run the job is given in advance by each user at the start of each job. However, it doesn’t work in interactive systems because users don’t estimate in advance the CPU time required to run their jobs. For example, here are four batch jobs, all in the READY queue, for which the CPU cycle, or run time, is estimated as follows: Job:



A B C D



CPU cycle: 5 2 6 4 The SJN algorithm would review the four jobs and schedule them for processing in this order: B, D, A, C. The timeline is shown in Figure 4.7. (figure 4.7) Timeline for job sequence B, D, A, C using the SJN algorithm.



The average turnaround time is: 2 + 6 + 11 + 17 = 9.0 4 Let’s take a minute to see why this algorithm can be proved to be optimal and will consistently give the minimum average turnaround time. We’ll use the previous example to derive a general formula.
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(2) + (4 + 2) + (5 + 4 + 2) + (6 + 5 + 4 + 2) = 9.0 4
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If we look at Figure 4.7, we can see that Job B finishes in its given time (2), Job D finishes in its given time plus the time it waited for B to run (4 + 2), Job A finishes in its given time plus D’s time plus B’s time (5 + 4 + 2), and Job C finishes in its given time plus that of the previous three (6 + 5 + 4 + 2). So when calculating the average we have:



As you can see, the time for the first job appears in the equation four times—once for each job. Similarly, the time for the second job appears three times (the number of jobs minus one). The time for the third job appears twice (number of jobs minus 2) and the time for the fourth job appears only once (number of jobs minus 3). So the above equation can be rewritten as: 4*2+3*4+2*5+1*6 = 9.0 4 Because the time for the first job appears in the equation four times, it has four times the effect on the average time than does the length of the fourth job, which appears only once. Therefore, if the first job requires the shortest computation time, followed in turn by the other jobs, ordered from shortest to longest, then the result will be the smallest possible average. The formula for the average is as follows t1(n) + t2(n – 1) + t3(n – 2) + … + tn(n(1)) n where n is the number of jobs in the queue and tj(j = 1, 2, 3,…,n) is the length of the CPU cycle for each of the jobs. However, the SJN algorithm is optimal only when all of the jobs are available at the same time and the CPU estimates are available and accurate.



Priority Scheduling Priority scheduling is a nonpreemptive algorithm and one of the most common scheduling algorithms in batch systems, even though it may give slower turnaround to some users. This algorithm gives preferential treatment to important jobs. It allows the programs with the highest priority to be processed first, and they aren’t interrupted until their CPU cycles (run times) are completed or a natural wait occurs. If two or more jobs with equal priority are present in the READY queue, the processor is allocated to the one that arrived first (first-come, first-served within priority).
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Priorities can be assigned by a system administrator using characteristics extrinsic to the jobs. For example, they can be assigned based on the position of the user (researchers first, students last) or, in commercial environments, they can be purchased by the users who pay more for higher priority to guarantee the fastest possible processing of their jobs. With a priority algorithm, jobs are usually linked to one of several READY queues by the Job Scheduler based on their priority so the Process Scheduler manages multiple READY queues instead of just one. Details about multiple queues are presented later in this chapter. Priorities can also be determined by the Processor Manager based on characteristics intrinsic to the jobs such as: • Memory requirements. Jobs requiring large amounts of memory could be allocated lower priorities than those requesting small amounts of memory, or vice versa. • Number and type of peripheral devices. Jobs requiring many peripheral devices would be allocated lower priorities than those requesting fewer devices. • Total CPU time. Jobs having a long CPU cycle, or estimated run time, would be given lower priorities than those having a brief estimated run time. • Amount of time already spent in the system. This is the total amount of elapsed time since the job was accepted for processing. Some systems increase the priority of jobs that have been in the system for an unusually long time to expedite their exit. This is known as aging. These criteria are used to determine default priorities in many systems. The default priorities can be overruled by specific priorities named by users. There are also preemptive priority schemes. These will be discussed later in this chapter in the section on multiple queues.



Shortest Remaining Time Shortest remaining time (SRT) is the preemptive version of the SJN algorithm. The processor is allocated to the job closest to completion—but even this job can be preempted if a newer job in the READY queue has a time to completion that’s shorter. This algorithm can’t be implemented in an interactive system because it requires advance knowledge of the CPU time required to finish each job. It is often used in batch environments, when it is desirable to give preference to short jobs, even though SRT involves more overhead than SJN because the operating system has to frequently monitor the CPU time for all the jobs in the READY queue and must perform context switching for the jobs being swapped (switched) at preemption time (not necessarily swapped out to the disk, although this might occur as well). The example in Figure 4.8 shows how the SRT algorithm works with four jobs that arrived in quick succession (one CPU cycle apart).
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✔ If several jobs have the same amount of time remaining, the job that has been waiting the longest goes next. In other words, it uses the FCFS algorithm to break the tie.



C7047_04_Ch04.qxd



1/12/10



4:16 PM



Page 123



Job:



A B C D



CPU cycle:



6 3 1



4



In this case, the turnaround time is the completion time of each job minus its arrival time: Job:



A B C D



Turnaround: 14 4 1
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Arrival time: 0 1 2 3



6



So the average turnaround time is: 14 + 4 + 1 + 6 = 6.25 4 (figure 4.8) Timeline for job sequence A, B, C, D using the preemptive SRT algorithm. Each job is interrupted after one CPU cycle if another job is waiting with less CPU time remaining.



How does that compare to the same problem using the nonpreemptive SJN policy? Figure 4.9 shows the same situation using SJN. In this case, the turnaround time is: Job:



A B C D



Turnaround: 6 9 5 11 So the average turnaround time is: 6 + 9 + 5 + 11 = 7.75 4



(figure 4.9) Timeline for the same job sequence A, B, C, D using the nonpreemptive SJN algorithm.
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Note in Figure 4.9 that initially A is the only job in the READY queue so it runs first and continues until it’s finished because SJN is a nonpreemptive algorithm. The next job to be run is C because when Job A is finished (at time 6), all of the other jobs (B, C, and D) have arrived. Of those three, C has the shortest CPU cycle, so it is the next one run, then B, and finally D. Therefore, with this example, SRT at 6.25 is faster than SJN at 7.75. However, we neglected to include the time required by the SRT algorithm to do the context switching. Context switching is required by all preemptive algorithms. When Job A is preempted, all of its processing information must be saved in its PCB for later, when Job A’s execution is to be continued, and the contents of Job B’s PCB are loaded into the appropriate registers so it can start running again; this is a context switch. Later, when Job A is once again assigned to the processor, another context switch is performed. This time the information from the preempted job is stored in its PCB, and the contents of Job A’s PCB are loaded into the appropriate registers. How the context switching is actually done depends on the architecture of the CPU; in many systems, there are special instructions that provide quick saving and restoring of information. The switching is designed to be performed efficiently but, no matter how fast it is, it still takes valuable CPU time. So although SRT appears to be faster, in a real operating environment its advantages are diminished by the time spent in context switching. A precise comparison of SRT and SJN would have to include the time required to do the context switching.



Round Robin Round robin is a preemptive process scheduling algorithm that is used extensively in interactive systems. It’s easy to implement and isn’t based on job characteristics but on a predetermined slice of time that’s given to each job to ensure that the CPU is equally shared among all active processes and isn’t monopolized by any one job. This time slice is called a time quantum and its size is crucial to the performance of the system. It usually varies from 100 milliseconds to 1 or 2 seconds. Jobs are placed in the READY queue using a first-come, first-served scheme and the Process Scheduler selects the first job from the front of the queue, sets the timer to the time quantum, and allocates the CPU to this job. If processing isn’t finished when time expires, the job is preempted and put at the end of the READY queue and its information is saved in its PCB. In the event that the job’s CPU cycle is shorter than the time quantum, one of two actions will take place: (1) If this is the job’s last CPU cycle and the job is finished, then all resources allocated to it are released and the completed job is returned to the user;
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The example in Figure 4.10 illustrates a round robin algorithm with a time slice of 4 milliseconds (I/O requests are ignored): Arrival time: 0 1 2



3



Job:



A B C D



CPU cycle:



8 4 9



(figure 4.10)



Job Timeline for job sequence A A, B, C, D using the 0 preemptive round robin algorithm with time slices of 4 ms.



5



Job B 4
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(2) if the CPU cycle has been interrupted by an I/O request, then information about the job is saved in its PCB and it is linked at the end of the appropriate I/O queue. Later, when the I/O request has been satisfied, it is returned to the end of the READY queue to await allocation of the CPU.



Job C



Job D



8



12



Job A 16



Job C 20



Job D 24



Job C 25



26



The turnaround time is the completion time minus the arrival time: Job:



A B C D



Turnaround: 20 7 24 22 So the average turnaround time is: 20 + 7 + 24 + 22 = 18.25 4



✔ With round robin and a queue with numerous processes, each process will get access to the processor before the first process will get access a second time.



Note that in Figure 4.10, Job A was preempted once because it needed 8 milliseconds to complete its CPU cycle, while Job B terminated in one time quantum. Job C was preempted twice because it needed 9 milliseconds to complete its CPU cycle, and Job D was preempted once because it needed 5 milliseconds. In their last execution or swap into memory, both Jobs D and C used the CPU for only 1 millisecond and terminated before their last time quantum expired, releasing the CPU sooner. The efficiency of round robin depends on the size of the time quantum in relation to the average CPU cycle. If the quantum is too large—that is, if it’s larger than most CPU cycles—then the algorithm reduces to the FCFS scheme. If the quantum is too small, then the amount of context switching slows down the execution of the jobs and the amount of overhead is dramatically increased, as the three examples in Figure 4.11 demonstrate. Job A has a CPU cycle of 8 milliseconds. The amount of context switching increases as the time quantum decreases in size. In Figure 4.11, the first case (a) has a time quantum of 10 milliseconds and there is no context switching (and no overhead). The CPU cycle ends shortly before the time
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(a)



Job B



Job A time quantum of 10



(b)



Job B



Job A time quantum of 5



(c)



Job A



Job B



Job C



Job D



Job E



Job F



Job G



Job H



Job J



time quantum of 1 (figure 4.11) Context switches for three different time quantums. In (a), Job A (which requires only 8 cycles to run to completion) finishes before the time quantum of 10 expires. In (b) and (c), the time quantum expires first, interrupting the jobs.



quantum expires and the job runs to completion. For this job with this time quantum, there is no difference between the round robin algorithm and the FCFS algorithm. In the second case (b), with a time quantum of 5 milliseconds, there is one context switch. The job is preempted once when the time quantum expires, so there is some overhead for context switching and there would be a delayed turnaround based on the number of other jobs in the system. In the third case (c), with a time quantum of 1 millisecond, there are 10 context switches because the job is preempted every time the time quantum expires; overhead becomes costly and turnaround time suffers accordingly. What’s the best time quantum size? The answer should be predictable by now: it depends on the system. If it’s an interactive environment, the system is expected to respond quickly to its users, especially when they make simple requests. If it’s a batch system, response time is not a factor (turnaround is) and overhead becomes very important. Here are two general rules of thumb for selecting the proper time quantum: (1) it should be long enough to allow 80 percent of the CPU cycles to run to completion, and (2) it should be at least 100 times longer than the time required to perform one context switch. These rules are used in some systems, but they are not inflexible.
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Multiple-level queues isn’t really a separate scheduling algorithm but works in conjunction with several of the schemes already discussed and is found in systems with jobs that can be grouped according to a common characteristic. We’ve already introduced at least one kind of multiple-level queue—that of a priority-based system with different queues for each priority level.
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Multiple-Level Queues



Another kind of system might gather all of the CPU-bound jobs in one queue and all I/O-bound jobs in another. The Process Scheduler then alternately selects jobs from each queue to keep the system balanced. A third common example is one used in a hybrid environment that supports both batch and interactive jobs. The batch jobs are put in one queue called the background queue while the interactive jobs are put in a foreground queue and are treated more favorably than those on the background queue. All of these examples have one thing in common: The scheduling policy is based on some predetermined scheme that allocates special treatment to the jobs in each queue. Within each queue, the jobs are served in FCFS fashion.



✔ Multiple-level queues let you use different algorithms in different queues, allowing you to combine the advantages of several algorithms.



Multiple-level queues raise some interesting questions: • Is the processor allocated to the jobs in the first queue until it is empty before moving to the next queue, or does it travel from queue to queue until the last job on the last queue has been served and then go back to serve the first job on the first queue, or something in between? • Is this fair to those who have earned, or paid for, a higher priority? • Is it fair to those in a low-priority queue? • If the processor is allocated to the jobs on the first queue and it never empties out, when will the jobs in the last queues be served? • Can the jobs in the last queues get “time off for good behavior” and eventually move to better queues? The answers depend on the policy used by the system to service the queues. There are four primary methods to the movement: not allowing movement between queues, moving jobs from queue to queue, moving jobs from queue to queue and increasing the time quantums for lower queues, and giving special treatment to jobs that have been in the system for a long time (aging).
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Case 1: No Movement Between Queues No movement between queues is a very simple policy that rewards those who have high-priority jobs. The processor is allocated to the jobs in the high-priority queue in FCFS fashion and it is allocated to jobs in low-priority queues only when the highpriority queues are empty. This policy can be justified if there are relatively few users with high-priority jobs so the top queues quickly empty out, allowing the processor to spend a fair amount of time running the low-priority jobs.



Case 2: Movement Between Queues Movement between queues is a policy that adjusts the priorities assigned to each job: High-priority jobs are treated like all the others once they are in the system. (Their initial priority may be favorable.) When a time quantum interrupt occurs, the job is preempted and moved to the end of the next lower queue. A job may also have its priority increased; for example, when it issues an I/O request before its time quantum has expired. This policy is fairest in a system in which the jobs are handled according to their computing cycle characteristics: CPU-bound or I/O-bound. This assumes that a job that exceeds its time quantum is CPU-bound and will require more CPU allocation than one that requests I/O before the time quantum expires. Therefore, the CPU-bound jobs are placed at the end of the next lower-level queue when they’re preempted because of the expiration of the time quantum, while I/O-bound jobs are returned to the end of the next higher-level queue once their I/O request has finished. This facilitates I/Obound jobs and is good in interactive systems.



Case 3: Variable Time Quantum Per Queue Variable time quantum per queue is a variation of the movement between queues policy, and it allows for faster turnaround of CPU-bound jobs. In this scheme, each of the queues is given a time quantum twice as long as the previous queue. The highest queue might have a time quantum of 100 milliseconds. So the second-highest queue would have a time quantum of 200 milliseconds, the third would have 400 milliseconds, and so on. If there are enough queues, the lowest one might have a relatively long time quantum of 3 seconds or more. If a job doesn’t finish its CPU cycle in the first time quantum, it is moved to the end of the next lower-level queue; and when the processor is next allocated to it, the job executes
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Case 4: Aging Aging is used to ensure that jobs in the lower-level queues will eventually complete their execution. The operating system keeps track of each job’s waiting time and when a job gets too old—that is, when it reaches a certain time limit—the system moves the job to the next highest queue, and so on until it reaches the top queue. A more drastic aging policy is one that moves the old job directly from the lowest queue to the end of the top queue. Regardless of its actual implementation, an aging policy guards against the indefinite postponement of unwieldy jobs. As you might expect, indefinite postponement means that a job’s execution is delayed for an undefined amount of time because it is repeatedly preempted so other jobs can be processed. (We all know examples of an unpleasant task that’s been indefinitely postponed to make time for a more appealing pastime). Eventually the situation could lead to the old job’s starvation. Indefinite postponement is a major problem when allocating resources and one that will be discussed in detail in Chapter 5.



A Word About Interrupts



for twice as long as before. With this scheme a CPU-bound job can execute for longer and longer periods of time, thus improving its chances of finishing faster.



A Word About Interrupts We first encountered interrupts in Chapter 3 when the Memory Manager issued page interrupts to accommodate job requests. In this chapter we examined another type of interrupt that occurs when the time quantum expires and the processor is deallocated from the running job and allocated to another one. There are other interrupts that are caused by events internal to the process. I/O interrupts are issued when a READ or WRITE command is issued. (We’ll explain them in detail in Chapter 7.) Internal interrupts, or synchronous interrupts, also occur as a direct result of the arithmetic operation or job instruction currently being processed. Illegal arithmetic operations, such as the following, can generate interrupts: • Attempts to divide by zero • Floating-point operations generating an overflow or underflow • Fixed-point addition or subtraction that causes an arithmetic overflow Illegal job instructions, such as the following, can also generate interrupts: • Attempts to access protected or nonexistent storage locations • Attempts to use an undefined operation code • Operating on invalid data • Attempts to make system changes, such as trying to change the size of the time quantum
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The control program that handles the interruption sequence of events is called the interrupt handler. When the operating system detects a nonrecoverable error, the interrupt handler typically follows this sequence: 1. The type of interrupt is described and stored—to be passed on to the user as an error message. 2. The state of the interrupted process is saved, including the value of the program counter, the mode specification, and the contents of all registers. 3. The interrupt is processed: The error message and state of the interrupted process are sent to the user; program execution is halted; any resources allocated to the job are released; and the job exits the system. 4. The processor resumes normal operation. If we’re dealing with internal interrupts only, which are nonrecoverable, the job is terminated in Step 3. However, when the interrupt handler is working with an I/O interrupt, time quantum, or other recoverable interrupt, Step 3 simply halts the job and moves it to the appropriate I/O device queue, or READY queue (on time out). Later, when the I/O request is finished, the job is returned to the READY queue. If it was a time out (quantum interrupt), the job (or process) is already on the READY queue.



Conclusion The Processor Manager must allocate the CPU among all the system’s users. In this chapter we’ve made the distinction between job scheduling, the selection of incoming jobs based on their characteristics, and process scheduling, the instant-by-instant allocation of the CPU. We’ve also described how interrupts are generated and resolved by the interrupt handler. Each scheduling algorithm presented in this chapter has unique characteristics, objectives, and applications. A system designer can choose the best policy and algorithm only after carefully evaluating their strengths and weaknesses. Table 4.1 shows how the algorithms presented in this chapter compare. In the next chapter we’ll explore the demands placed on the Processor Manager as it attempts to synchronize execution of all the jobs in the system.
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Policy Type



Best for



Disadvantages



Advantages



FCFS



Nonpreemptive



Batch



Unpredictable turnaround times



Easy to implement



SJN



Nonpreemptive



Batch



Indefinite postponement of some jobs



Minimizes average waiting time



Priority scheduling



Nonpreemptive



Batch



Indefinite postponement of some jobs



Ensures fast completion of important jobs



SRT



Preemptive



Batch



Overhead incurred by context switching



Ensures fast completion of short jobs



Round robin



Preemptive



Interactive



Requires selection of good time quantum



Provides reasonable response times to interactive users; provides fair CPU allocation



Multiple-level queues



Preemptive/ Nonpreemptive



Batch/ interactive



Overhead incurred by monitoring of queues



Flexible scheme; counteracts indefinite postponement with aging or other queue movement; gives fair treatment to CPU-bound jobs by incrementing time quantums on lower-priority queues or other queue movement



Key Terms



Algorithm



(table 4.1) Comparison of the scheduling algorithms discussed in this chapter.



Key Terms aging: a policy used to ensure that jobs that have been in the system for a long time in the lower-level queues will eventually complete their execution. context switching: the acts of saving a job’s processing information in its PCB so the job can be swapped out of memory and of loading the processing information from the PCB of another job into the appropriate registers so the CPU can process it. Context switching occurs in all preemptive policies. CPU-bound: a job that will perform a great deal of nonstop processing before issuing an interrupt.
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first-come, first-served (FCFS): a nonpreemptive process scheduling policy (or algorithm) that handles jobs according to their arrival time. high-level scheduler: a synonym for the Job Scheduler. I/O-bound: a job that requires a large number of input/output operations, resulting in too much free time for the CPU. indefinite postponement: signifies that a job’s execution is delayed indefinitely because it is repeatedly preempted so other jobs can be processed. interrupt: a hardware signal that suspends execution of a program and activates the execution of a special program known as the interrupt handler. interrupt handler: the program that controls what action should be taken by the operating system when a sequence of events is interrupted. Job Scheduler: the high-level scheduler of the Processor Manager that selects jobs from a queue of incoming jobs based on each job’s characteristics. job status: the condition of a job as it moves through the system from the beginning to the end of its execution. low-level scheduler: a synonym for the Process Scheduler. middle-level scheduler: a scheduler used by the Processor Manager when the system to remove active processes from memory becomes overloaded. The middle-level scheduler swaps these processes back into memory when the system overload has cleared. multiple-level queues: a process scheduling scheme (used with other scheduling algorithms) that groups jobs according to a common characteristic. multiprogramming: a technique that allows a single processor to process several programs residing simultaneously in main memory and interleaving their execution by overlapping I/O requests with CPU requests. natural wait: a common term used to identify an I/O request from a program in a multiprogramming environment that would cause a process to wait “naturally” before resuming execution. nonpreemptive scheduling policy: a job scheduling strategy that functions without external interrupts so that once a job captures the processor and begins execution, it remains in the running state uninterrupted until it issues an I/O request or it’s finished. preemptive scheduling policy: any process scheduling strategy that, based on predetermined policies, interrupts the processing of a job and transfers the CPU to another job. It is widely used in time-sharing environments.
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Key Terms



priority scheduling: a nonpreemptive process scheduling policy (or algorithm) that allows for the execution of high-priority jobs before low-priority jobs. process: an instance of execution of a program that is identifiable and controllable by the operating system. Process Control Block (PCB): a data structure that contains information about the current status and characteristics of a process. Process Scheduler: the low-level scheduler of the Processor Manager that establishes the order in which processes in the READY queue will be served by the CPU. process scheduling algorithm: an algorithm used by the Job Scheduler to allocate the CPU and move jobs through the system. process scheduling policy: any policy used by the Processor Manager to select the order in which incoming jobs will be executed. process status: information stored in the job’s PCB that indicates the current position of the job and the resources responsible for that status. processor: (1) a synonym for the CPU, or (2) any component in a computing system capable of performing a sequence of activities. program: an interactive unit, such as a file stored on a disk. queue: a linked list of PCBs that indicates the order in which jobs or processes will be serviced. response time: a measure of the efficiency of an interactive system that tracks the speed with which the system will respond to a user’s command. round robin: a preemptive process scheduling policy (or algorithm) that allocates to each job one unit of processing time per turn to ensure that the CPU is equally shared among all active processes and isn’t monopolized by any one job. shortest job next (SJN): a nonpreemptive process scheduling policy (or algorithm) that selects the waiting job with the shortest CPU cycle time. shortest remaining time (SRT): a preemptive process scheduling policy (or algorithm) similar to the SJN algorithm that allocates the processor to the job closest to completion. task: (1) the term used to describe a process, or (2) the basic unit of concurrent programming languages that defines a sequence of instructions that may be executed in parallel with other similar units.
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thread: a portion of a program that can run independently of other portions. Multithreaded applications programs can have several threads running at one time with the same or different priorities. time quantum: a period of time assigned to a process for execution before it is preempted. turnaround time: a measure of a system’s efficiency that tracks the time required to execute a job and return output to the user.



Interesting Searches • CPU Cycle Time • Task Control Block (TCB) • Processor Bottleneck • Processor Queue Length • I/O Interrupts



Exercises Research Topics A. Multi-core technology can often, but not necessarily always, make applications run faster. Research some real-life computing environments that are expected to benefit from multi-core chips and briefly explain why. Cite your academic sources. B. Compare two processors currently being produced for personal computers. Use standard industry benchmarks for your comparison and briefly list the advantages and disadvantages of each. You can compare different processors from the same manufacturer (such as two Intel processors) or different processors from different manufacturers (such as Intel and AMD).



Exercises 1. Figure 4.12 is a simplified process model of you, in which there are only two states: sleeping and waking. You make the transition from waking to sleeping when you are tired, and from sleeping to waking when the alarm clock goes off. a. Add three more states to the diagram (for example, one might be eating). b. State all of the possible transitions among the five states.
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(figure 4.12)



Exercises



Tired



Process model of two states. Waking



Sleeping



Alarm Clock Rings



2. Describe context switching in lay terms and identify the process information that needs to be saved, changed, or updated when context switching takes place. 3. Five jobs (A, B, C, D, E) are already in the READY queue waiting to be processed. Their estimated CPU cycles are respectively: 2, 10, 15, 6, and 8. Using SJN, in what order should they be processed? 4. A job running in a system, with variable time quantums per queue, needs 30 milliseconds to run to completion. If the first queue has a time quantum of 5 milliseconds and each queue thereafter has a time quantum that is twice as large as the previous one, how many times will the job be interrupted and on which queue will it finish its execution? 5. Describe the advantages of having a separate queue for Print I/O and for Disk I/O as illustrated in Figure 4.4. 6. Given the following information: Job



Arrival Time



CPU Cycle



A



0



2



B



1



12



C



2



4



D



4



1



E



5



8



F



7



5



G



8



3



Using SJN, draw a timeline showing the time that each job arrives and the order that each is processed. Calculate the finish time for each job.
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7. Given the following information: Job



Arrival Time



CPU Cycle



A



0



10



B



2



12



C



3



3



D



6



1



E



9



15



Draw a timeline for each of the following scheduling algorithms. (It may be helpful to first compute a start and finish time for each job.) a. FCFS b. SJN c. SRT d. Round robin (using a time quantum of 5, ignore context switching and natural wait) 8. Using the same information from Exercise 7, calculate which jobs will have arrived ready for processing by the time the first job is finished or interrupted using each of the following scheduling algorithms. a. FCFS b. SJN c. SRT d. Round robin (using a time quantum of 5, ignore context switching and natural wait) 9. Using the same information given for Exercise 7, compute the waiting time and turnaround time for every job for each of the following scheduling algorithms (ignoring context switching overhead). a. FCFS b. SJN c. SRT d. Round robin (using a time quantum of 2)



Advanced Exercises 10. Consider a variation of round robin in which a process that has used its full time quantum is returned to the end of the READY queue, while one that has used half of its time quantum is returned to the middle of the queue and one
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Exercises



that has used one-fourth of its time quantum goes to a place one-fourth of the distance away from the beginning of the queue. a. What is the objective of this scheduling policy? b. Discuss the advantage and disadvantage of its implementation. 11. In a single-user dedicated system, such as a personal computer, it’s easy for the user to determine when a job is caught in an infinite loop. The typical solution to this problem is for the user to manually intervene and terminate the job. What mechanism would you implement in the Process Scheduler to automate the termination of a job that’s in an infinite loop? Take into account jobs that legitimately use large amounts of CPU time; for example, one “finding the first 10,000 prime numbers.” 12. Some guidelines for selecting the right time quantum were given in this chapter. As a system designer, how would you know when you have chosen the best time quantum? What factors would make this time quantum best from the user’s point of view? What factors would make this time quantum best from the system’s point of view? 13. Using the process state diagrams of Figure 4.2, explain why there’s no transition: a. From the READY state to the WAITING state b. From the WAITING state to the RUNNING state



Programming Exercises 14. Write a program that will simulate FCFS, SJN, SRT, and round robin scheduling algorithms. For each algorithm, the program should compute waiting time and turnaround time of every job as well as the average waiting time and average turnaround time. The average values should be consolidated in a table for easy comparison. You may use the following data to test your program. The time quantum for round robin is 4 milliseconds and the context switching time is 0. Arrival Time



CPU Cycle (in milliseconds)



0



6



3



2



5



1



9



7



10



5



12



3
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14



4



16



5



17



7



19



2



15. Using your program from Exercise 14, change the context switching time to 0.4 milliseconds. Compare outputs from both runs and discuss which would be the better policy. Describe any drastic changes encountered or a lack of changes and why.
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Process Management



PROCESSOR MANAGER Process Synchronization



Deadlock Management



“



Starvation Management



We have all heard the story of the animal standing in doubt between



”



two stacks of hay and starving to death.



—Abraham Lincoln (1809–1865)



Learning Objectives After completing this chapter, you should be able to describe: • Several causes of system deadlock and livelock • The difference between preventing and avoiding deadlocks • How to detect and recover from deadlocks • The concept of process starvation and how to detect and recover from it • The concept of a race and how to prevent it • The difference between deadlock, starvation, and race
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We’ve already looked at resource sharing from two perspectives, that of sharing memory and sharing one processor, but the processor sharing described thus far was the best case scenario, free of conflicts and complications. In this chapter, we address the problems caused when many processes compete for relatively few resources and the system stops responding as it should and is unable to service all of the processes in the system. Let’s look at how a lack of process synchronization can result in two extreme conditions: deadlock or starvation. In early operating systems, deadlock was known by the more descriptive phrase “deadly embrace” and that’s exactly what happens when the system freezes. It’s a system-wide tangle of resource requests that begins when two or more jobs are put on hold, each waiting for a vital resource to become available. The problem builds when the resources needed by those jobs are the resources held by other jobs that are also waiting to run but cannot because they’re waiting for other unavailable resources. The tangled jobs come to a standstill. The deadlock is complete if the remainder of the system comes to a standstill as well. When the situation can’t be resolved by the operating system, then intervention is required. A deadlock is most easily described with an example—a narrow staircase in a building (we’ll return to this example throughout this chapter). The staircase was built as a fire escape route, but people working in the building often take the stairs instead of waiting for the slow elevators. Traffic on the staircase moves well unless two people, traveling in opposite directions, need to pass on the stairs—there’s room for only one person on each step. In this example, the staircase is the system and the steps and landings are the resources. There’s a landing between each floor and it’s wide enough for people to share it, but the stairs are not and can be allocated to only one person at a time. Problems occur when someone going up the stairs meets someone coming down, and each refuses to retreat to a wider place. This creates a deadlock, which is the subject of much of our discussion on process synchronization. Similarly, if two people on the landing try to pass each other but cannot do so because as one steps to the right, the other steps to the left, and vice versa, then the step-climbers will continue moving but neither will ever move forward. This is called livelock. On the other hand, if a few patient people wait on the landing for a break in the opposing traffic, and that break never comes, they could wait there forever. That results in starvation, an extreme case of indefinite postponement, and is discussed at the end of this chapter.
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Deadlock



Deadlock Deadlock is more serious than indefinite postponement or starvation because it affects more than one job. Because resources are being tied up, the entire system (not just a few programs) is affected. The example most often used to illustrate deadlock is a traffic jam. As shown in Figure 5.1, there’s no simple and immediate solution to a deadlock; no one can move forward until someone moves out of the way, but no one can move out of the way until either someone advances or the rear of a line moves back. Obviously it requires outside intervention to remove one of the four vehicles from an intersection or to make a line move back. Only then can the deadlock be resolved. Deadlocks became prevalent with the introduction of interactive systems, which generally improve the use of resources through dynamic resource sharing, but this capability also increases the possibility of deadlocks.



(figure 5.1) A classic case of traffic deadlock on four one-way streets. This is “gridlock,” where no vehicles can move forward to clear the traffic jam.
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In some computer systems, deadlocks are regarded as a mere inconvenience that causes delays. But for real-time systems, deadlocks cause critical situations. For example, a deadlock in a hospital’s life support system or in the guidance system aboard an aircraft could endanger lives. Regardless of the environment, the operating system must either prevent deadlocks or resolve them when they happen. In Chapter 12, we’ll learn how to calculate system reliability and availability, which can be affected by processor conflicts.



Seven Cases of Deadlock A deadlock usually occurs when nonsharable, nonpreemptable resources, such as files, printers, or scanners, are allocated to jobs that eventually require other nonsharable, nonpreemptive resources—resources that have been locked by other jobs. However, deadlocks aren’t restricted to files, printers, and scanners. They can also occur on sharable resources that are locked, such as disks and databases. Directed graphs visually represent the system’s resources and processes, and show how they are deadlocked. Using a series of squares (for resources) and circles (for processes), and connectors with arrows (for requests), directed graphs can be manipulated to understand how deadlocks occur.



Case 1: Deadlocks on File Requests If jobs are allowed to request and hold files for the duration of their execution, a deadlock can occur as the simplified directed graph shown in Figure 5.2 graphically illustrates.



(figure 5.2)



Inventory File (F1)



Purchasing (P1)



Sales (P2)



Supplier File (F2)
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Case 1. These two processes, shown as circles, are each waiting for a resource, shown as rectangles, that has already been allocated to the other process, thus creating a deadlock.
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1. Purchasing (P1) accesses the supplier file (F2) to place an order for more lumber.



Seven Cases of Deadlock



For example, consider the case of a home construction company with two application programs, purchasing (P1) and sales (P2), which are active at the same time. Both need to access two files, inventory (F1) and suppliers (F2), to read and write transactions. One day the system deadlocks when the following sequence of events takes place:



2. Sales (P2) accesses the inventory file (F1) to reserve the parts that will be required to build the home ordered that day. 3. Purchasing (P1) doesn’t release the supplier file (F2) but requests the inventory file (F1) to verify the quantity of lumber on hand before placing its order for more, but P1 is blocked because F1 is being held by P2. 4. Meanwhile, sales (P2) doesn’t release the inventory file (F1) but requests the supplier file (F2) to check the schedule of a subcontractor. At this point, P2 is also blocked because F2 is being held by P1. Any other programs that require F1 or F2 will be put on hold as long as this situation continues. This deadlock will remain until one of the two programs is closed or forcibly removed and its file is released. Only then can the other program continue and the system return to normal.



Case 2: Deadlocks in Databases A deadlock can also occur if two processes access and lock records in a database. To appreciate the following scenario, remember that database queries and transactions are often relatively brief processes that either search or modify parts of a database. Requests usually arrive at random and may be interleaved arbitrarily. Locking is a technique used to guarantee the integrity of the data through which the user locks out all other users while working with the database. Locking can be done at three different levels: the entire database can be locked for the duration of the request; a subsection of the database can be locked; or only the individual record can be locked until the process is completed. Locking the entire database (the most extreme and most successful solution) prevents a deadlock from occurring but it restricts access to the database to one user at a time and, in a multiuser environment, response times are significantly slowed; this is normally an unacceptable solution. When the locking is performed on only one part of the database, access time is improved but the possibility of a deadlock is increased because different processes sometimes need to work with several parts of the database at the same time.
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Here’s a system that locks each record when it is accessed until the process is completed. There are two processes (P1 and P2), each of which needs to update two records (R1 and R2), and the following sequence leads to a deadlock: 1. P1 accesses R1 and locks it. 2. P2 accesses R2 and locks it. 3. P1 requests R2, which is locked by P2. 4. P2 requests R1, which is locked by P1. An alternative, of course, is to avoid the use of locks—but that leads to other difficulties. If locks are not used to preserve their integrity, the updated records in the database might include only some of the data—and their contents would depend on the order in which each process finishes its execution. This is known as a race between processes and is illustrated in the following example and Figure 5.3. (figure 5.3)



.



Case 2. P1 finishes first and wins the race but its version of the record will soon be overwritten by P2. Regardless of which process wins the race, the final version of the data will be incorrect.



.



.



✔ Let’s say you are a student of a university that maintains most of its files on a database that can be accessed by several different programs, including one for grades and another listing home addresses. You’ve just moved so you send the university a change of address form at the end of the fall term, shortly after grades are submitted. And one fateful day, both programs race to access your record in the database: 1. The grades process (P1) is the first to access your record (R1), and it copies the record to its work area. 2. The address process (P2) accesses your record (R1) and copies it to its work area.
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A race introduces the element of chance, an element that’s totally unacceptable in database management. The integrity of the database must be upheld.
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4. P2 changes your record (R1) by updating the address field. 5. P1 finishes its work first and rewrites its version of your record back to the database. Your grades have been updated, but your address hasn’t. 6. P2 finishes and rewrites its updated record back to the database. Your address has been changed, but your grades haven’t. According to the database, you didn’t attend school this term.



Seven Cases of Deadlock



3. P1 changes your student record (R1) by entering your grades for the fall term and calculating your new grade average.



If we reverse the order and say that P2 won the race, your grades will be updated but not your address. Depending on your success in the classroom, you might prefer one mishap over the other; but from the operating system’s point of view, either alternative is unacceptable because incorrect data is allowed to corrupt the database. The system can’t allow the integrity of the database to depend on a random sequence of events.



Case 3: Deadlocks in Dedicated Device Allocation The use of a group of dedicated devices, such as a cluster of DVD read/write drives, can also deadlock the system. Let’s say two users from the local board of education are each running a program (P1 and P2), and both programs will eventually need two DVD drivers to copy files from one disc to another. The system is small, however, and when the two programs are begun, only two DVD-R drives are available and they’re allocated on an “as requested” basis. Soon the following sequence transpires: 1. P1 requests drive 1 and gets it. 2. P2 requests drive 2 and gets it. 3. P1 requests drive 2 but is blocked. 4. P2 requests drive 1 but is blocked. Neither job can continue because each is waiting for the other to finish and release its drive—an event that will never occur. A similar series of events could deadlock any group of dedicated devices.



Case 4: Deadlocks in Multiple Device Allocation Deadlocks aren’t restricted to processes contending for the same type of device; they can happen when several processes request, and hold on to, several dedicated devices while other processes act in a similar manner as shown in Figure 5.4.
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(figure 5.4) Case 4. Three processes, shown as circles, are each waiting for a device that has already been allocated to another process, thus creating a deadlock.



Consider the case of an engineering design firm with three programs (P1, P2, and P3) and three dedicated devices: scanner, printer, and plotter. The following sequence of events will result in deadlock: 1. P1 requests and gets the scanner. 2. P2 requests and gets the printer. 3. P3 requests and gets the plotter. 4. P1 requests the printer but is blocked. 5. P2 requests the plotter but is blocked. 6. P3 requests the scanner but is blocked. As in the earlier examples, none of the jobs can continue because each is waiting for a resource being held by another.



Case 5: Deadlocks in Spooling Although in the previous example the printer was a dedicated device, printers are usually sharable devices, called virtual devices, that use high-speed storage to transfer data between it and the CPU. The spooler accepts output from several users and acts as a temporary storage area for all output until the printer is ready to accept it. This process is called spooling. If the printer needs all of a job’s output before it will begin printing, but the spooling system fills the available space with only partially completed output, then a deadlock can occur. It happens like this. Let’s say it’s one hour before the big project is due for a computer class. Twenty-six frantic programmers key in their final changes and, with only minutes to spare, all issue print commands. The spooler receives the pages one at a time from each of the students but the pages are received separately, several page ones, page twos, etc. The printer is ready to print the first completed document it gets, but as the spooler canvasses its files it has the first page for many programs but the last page for none of them. Alas, the
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This scenario isn’t limited to printers. Any part of the system that relies on spooling, such as one that handles incoming jobs or transfers files over a network, is vulnerable to such a deadlock.



Seven Cases of Deadlock



spooler is full of partially completed output so no other pages can be accepted, but none of the jobs can be printed out (which would release their disk space) because the printer only accepts completed output files. It’s an unfortunate state of affairs.



Case 6: Deadlocks in a Network A network that’s congested or has filled a large percentage of its I/O buffer space can become deadlocked if it doesn’t have protocols to control the flow of messages through the network as shown in Figure 5.5. (figure 5.5) Case 6, deadlocked network flow. Notice that only two nodes, C1 and C2, have buffers. Each circle represents a node and each line represents a communication path. The arrows indicate the direction of data flow.



C6



C5



C7



C1 with buffer



C4



DEADLOCKED



C3



C2 with buffer



For example, a medium-sized word-processing center has seven computers on a network, each on different nodes. C1 receives messages from nodes C2, C6, and C7 and sends messages to only one: C2. C2 receives messages from nodes C1, C3, and C4 and sends messages to only C1 and C3. The direction of the arrows in Figure 5.5 indicates the flow of messages. Messages received by C1 from C6 and C7 and destined for C2 are buffered in an output queue. Messages received by C2 from C3 and C4 and destined for C1 are buffered in an output queue. As the traffic increases, the length of each output queue increases until all of the available buffer space is filled. At this point C1 can’t accept any more messages (from C2 or any other computer) because there’s no more buffer space available to store them. For the same reason, C2 can’t accept any messages from C1 or any other computer, not even a request to send. The communication path between C1 and C2 becomes deadlocked; and because C1 can’t send messages to any other computer except C2 and can only receive messages from C6 and C7, those
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routes also become deadlocked. C1 can’t send word to C2 about the problem and so the deadlock can’t be resolved without outside intervention.



Case 7: Deadlocks in Disk Sharing Disks are designed to be shared, so it’s not uncommon for two processes to be accessing different areas of the same disk. This ability to share creates an active type of deadlock, known as livelock. Processes use a form of busy-waiting that’s different from a natural wait. In this case, it’s waiting to share a resource but never actually gains control of it. In Figure 5.6, two competing processes are sending conflicting commands, causing livelock. Notice that neither process is blocked, which would cause a deadlock. Instead, each is active but never reaches fulfillment. (figure 5.6) I/O Channel P1



Read record at track 20 20 310



P2



Write to file at track 310



Disk Control Unit



Disk Main Memory



For example, at an insurance company the system performs many daily transactions. One day the following series of events ties up the system: 1. Customer Service (P1) wishes to show a payment so it issues a command to read the balance, which is stored on track 20 of a disk. 2. While the control unit is moving the arm to track 20, P1 is put on hold and the I/O channel is free to process the next I/O request. 3. While the arm is moving into position, Accounts Payable (P2) gains control of the I/O channel and issues a command to write someone else’s payment to a record stored on track 310. If the command is not “locked out,” P2 will be put on hold while the control unit moves the arm to track 310. 4. Because P2 is “on hold” while the arm is moving, the channel can be captured again by P1, which reconfirms its command to “read from track 20.” 5. Because the last command from P2 had forced the arm mechanism to track 310, the disk control unit begins to reposition the arm to track 20 to satisfy P1. The I/O channel would be released because P1 is once again put on hold, so it could be captured by P2, which issues a WRITE command only to discover that the arm mechanism needs to be repositioned.
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Case 7. Two processes are each waiting for an I/O request to be filled: one at track 20 and one at track 310. But by the time the read/write arm reaches one track, a competing command for the other track has been issued, so neither command is satisfied and livelock occurs.
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Conditions for Deadlock



Conditions for Deadlock



As a result, the arm is in a constant state of motion, moving back and forth between tracks 20 and 310 as it responds to the two competing commands, but satisfies neither.



In each of these seven cases, the deadlock (or livelock) involved the interaction of several processes and resources, but each deadlock was preceded by the simultaneous occurrence of four conditions that the operating system (or other systems) could have recognized: mutual exclusion, resource holding, no preemption, and circular wait. It’s important to remember that each of these four conditions is necessary for the operating system to work smoothly. None of them can be removed easily without causing the system’s overall functioning to suffer. Therefore, the system needs to recognize the combination of conditions before they occur and threaten to cause the system to lock up.



✔ When a deadlock occurs, all four conditions are present, though the opposite is not true—the presence of all four conditions does not always lead to deadlock.



To illustrate these four conditions, let’s revisit the staircase example from the beginning of the chapter to identify the four conditions required for a deadlock. When two people meet between landings, they can’t pass because the steps can hold only one person at a time. Mutual exclusion, the act of allowing only one person (or process) to have access to a step (a dedicated resource), is the first condition for deadlock. When two people meet on the stairs and each one holds ground and waits for the other to retreat, that is an example of resource holding (as opposed to resource sharing), the second condition for deadlock. In this example, each step is dedicated to the climber (or the descender); it is allocated to the holder for as long as needed. This is called no preemption, the lack of temporary reallocation of resources, and is the third condition for deadlock. These three lead to the fourth condition of circular wait in which each person (or process) involved in the impasse is waiting for another to voluntarily release the step (or resource) so that at least one will be able to continue on and eventually arrive at the destination. All four conditions are required for the deadlock to occur, and as long as all four conditions are present the deadlock will continue; but if one condition can be removed, the deadlock will be resolved. In fact, if the four conditions can be prevented from ever occurring at the same time, deadlocks can be prevented. Although this concept is obvious, it isn’t easy to implement.
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Modeling Deadlocks Holt showed how the four conditions can be modeled using directed graphs. (We used modified directed graphs in Figure 5.2 and Figure 5.4.) These graphs use two kinds of symbols: processes represented by circles and resources represented by squares. A solid arrow from a resource to a process, shown in Figure 5.7(a), means that the process is holding that resource. A dashed line with an arrow from a process to a resource, shown in Figure 5.7(b), means that the process is waiting for that resource. The direction of the arrow indicates the flow. If there’s a cycle in the graph then there’s a deadlock involving the processes and the resources in the cycle.



Resource 1



Process 1



(figure 5.7)



Resource 1



Process 2



Process 1



Process 2



Resource 2



Resource 2



(a)



(b)



In (a), Resource 1 is being held by Process 1 and Resource 2 is held by Process 2 in a system that is not deadlocked. In (b), Process 1 requests Resource 2 but doesn’t release Resource 1, and Process 2 does the same — creating a deadlock. (If one process released its resource, the deadlock would be resolved.)



The following system has three processes—P1, P2, P3—and three resources—R1, R2, R3—each of a different type: printer, disk drive, and plotter. Because there is no specified order in which the requests are handled, we’ll look at three different possible scenarios using graphs to help us detect any deadlocks.



Scenario 1 The first scenario’s sequence of events is shown in Table 5.1. The directed graph is shown in Figure 5.8.
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Event



Action



(table 5.1)



1



P1 requests and is allocated the printer R1.



2



P1 releases the printer R1.



3



P2 requests and is allocated the disk drive R2.



First scenario’s sequence of events is shown in the directed graph in Figure 5.8.



4



P2 releases the disk R2.



5



P3 requests and is allocated the plotter R3.



6



P3 releases the plotter R3.
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(figure 5.8)



Modeling Deadlocks



Notice in the directed graph that there are no cycles. Therefore, we can safely conclude that a deadlock can’t occur even if each process requests every resource if the resources are released before the next process requests them.



First scenario. The system will stay free of deadlocks if each resource is released before it is requested by the next process.



Scenario 2 Now, consider a second scenario’s sequence of events shown in Table 5.2. (table 5.2) The second scenario’s sequence of events is shown in the two directed graphs shown in Figure 5.9.



Event



Action



1



P1 requests and is allocated R1.



2



P2 requests and is allocated R2.



3



P3 requests and is allocated R3.



4



P1 requests R2.



5



P2 requests R3.



6



P3 requests R1.



The progression of the directed graph is shown in Figure 5.9. A deadlock occurs because every process is waiting for a resource that is being held by another process, but none will be released without intervention. (figure 5.9) Second scenario. The system (a) becomes deadlocked (b) when P3 requests R1. Notice the circular wait.
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Scenario 3 The third scenario is shown in Table 5.3. As shown in Figure 5.10, the resources are released before deadlock can occur. Event



Action



1



P1 requests and is allocated R1.



2



P1 requests and is allocated R2.



3



P2 requests R1.



4



P3 requests and is allocated R3.



5



P1 releases R1, which is allocated to P2.



6



P3 requests R2.



7



P1 releases R2, which is allocated to P3.



(table 5.3)
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(figure 5.10)
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The third scenario’s sequence of events is shown in the directed graph in Figure 5.10.



P3



P3



The third scenario. After event 4, the directed graph looks like (a) and P2 is blocked because P1 is holding on to R1. However, event 5 breaks the deadlock and the graph soon looks like (b). Again there is a blocked process, P3, which must wait for the release of R2 in event 7 when the graph looks like (c).
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The examples presented so far have examined cases in which one or more resources of different types were allocated to a process. However, the graphs can be expanded to include several resources of the same type, such as tape drives, which can be allocated individually or in groups to the same process. These graphs cluster the devices of the same type into one entity, shown in Figure 5.11 as a rectangle, and the arrows show the links between the single resource and the processes using it. Figure 5.11 gives an example of a cluster with three resources of the same type, such as three disk drives, each allocated to a different process. Although Figure 5.11(a) seems to be stable (no deadlock can occur), this is not the case because if all three processes request one more resource without releasing the one they are using, then deadlock will occur as shown in Figure 5.11(b).



Strategies for Handling Deadlocks



Another Example



(figure 5.11) (a): A fully allocated cluster of resources. There are as many lines coming out of it as there are resources, units, in it. The state of (a) is uncertain because a request for another unit by all three processes would create a deadlock as shown in (b).
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Strategies for Handling Deadlocks As these examples show, the requests and releases are received in an unpredictable order, which makes it very difficult to design a foolproof preventive policy. In general, operating systems use one of three strategies to deal with deadlocks: • Prevent one of the four conditions from occurring (prevention). • Avoid the deadlock if it becomes probable (avoidance). • Detect the deadlock when it occurs and recover from it gracefully (detection).



Prevention To prevent a deadlock, the operating system must eliminate one of the four necessary conditions, a task complicated by the fact that the same condition can’t be eliminated from every resource.
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Mutual exclusion is necessary in any computer system because some resources such as memory, CPU, and dedicated devices must be exclusively allocated to one user at a time. In the case of I/O devices, such as printers, the mutual exclusion may be bypassed by spooling, which allows the output from many jobs to be stored in separate temporary spool files at the same time, and each complete output file is then selected for printing when the device is ready. However, we may be trading one type of deadlock (Case 3: Deadlocks in Dedicated Device Allocation) for another (Case 5: Deadlocks in Spooling). Resource holding, where a job holds on to one resource while waiting for another one that’s not yet available, could be sidestepped by forcing each job to request, at creation time, every resource it will need to run to completion. For example, if every job in a batch system is given as much memory as it needs, then the number of active jobs will be dictated by how many can fit in memory—a policy that would significantly decrease the degree of multiprogramming. In addition, peripheral devices would be idle because they would be allocated to a job even though they wouldn’t be used all the time. As we’ve said before, this was used successfully in batch environments although it reduced the effective use of resources and restricted the amount of multiprogramming. But it doesn’t work as well in interactive systems. No preemption could be bypassed by allowing the operating system to deallocate resources from jobs. This can be done if the state of the job can be easily saved and restored, as when a job is preempted in a round robin environment or a page is swapped to secondary storage in a virtual memory system. On the other hand, preemption of a dedicated I/O device (printer, plotter, tape drive, and so on), or of files during the modification process, can require some extremely unpleasant recovery tasks. Circular wait can be bypassed if the operating system prevents the formation of a circle. One such solution was proposed by Havender and is based on a numbering system for the resources such as: printer = 1, disk = 2, tape = 3, plotter = 4, and so on. The system forces each job to request its resources in ascending order: any “number one” devices required by the job would be requested first; any “number two” devices would be requested next; and so on. So if a job needed a printer and then a plotter, it would request them in this order: printer (#1) first and then the plotter (#4). If the job required the plotter first and then the printer, it would still request the printer first (which is a #1) even though it wouldn’t be used right away. A job could request a printer (#1) and then a disk (#2) and then a tape (#3); but if it needed another printer (#1) late in its processing, it would still have to anticipate that need when it requested the first one, and before it requested the disk. This scheme of “hierarchical ordering” removes the possibility of a circular wait and therefore guarantees the removal of deadlocks. It doesn’t require that jobs state their maximum needs in advance, but it does require that the jobs anticipate the order in
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Avoidance Even if the operating system can’t remove one of the conditions for deadlock, it can avoid one if the system knows ahead of time the sequence of requests associated with each of the active processes. As was illustrated in the graphs presented in Figure 5.7 through Figure 5.11, there exists at least one allocation of resources sequence that will allow jobs to continue without becoming deadlocked.



Strategies for Handling Deadlocks



which they will request resources. From the perspective of a system designer, one of the difficulties of this scheme is discovering the best order for the resources so that the needs of the majority of the users are satisfied. Another difficulty is that of assigning a ranking to nonphysical resources such as files or locked database records where there is no basis for assigning a higher number to one over another.



One such algorithm was proposed by Dijkstra in 1965 to regulate resource allocation to avoid deadlocks. The Banker’s Algorithm is based on a bank with a fixed amount of capital that operates on the following principles: • No customer will be granted a loan exceeding the bank’s total capital. • All customers will be given a maximum credit limit when opening an account. • No customer will be allowed to borrow over the limit. • The sum of all loans won’t exceed the bank’s total capital.



✔ To remain in a safe state, the bank has to have sufficient funds to satisfy the needs of at least one customer.



(table 5.4) The bank started with $10,000 and has remaining capital of $4,000 after these loans. Therefore, it’s in a “safe state.”



Under these conditions, the bank isn’t required to have on hand the total of all maximum lending quotas before it can open up for business (we’ll assume the bank will always have the same fixed total and we’ll disregard interest charged on loans). For our example, the bank has a total capital fund of $10,000 and has three customers, C1, C2, and C3, who have maximum credit limits of $4,000, $5,000, and $8,000, respectively. Table 5.4 illustrates the state of affairs of the bank after some loans have been granted to C2 and C3. This is called a safe state because the bank still has enough money left to satisfy the maximum requests of C1, C2, or C3. Customer



Loan Amount



Maximum Credit



Remaining Credit



C1



0



4,000



4,000



C2



2,000



5,000



3,000



C3



4,000



8,000



4,000



Total loaned: $6,000 Total capital fund: $10,000
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A few weeks later after more loans have been made, and some have been repaid, the bank is in the unsafe state represented in Table 5.5. Customer



Loan Amount



Maximum Credit



Remaining Credit



C1



2,000



4,000



2,000



C2



3,000



5,000



2,000



C3



4,000



8,000



4,000



(table 5.5) The bank only has remaining capital of $1,000 after these loans and therefore is in an “unsafe state.”



Total loaned: $9,000 Total capital fund: $10,000



This is an unsafe state because with only $1,000 left, the bank can’t satisfy anyone’s maximum request; and if the bank lent the $1,000 to anyone, then it would be deadlocked (it can’t make a loan). An unsafe state doesn’t necessarily lead to deadlock, but it does indicate that the system is an excellent candidate for one. After all, none of the customers is required to request the maximum, but the bank doesn’t know the exact amount that will eventually be requested; and as long as the bank’s capital is less than the maximum amount available for individual loans, it can’t guarantee that it will be able to fill every loan request. If we substitute jobs for customers and dedicated devices for dollars, we can apply the same banking principles to an operating system. In this example the system has 10 devices. Table 5.6 shows our system in a safe state and Table 5.7 depicts the same system in an unsafe state. As before, a safe state is one in which at least one job can finish because there are enough available resources to satisfy its maximum needs. Then, using the resources released by the finished job, the maximum needs of another job can be filled and that job can be finished, and so on until all jobs are done. Job No.



Devices Allocated



Maximum Required



Remaining Needs



1



0



4



4



2



2



5



3



3



4



8



4



Total number of devices allocated: 6 Total number of devices in system: 10
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(table 5.6) Resource assignments after initial allocations. A safe state: Six devices are allocated and four units are still available.
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Job No.



Devices Allocated



Maximum Required



Remaining Needs



1



2



4



2



2



3



5



2



3



4



8



4



Resource assignments after later allocations. An unsafe state: Only one unit is available but every job requires at least two to complete its execution.
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Total number of devices allocated: 9 Total number of devices in system: 10
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The operating system must be sure never to satisfy a request that moves it from a safe state to an unsafe one. Therefore, as users’ requests are satisfied, the operating system must identify the job with the smallest number of remaining resources and make sure that the number of available resources is always equal to, or greater than, the number needed for this job to run to completion. Requests that would place the safe state in jeopardy must be blocked by the operating system until they can be safely accommodated.



✔ If the system is always kept in a safe state, all requests will eventually be satisfied and a deadlock will be avoided.



If this elegant solution is expanded to work with several classes of resources, the system sets up a “resource assignment table” for each type of resource and tracks each table to keep the system in a safe state. Although the Banker’s Algorithm has been used to avoid deadlocks in systems with a few resources, it isn’t always practical for most systems for several reasons: • As they enter the system, jobs must predict the maximum number of resources needed. As we’ve said before, this isn’t practical in interactive systems. • The number of total resources for each class must remain constant. If a device breaks and becomes suddenly unavailable, the algorithm won’t work (the system may already be in an unsafe state). • The number of jobs must remain fixed, something that isn’t possible in interactive systems where the number of active jobs is constantly changing. • The overhead cost incurred by running the avoidance algorithm can be quite high when there are many active jobs and many devices because it has to be invoked for every request. • Resources aren’t well utilized because the algorithm assumes the worst case and, as a result, keeps vital resources unavailable to guard against unsafe states. • Scheduling suffers as a result of the poor utilization and jobs are kept waiting for resource allocation. A steady stream of jobs asking for a few resources can cause the indefinite postponement of a more complex job requiring many resources.



Detection The directed graphs presented earlier in this chapter showed how the existence of a circular wait indicated a deadlock, so it’s reasonable to conclude that deadlocks can
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be detected by building directed resource graphs and looking for cycles. Unlike the avoidance algorithm, which must be performed every time there is a request, the algorithm used to detect circularity can be executed whenever it is appropriate: every hour, once a day, only when the operator notices that throughput has deteriorated, or when an angry user complains. The detection algorithm can be explained by using directed resource graphs and “reducing” them. Begin with a system that is in use, as shown in Figure 5.12(a). The steps to reduce a graph are these: 1. Find a process that is currently using a resource and not waiting for one. This process can be removed from the graph (by disconnecting the link tying the resource to the process, such as P3 in Figure 5.12(b)), and the resource can be returned to the “available list.” This is possible because the process would eventually finish and return the resource. 2. Find a process that’s waiting only for resource classes that aren’t fully allocated (such as P2 in Figure 5.12(c)). This process isn’t contributing to deadlock since it would eventually get the resource it’s waiting for, finish its work, and return the resource to the “available list” as shown in Figure 5.12(c).” 3. Go back to step 1 and continue with steps 1 and 2 until all lines connecting resources to processes have been removed, eventually reaching the stage shown in Figure 5.12(d). If there are any lines left, this indicates that the request of the process in question can’t be satisfied and that a deadlock exists. Figure 5.12 illustrates a system in which three processes—P1, P2, and P3—and three resources—R1, R2, and R3—aren’t deadlocked. (figure 5.12) R1
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This system is deadlock-free because the graph can be completely reduced, as shown in (d).
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Figure 5.12 shows the stages of a graph reduction from (a), the original state. In (b), the link between P3 and R3 can be removed because P3 isn’t waiting for any other resources to finish, so R3 is released and allocated to P2 (step 1). In (c), the links between P2 and R3 and between P2 and R2 can be removed because P2 has all of its requested resources and can run to completion—and then R2 can be allocated to P1. Finally, in (d), the links between P1 and R2 and between P1 and R1 can be removed because P1 has all of its requested resources and can finish successfully. Therefore, the graph is completely resolved. However, Figure 5.13 shows a very similar situation that is deadlocked because of a key difference: P2 is linked to R1.



(figure 5.13) Even after this graph (a) is reduced as much as possible (by removing the request from P3), it is still deadlocked (b).
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The deadlocked system in Figure 5.13 can’t be reduced. In (a), the link between P3 and R3 can be removed because P3 isn’t waiting for any other resource, so R3 is released and allocated to P2. But in (b), P2 has only two of the three resources it needs to finish and it is waiting for R1. But R1 can’t be released by P1 because P1 is waiting for R2, which is held by P2; moreover, P1 can’t finish because it is waiting for P2 to finish (and release R2), and P2 can’t finish because it’s waiting for R1. This is a circular wait.



Recovery Once a deadlock has been detected, it must be untangled and the system returned to normal as quickly as possible. There are several recovery algorithms, but they all have one feature in common: They all require at least one victim, an expendable job, which, when removed from the deadlock, will free the system. Unfortunately for the victim, removal generally requires that the job be restarted from the beginning or from a convenient midpoint.
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The first and simplest recovery method, and the most drastic, is to terminate every job that’s active in the system and restart them from the beginning. The second method is to terminate only the jobs involved in the deadlock and ask their users to resubmit them. The third method is to identify which jobs are involved in the deadlock and terminate them one at a time, checking to see if the deadlock is eliminated after each removal, until the deadlock has been resolved. Once the system is freed, the remaining jobs are allowed to complete their processing and later the halted jobs are started again from the beginning. The fourth method can be put into effect only if the job keeps a record, a snapshot, of its progress so it can be interrupted and then continued without starting again from the beginning of its execution. The snapshot is like the landing in our staircase example: Instead of forcing the deadlocked stair climbers to return to the bottom of the stairs, they need to retreat only to the nearest landing and wait until the others have passed. Then the climb can be resumed. In general, this method is favored for long-running jobs to help them make a speedy recovery. Until now we’ve offered solutions involving the jobs caught in the deadlock. The next two methods concentrate on the nondeadlocked jobs and the resources they hold. One of them, the fifth method in our list, selects a nondeadlocked job, preempts the resources it’s holding, and allocates them to a deadlocked process so it can resume execution, thus breaking the deadlock. The sixth method stops new jobs from entering the system, which allows the nondeadlocked jobs to run to completion so they’ll release their resources. Eventually, with fewer jobs in the system, competition for resources is curtailed so the deadlocked processes get the resources they need to run to completion. This method is the only one listed here that doesn’t rely on a victim, and it’s not guaranteed to work unless the number of available resources surpasses that needed by at least one of the deadlocked jobs to run (this is possible with multiple resources). Several factors must be considered to select the victim that will have the least-negative effect on the system. The most common are: • The priority of the job under consideration—high-priority jobs are usually untouched • CPU time used by the job—jobs close to completion are usually left alone • The number of other jobs that would be affected if this job were selected as the victim In addition, programs working with databases also deserve special treatment because a database that is only partially updated is only partially correct. Therefore, jobs that are modifying data shouldn’t be selected for termination because the consistency and validity of the database would be jeopardized. Fortunately, designers of many database systems have included sophisticated recovery mechanisms so damage to the database is minimized if a transaction is interrupted or terminated before completion.



160



C7047_05_Ch05.qxd



1/12/10



4:50 PM



Page 161



Starvation



While deadlock affects systemwide performance, starvation affects individual jobs or processes. To find the starved tasks, the system monitors the waiting times for PCBs in the WAITING queues.



So far we have concentrated on deadlocks, the result of liberal allocation of resources. At the opposite end is starvation, the result of conservative allocation of resources where a single job is prevented from execution because it’s kept waiting for resources that never become available. To illustrate this, the case of the dining philosophers problem was introduced by Dijkstra in 1968.



Starvation



✔



Five philosophers are sitting at a round table, each deep in thought, and in the center lies a bowl of spaghetti that is accessible to everyone. There are forks on the table—one between each philosopher, as illustrated in Figure 5.14. Local custom dictates that each philosopher must use two forks, the forks on either side of the plate, to eat the spaghetti, but there are only five forks—not the 10 it would require for all five thinkers to eat at once—and that’s unfortunate for Philosopher 2. When they sit down to dinner, Philosopher 1 (P1) is the first to take the two forks (F1 and F5) on either side of the plate and begins to eat. Inspired by his colleague,



(figure 5.14) The dining philosophers’ table, before the meal begins.
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Philosopher 3 (P3) does likewise, using F2 and F3. Now Philosopher 2 (P2) decides to begin the meal but is unable to start because no forks are available: F1 has been allocated to P1, and F2 has been allocated to P3, and the only remaining fork can be used only by P4 or P5. So (P2) must wait. Soon, P3 finishes eating, puts down his two forks, and resumes his pondering. Should the fork beside him (F2), that’s now free, be allocated to the hungry philosopher (P2)? Although it’s tempting, such a move would be a bad precedent because if the philosophers are allowed to tie up resources with only the hope that the other required resource will become available, the dinner could easily slip into an unsafe state; it would be only a matter of time before each philosopher held a single fork—and nobody could eat. So the resources are allocated to the philosophers only when both forks are available at the same time. The status of the “system” is illustrated in Figure 5.15. P4 and P5 are quietly thinking and P1 is still eating when P3 (who should be full) decides to eat some more; and because the resources are free, he is able to take F2 and F3 once again. Soon thereafter, P1 finishes and releases F1 and F5, but P2 is still not



(figure 5.15) Each philosopher must have both forks to begin eating, the one on the right and the one on the left. Unless the resources, the forks, are allocated fairly, some philosophers may starve.
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Conclusion



able to eat because F2 is now allocated. This scenario could continue forever; and as long as P1 and P3 alternate their use of the available resources, P2 must wait. P1 and P3 can eat any time they wish while P2 starves—only inches from nourishment. In a computer environment, the resources are like forks and the competing processes are like dining philosophers. If the resource manager doesn’t watch for starving processes and jobs, and plan for their eventual completion, they could remain in the system forever waiting for the right combination of resources. To address this problem, an algorithm designed to detect starving jobs can be implemented, which tracks how long each job has been waiting for resources (this is the same as aging, described in Chapter 4). Once starvation has been detected, the system can block new jobs until the starving jobs have been satisfied. This algorithm must be monitored closely: If monitoring is done too often, then new jobs will be blocked too frequently and throughput will be diminished. If it’s not done often enough, then starving jobs will remain in the system for an unacceptably long period of time.



Conclusion Every operating system must dynamically allocate a limited number of resources while avoiding the two extremes of deadlock and starvation. In this chapter we discussed several methods of dealing with livelocks and deadlocks: prevention, avoidance, and detection and recovery. Deadlocks can be prevented by not allowing the four conditions of a deadlock to occur in the system at the same time. By eliminating at least one of the four conditions (mutual exclusion, resource holding, no preemption, and circular wait), the system can be kept deadlock-free. As we’ve seen, the disadvantage of a preventive policy is that each of these conditions is vital to different parts of the system at least some of the time, so prevention algorithms are complex and to routinely execute them involves high overhead. Deadlocks can be avoided by clearly identifying safe states and unsafe states and requiring the system to keep enough resources in reserve to guarantee that all jobs active in the system can run to completion. The disadvantage of an avoidance policy is that the system’s resources aren’t allocated to their fullest potential. If a system doesn’t support prevention or avoidance, then it must be prepared to detect and recover from the deadlocks that occur. Unfortunately, this option usually relies on the selection of at least one “victim”—a job that must be terminated before it finishes execution and restarted from the beginning. In the next chapter, we’ll look at problems related to the synchronization of processes in a multiprocessing environment.
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Key Terms avoidance: the dynamic strategy of deadlock avoidance that attempts to ensure that resources are never allocated in such a way as to place a system in an unsafe state. circular wait: one of four conditions for deadlock through which each process involved is waiting for a resource being held by another; each process is blocked and can’t continue, resulting in deadlock. deadlock: a problem occurring when the resources needed by some jobs to finish execution are held by other jobs, which, in turn, are waiting for other resources to become available. Also called deadly embrace. detection: the process of examining the state of an operating system to determine whether a deadlock exists. directed graphs: a graphic model representing various states of resource allocations. livelock: a locked system whereby two (or more) processes continually block the forward progress of the others without making any forward progress themselves. It is similar to a deadlock except that neither process is blocked or obviously waiting; both are in a continuous state of change. locking: a technique used to guarantee the integrity of the data in a database through which the user locks out all other users while working with the database. mutual exclusion: one of four conditions for deadlock in which only one process is allowed to have access to a resource. no preemption: one of four conditions for deadlock in which a process is allowed to hold on to resources while it is waiting for other resources to finish execution. prevention: a design strategy for an operating system where resources are managed in such a way that some of the necessary conditions for deadlock do not hold. process synchronization: (1) the need for algorithms to resolve conflicts between processors in a multiprocessing environment; or (2) the need to ensure that events occur in the proper order even if they are carried out by several processes. race: a synchronization problem between two processes vying for the same resource. recovery: the steps that must be taken, when deadlock is detected, by breaking the circle of waiting processes. resource holding: one of four conditions for deadlock in which each process refuses to relinquish the resources it holds until its execution is completed even though it isn’t using them because it’s waiting for other resources. safe state: the situation in which the system has enough available resources to guarantee the completion of at least one job running on the system.
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Exercises



spooling: a technique developed to speed I/O by collecting in a disk file either input received from slow input devices or output going to slow output devices, such as printers. starvation: the result of conservative allocation of resources in which a single job is prevented from execution because it’s kept waiting for resources that never become available. unsafe state: a situation in which the system has too few available resources to guarantee the completion of at least one job running on the system. It can lead to deadlock. victim: an expendable job that is selected for removal from a deadlocked system to provide more resources to the waiting jobs and resolve the deadlock.



Interesting Searches • False Deadlock Detection • Starvation and Livelock Detection • Distributed Deadlock Detection • Deadlock Resolution Algorithms • Operating System Freeze



Exercises Research Topics A. In Chapter 3 we discussed the problem of thrashing. Research current literature to investigate the role of deadlock and any resulting thrashing. Discuss how you would begin to quantify the cost to the system (in terms of throughput and performance) of deadlock-caused thrashing. Cite your sources. B. Research the problem of livelock in a networked environment. Describe how it differs from deadlock and give an example of the problem. Identify at least two different methods the operating system could use to detect and resolve livelock. Cite your sources.



Exercises 1. Give a computer system example (different from the one described in this chapter) of a race that would yield a different result depending on the order of processing. 2. Give at least two “real life” examples (not related to a computer system environment) of each of these concepts: deadlock, starvation, and race. Describe how the deadlocks can be resolved.
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3. Select one example of deadlock from Exercise 2 and identify which elements of the deadlock represent the four necessary conditions for all deadlocks. 4. Describe the fate of the “victim” in deadlock resolution. Describe the actions required to complete the victim’s tasks. 5. Using the narrow staircase example from the beginning of this chapter, create a list of actions or tasks that would allow people to use the staircase without causing deadlock or starvation. 6. Figure 5.16 shows a tunnel going through a mountain and two streets parallel to each other—one at each end of the tunnel. Traffic lights are located at each end of the tunnel to control the cross flow of traffic through each intersection. Based on this figure, answer the following questions: a. How can deadlock occur and under what circumstances? b. How can deadlock be detected? c. Give a solution to prevent deadlock and starvation. (Figure 5.16) Traffic flow diagram for Exercise 6.



Independence Tunnel



Mount George



7. Consider the directed resource graph shown in Figure 5.17 and answer the following questions: a. Are there any blocked processes? b. Is this system deadlocked? c. What is the resulting graph after reduction by P1? d. What is the resulting graph after reduction by P2?
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1. What is the status of the system if the request by P2 is granted before that of P1?



Exercises



e. If Both P1 and P2 have requested R2, answer these questions:



2. What is the status of the system if the request by P1 is granted before that of P2? (Figure 5.17) Directed resource graph for Exercise 7.



8. Consider the directed resource graph shown in Figure 5.18, and answer the following questions: a. Identify all of the deadlocked processes. b. Can the directed graph be reduced, partially or totally? c. Can the deadlock be resolved without selecting a victim? d. Which requests by the three processes for resources from R2 would you satisfy to minimize the number of processes involved in the deadlock? e. Conversely, which requests by the three processes for resources from R2 would you satisfy to maximize the number of processes involved in deadlock? (Figure 5.18) Directed resource graph for Exercise 8.
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9. Consider an archival system with 13 dedicated devices. All jobs currently running on this system require a maximum of five drives to complete but they each run for long periods of time with just four drives and request the fifth one only at the very end of the run. Assume that the job stream is endless. a. Suppose your operating system supports a very conservative device allocation policy so that no job will be started unless all the required drives have been allocated to it for the entire duration of its run. 1. What is the maximum number of jobs that can be active at once? Explain your answer. 2. What are the minimum and maximum number of tape drives that may be idle as a result of this policy? Explain your answer. b. Suppose your operating system supports the Banker’s Algorithm. 1. What is the maximum number of jobs that can be in progress at once? Explain your answer. 2. What are the minimum and maximum number of drives that may be idle as a result of this policy? Explain your answer. 10-12. For the three systems described below, given that all of the devices are of the same type, and using the definitions presented in the discussion of the Banker’s Algorithm, answer these questions: a. Determine the remaining needs for each job in each system. b. Determine whether each system is safe or unsafe. c. If the system is in a safe state, list the sequence of requests and releases that will make it possible for all processes to run to completion. d. If the system is in an unsafe state, show how it’s possible for deadlock to occur. 10. System A has 12 devices; only one is available. Job No.



Devices Allocated



Maximum Required



1



5



6



2



4



7



3



2



6



4



0



2



Remaining Needs



11. System B has 14 devices; only two are available.
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Job No.



Devices Allocated



Maximum Required



1



5



8



2



3



9



3



4



8



Remaining Needs
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Exercises



12. System C has 12 devices; only two are available. Job No.



Devices Allocated



Maximum Required



1



5



8



2



4



6



3



1



4



Remaining Needs



Advanced Exercises 13. Suppose you are an operating system designer and have been approached by the system administrator to help solve the recurring deadlock problem in your installation’s spooling system. What features might you incorporate into the operating system so that deadlocks in the spooling system can be resolved without losing the work (the system processing) already performed by the deadlocked processes? 14. As we discussed in this chapter, a system that is in an unsafe state is not necessarily deadlocked. Explain why this is true. Give an example of such a system (in an unsafe state) and describe how all the processes could be completed without causing deadlock to occur. 15. Explain how you would design and implement a mechanism to allow the operating system to detect which, if any, processes are starving. 16. Given the four primary types of resources—CPU, memory, storage devices, and files—select for each one the most suitable technique described in this chapter to fight deadlock and briefly explain why it is your choice. 17. State the limitations imposed on programs (and on systems) that have to follow a hierarchical ordering of resources, such as disks, printers, and files. 18. Consider a banking system with 10 accounts. Funds may be transferred between two of those accounts by following these steps: lock A(i);



lock A(j);



update A(i);



update A(j);



unlock A(i);



unlock A(j);



a. Can this system become deadlocked? If yes, show how. If no, explain why not. b. Could the numbering request policy (presented in the chapter discussion about detection) be implemented to prevent deadlock if the number of accounts is dynamic? Explain why or why not.
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Concurrent Processes



PROCESS MANAGER



Single-Processor Configurations



Multiple-Process Synchronization



Multiple-Processor Programming



“



”



The measure of power is obstacles overcome.



—Oliver Wendell Holmes, Jr. (1841–1935)



Learning Objectives After completing this chapter, you should be able to describe: • The critical difference between processes and processors, and their connection • The differences among common configurations of multiprocessing systems • The basic concepts of multi-core processor technology • The significance of a critical region in process synchronization • The essential ideas behind process synchronization software • The need for process cooperation when several processors work together • The similarities and differences between processes and threads • How processors cooperate when executing a job, process, or thread • The significance of concurrent programming languages and their applications
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In Chapters 4 and 5, we described multiprogramming systems that use only one CPU, one processor, which is shared by several jobs or processes. This is called multiprogramming. In this chapter we look at another common situation, multiprocessing systems, which have several processors working together in several distinctly different configurations. Multiprocessing systems include single computers with multiple cores as well as linked computing systems with only one processor each to share processing among them.



What Is Parallel Processing? Parallel processing, one form of multiprocessing, is a situation in which two or more processors operate in unison. That means two or more CPUs are executing instructions simultaneously. In multiprocessing systems, the Processor Manager has to coordinate the activity of each processor, as well as synchronize cooperative interaction among the CPUs. There are two primary benefits to parallel processing systems: increased reliability and faster processing. The reliability stems from the availability of more than one CPU: If one processor fails, then the others can continue to operate and absorb the load. This isn’t simple to do; the system must be carefully designed so that, first, the failing processor can inform other processors to take over and, second, the operating system can restructure its resource allocation strategies so the remaining processors don’t become overloaded. The increased processing speed is often achieved because sometimes instructions can be processed in parallel, two or more at a time, in one of several ways. Some systems allocate a CPU to each program or job. Others allocate a CPU to each working set or parts of it. Still others subdivide individual instructions so that each subdivision can be processed simultaneously (which is called concurrent programming). Increased flexibility brings increased complexity, however, and two major challenges remain: how to connect the processors into configurations and how to orchestrate their interaction, which applies to multiple interacting processes as well. (It might help if you think of each process as being run on a separate processor.) The complexities of the Processor Manager’s task when dealing with multiple processors or multiple processes are easily illustrated with an example: You’re late for an early afternoon appointment and you’re in danger of missing lunch, so you get in line for the drive-through window of the local fast-food shop. When you place your order, the order clerk confirms your request, tells you how much it will cost, and asks you to drive to the pickup window where a cashier collects your money and hands over your
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A fast-food lunch spot is similar to the six-step information retrieval system below. It is described in a different way in Table 6.1.



What Is Parallel Processing?



order. All’s well and once again you’re on your way—driving and thriving. You just witnessed a well-synchronized multiprocessing system. Although you came in contact with just two processors—the order clerk and the cashier—there were at least two other processors behind the scenes who cooperated to make the system work—the cook and the bagger.



a) Processor 1 (the order clerk) accepts the query, checks for errors, and passes the request on to Processor 2 (the bagger). b) Processor 2 (the bagger) searches the database for the required information (the hamburger). c) Processor 3 (the cook) retrieves the data from the database (the meat to cook for the hamburger) if it’s kept off-line in secondary storage. d) Once the data is gathered (the hamburger is cooked), it’s placed where Processor 2 can get it (in the hamburger bin). e) Processor 2 (the bagger) passes it on to Processor 4 (the cashier). f) Processor 4 (the cashier) routes the response (your order) back to the originator of the request—you. (table 6.1) The six steps of the fast-food lunch stop.



Originator



Action



Receiver



Processor 1 (the order clerk)



Accepts the query, checks for errors, and passes the request on to =>



Processor 2 (the bagger)



Processor 2 (the bagger)



Searches the database for the required information (the hamburger)



Processor 3 (the cook)



Retrieves the data from the database (the meat to cook for the hamburger) if it’s kept off-line in secondary storage



Processor 3 (the cook)



Once the data is gathered (the hamburger is cooked), it’s placed where the receiver => can get it (in the hamburger bin)



Processor 2 (the bagger)



Processor 2 (the bagger)



Passes it on to =>



Processor 4 (the cashier)



Processor 4 (the cashier)



Routes the response (your order) back to the originator of the request =>



You



Synchronization is the key to the system’s success because many things can go wrong in a multiprocessing system. For example, what if the communications system broke down and you couldn’t speak with the order clerk? What if the cook produced hamburgers at full speed all day, even during slow periods? What would happen to the extra hamburgers? What if the cook became badly burned and couldn’t cook anymore? What would the bagger do if there were no hamburgers? What if the cashier
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decided to take your money but didn’t give you any food? Obviously, the system can’t work properly unless every processor communicates and cooperates with every other processor.



Evolution of Multiprocessors Multiprocessing can take place at several different levels, each of which requires a different frequency of synchronization, as shown in Table 6.2. Notice that at the job level, multiprocessing is fairly benign. It’s as if each job is running on its own workstation with shared system resources. On the other hand, when multiprocessing takes place at the thread level, a high degree of synchronization is required to disassemble each process, perform the thread’s instructions, and then correctly reassemble the process. This may require additional work by the programmer, as we’ll see later in this chapter.



One single-core CPU chip in 2003 placed about 10 million transistors into one square millimeter, roughly the size of the tip of a ball point pen.



Parallelism Level



Process Assignments



Synchronization Required



(table 6.2)



Job Level



Each job has its own processor and all processes and threads are run by that same processor.



No explicit synchronization required.



Process Level



Unrelated processes, regardless of job, are assigned to any available processor.



Moderate amount of synchronization required to track processes.



Levels of parallelism and the required synchronization among processors.



Thread Level



Threads are assigned to available processors.



High degree of synchronization required, often requiring explicit instructions from the programmer.



Introduction to Multi-Core Processors Multi-core processors have several processors on a single chip. As processors became smaller in size (as predicted by Moore’s Law) and faster in processing speed, CPU designers began to use nanometer-sized transistors. Each transistor switches between two positions—0 and 1—as the computer conducts its binary arithmetic at increasingly fast speeds. However, as transistors reached nano-sized dimensions and the space between transistors became ever closer, the quantum physics of electrons got in the way. In a nutshell, here’s the problem. When transistors are placed extremely close together, electrons have the ability to spontaneously tunnel, at random, from one transistor to another, causing a tiny but measurable amount of current to leak. The smaller the transistor, the more significant the leak. (When an electron does this “tunneling,” it seems to
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A second problem was the heat generated by the chip. As processors became faster, the heat also climbed and became increasingly difficult to disperse. These heat and tunneling issues threatened to limit the ability of chip designers to make processors ever smaller. One solution was to create a single chip (one piece of silicon) with two “processor cores” in the same amount of space. With this arrangement, two sets of calculations can take place at the same time. The two cores on the chip generate less heat than a single core of the same size and tunneling is reduced; however, the two cores each run more slowly than the single core chip. Therefore, to get improved performance from a dualcore chip, the software has to be structured to take advantage of the double calculation capability of the new chip design. Building on their success with two-core chips, designers have created multi-core processors with predictions, as of this writing, that 80 or more cores will be placed on a single chip, as shown in Chapter 1.



✔ Software that requires sequential calculations will run slower on a dual-core chip than on a singlecore chip.



Typical Multiprocessing Configurations



spontaneously disappear from one transistor and appear in another nearby transistor. It’s as if a Star Trek voyager asked the electron to be “beamed aboard” the second transistor.)



Does this hardware innovation affect the operating system? Yes, because it must manage multiple processors, multiple RAMs, and the processing of many tasks at once. However, a dual-core chip is not always faster than a single-core chip. It depends on the tasks being performed and whether they’re multi-threaded or sequential.



Typical Multiprocessing Configurations Much depends on how the multiple processors are configured within the system. Three typical configurations are: master/slave, loosely coupled, and symmetric.



Master/Slave Configuration The master/slave configuration is an asymmetric multiprocessing system. Think of it as a single-processor system with additional slave processors, each of which is managed by the primary master processor as shown in Figure 6.1. The master processor is responsible for managing the entire system—all files, devices, memory, and processors. Therefore, it maintains the status of all processes in the system, performs storage management activities, schedules the work for the other processors, and executes all control programs. This configuration is well suited for computing environments in which processing time is divided between front-end and back-end processors; in these cases, the front-end processor takes care of the interactive users and quick jobs, and the back-end processor takes care of those with long jobs using the batch mode.
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(figure 6.1)



Slave



Main Memory



Master Processor



In a master/slave multiprocessing configuration, slave processors can access main memory directly but they must send all I/O requests through the master processor.



I/O Devices



Slave



The primary advantage of this configuration is its simplicity. However, it has three serious disadvantages: • Its reliability is no higher than for a single-processor system because if the master processor fails, the entire system fails. • It can lead to poor use of resources because if a slave processor should become free while the master processor is busy, the slave must wait until the master becomes free and can assign more work to it. • It increases the number of interrupts because all slave processors must interrupt the master processor every time they need operating system intervention, such as for I/O requests. This creates long queues at the master processor level when there are many processors and many interrupts.



Loosely Coupled Configuration The loosely coupled configuration features several complete computer systems, each with its own memory, I/O devices, CPU, and operating system, as shown in Figure 6.2. This configuration is called loosely coupled because each processor controls its own resources—its own files, access to memory, and its own I/O devices—and that means that each processor maintains its own commands and I/O management tables. The only (figure 6.2)
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Main Memory



Processor 1



I/O Devices 1



Main Memory



Processor 2



I/O Devices 2



Main Memory



Processor 3



I/O Devices 3



In a loosely coupled multiprocessing configuration, each processor has its own dedicated resources.
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When a job arrives for the first time, it’s assigned to one processor. Once allocated, the job remains with the same processor until it’s finished. Therefore, each processor must have global tables that indicate to which processor each job has been allocated. To keep the system well balanced and to ensure the best use of resources, job scheduling is based on several requirements and policies. For example, new jobs might be assigned to the processor with the lightest load or the best combination of output devices available.



Typical Multiprocessing Configurations



difference between a loosely coupled multiprocessing system and a collection of independent single-processing systems is that each processor can communicate and cooperate with the others.



This system isn’t prone to catastrophic system failures because even when a single processor fails, the others can continue to work independently. However, it can be difficult to detect when a processor has failed.



Symmetric Configuration The symmetric configuration (also called tightly coupled) has four advantages over loosely coupled configuration: • It’s more reliable. • It uses resources effectively. • It can balance loads well. • It can degrade gracefully in the event of a failure.



✔ The symmetric configuration is best implemented if all of the processors are of the same type.



However, it is the most difficult configuration to implement because the processes must be well synchronized to avoid the problems of races and deadlocks that we discussed in Chapter 5. In a symmetric configuration (as depicted in Figure 6.3), processor scheduling is decentralized. A single copy of the operating system and a global table listing each process and its status is stored in a common area of memory so every processor has access to it. Each processor uses the same scheduling algorithm to select which process it will run next.



(figure 6.3) A symmetric multiprocessing configuration with homogeneous processors. Processes must be carefully synchronized to avoid deadlocks and starvation.



Processor 1 Main Memory



Processor 2



I/O Devices



Processor 3
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Whenever a process is interrupted, whether because of an I/O request or another type of interrupt, its processor updates the corresponding entry in the process list and finds another process to run. This means that the processors are kept quite busy. But it also means that any given job or task may be executed by several different processors during its run time. And because each processor has access to all I/O devices and can reference any storage unit, there are more conflicts as several processors try to access the same resource at the same time. This presents the obvious need for algorithms to resolve conflicts between processors— that’s called process synchronization.



Process Synchronization Software The success of process synchronization hinges on the capability of the operating system to make a resource unavailable to other processes while it is being used by one of them. These “resources” can include printers and other I/O devices, a location in storage, or a data file. In essence, the used resource must be locked away from other processes until it is released. Only when it is released is a waiting process allowed to use the resource. This is where synchronization is critical. A mistake could leave a job waiting indefinitely (starvation) or, if it’s a key resource, cause a deadlock. It is the same thing that can happen in a crowded ice cream shop. Customers take a number to be served. The numbers on the wall are changed by the clerks who pull a chain to increment them as they attend to each customer. But what happens when there is no synchronization between serving the customers and changing the number? Chaos. This is the case of the missed waiting customer. Let’s say your number is 75. Clerk 1 is waiting on customer 73 and Clerk 2 is waiting on customer 74. The sign on the wall says “Now Serving #74” and you’re ready with your order. Clerk 2 finishes with customer 74 and pulls the chain so the sign says “Now Serving #75.” But just then the clerk is called to the telephone and leaves the building, never to return (an interrupt). Meanwhile, Clerk 1 pulls the chain and proceeds to wait on #76—and you’ve missed your turn. If you speak up quickly, you can correct the mistake gracefully; but when it happens in a computer system, the outcome isn’t as easily remedied. Consider the scenario in which Processor 1 and Processor 2 finish with their current jobs at the same time. To run the next job, each processor must: 1. Consult the list of jobs to see which one should be run next. 2. Retrieve the job for execution. 3. Increment the READY list to the next job. 4. Execute it.
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There are several other places where this problem can occur: memory and page allocation tables, I/O tables, application databases, and any shared resource.



Process Synchronization Software



Both go to the READY list to select a job. Processor 1 sees that Job 74 is the next job to be run and goes to retrieve it. A moment later, Processor 2 also selects Job 74 and goes to retrieve it. Shortly thereafter, Processor 1, having retrieved Job 74, returns to the READY list and increments it, moving Job 75 to the top. A moment later Processor 2 returns; it has also retrieved Job 74 and is ready to process it, so it increments the READY list and now Job 76 is moved to the top and becomes the next job in line to be processed. Job 75 has become the missed waiting customer and will never be processed, while Job 74 is being processed twice—an unacceptable state of affairs.



Obviously, this situation calls for synchronization. Several synchronization mechanisms are available to provide cooperation and communication among processes. The common element in all synchronization schemes is to allow a process to finish work on a critical part of the program before other processes have access to it. This is applicable both to multiprocessors and to two or more processes in a single-processor (time-shared) processing system. It is called a critical region because it is a critical section and its execution must be handled as a unit. As we’ve seen, the processes within a critical region can’t be interleaved without threatening the integrity of the operation.



✔ The lock-and-key technique is conceptually the same one that’s used to lock databases, as discussed in Chapter 5, so different users can access the same database without causing a deadlock.



Synchronization is sometimes implemented as a lock-and-key arrangement: Before a process can work on a critical region, it must get the key. And once it has the key, all other processes are locked out until it finishes, unlocks the entry to the critical region, and returns the key so that another process can get the key and begin work. This sequence consists of two actions: (1) the process must first see if the key is available and (2) if it is available, the process must pick it up and put it in the lock to make it unavailable to all other processes. For this scheme to work, both actions must be performed in a single machine cycle; otherwise it is conceivable that while the first process is ready to pick up the key, another one would find the key available and prepare to pick up the key—and each could block the other from proceeding any further. Several locking mechanisms have been developed, including test-and-set, WAIT and SIGNAL, and semaphores.



Test-and-Set Test-and-set is a single, indivisible machine instruction known simply as TS and was introduced by IBM for its multiprocessing System 360/370 computers. In a single machine cycle it tests to see if the key is available and, if it is, sets it to unavailable. The actual key is a single bit in a storage location that can contain a 0 (if it’s free) or a 1 (if busy). We can consider TS to be a function subprogram that has one
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parameter (the storage location) and returns one value (the condition code: busy/free), with the exception that it takes only one machine cycle. Therefore, a process (Process 1) would test the condition code using the TS instruction before entering a critical region. If no other process was in this critical region, then Process 1 would be allowed to proceed and the condition code would be changed from 0 to 1. Later, when Process 1 exits the critical region, the condition code is reset to 0 so another process can enter. On the other hand, if Process 1 finds a busy condition code, then it’s placed in a waiting loop where it continues to test the condition code and waits until it’s free. Although it’s a simple procedure to implement, and it works well for a small number of processes, test-and-set has two major drawbacks. First, when many processes are waiting to enter a critical region, starvation could occur because the processes gain access in an arbitrary fashion. Unless a first-come, first-served policy were set up, some processes could be favored over others. A second drawback is that the waiting processes remain in unproductive, resource-consuming wait loops, requiring context switching. This is known as busy waiting—which not only consumes valuable processor time but also relies on the competing processes to test the key, something that is best handled by the operating system or the hardware.



WAIT and SIGNAL WAIT and SIGNAL is a modification of test-and-set that’s designed to remove busy waiting. Two new operations, which are mutually exclusive and become part of the process scheduler’s set of operations, are WAIT and SIGNAL. WAIT is activated when the process encounters a busy condition code. WAIT sets the process’s process control block (PCB) to the blocked state and links it to the queue of processes waiting to enter this particular critical region. The Process Scheduler then selects another process for execution. SIGNAL is activated when a process exits the critical region and the condition code is set to “free.” It checks the queue of processes waiting to enter this critical region and selects one, setting it to the READY state. Eventually the Process Scheduler will choose this process for running. The addition of the operations WAIT and SIGNAL frees the processes from the busy waiting dilemma and returns control to the operating system, which can then run other jobs while the waiting processes are idle (WAIT).



Semaphores A semaphore is a non-negative integer variable that’s used as a binary signal, a flag. One of the most well-known semaphores was the signaling device, shown in Figure 6.4, used by railroads to indicate whether a section of track was clear. When the arm of the
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(figure 6.4) The semaphore used by railroads indicates whether your train can proceed. When it’s lowered (a), another train is approaching and your train must stop to wait for it to pass. If it is raised (b), your train can continue.



Process Synchronization Software



semaphore was raised, the track was clear and the train was allowed to proceed. When the arm was lowered, the track was busy and the train had to wait until the arm was raised. It had only two positions, up or down (on or off).



In an operating system, a semaphore performs a similar function: It signals if and when a resource is free and can be used by a process. Dijkstra (1965) introduced two operations to overcome the process synchronization problem we’ve discussed. Dijkstra called them P and V, and that’s how they’re known today. The P stands for the Dutch word proberen (to test) and the V stands for verhogen (to increment). The P and V operations do just that: They test and increment. Here’s how they work. If we let s be a semaphore variable, then the V operation on s is simply to increment s by 1. The action can be stated as: V(s): s: = s + 1 This in turn necessitates a fetch, increment, and store sequence. Like the test-and-set operation, the increment operation must be performed as a single indivisible action to avoid deadlocks. And that means that s cannot be accessed by any other process during the operation. The operation P on s is to test the value of s and, if it’s not 0, to decrement it by 1. The action can be stated as: P(s): If s > 0 then s: = s – 1 This involves a test, fetch, decrement, and store sequence. Again this sequence must be performed as an indivisible action in a single machine cycle or be arranged so that the process cannot take action until the operation (test or increment) is finished. The operations to test or increment are executed by the operating system in response to calls issued by any one process naming a semaphore as parameter (this alleviates the process from having control). If s = 0, it means that the critical region is busy and the
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process calling on the test operation must wait until the operation can be executed and that’s not until s > 0. As shown in Table 6.3, P3 is placed in the WAIT state (for the semaphore) on State 4. As also shown in Table 6.3, for States 6 and 8, when a process exits the critical region, the value of s is reset to 1 indicating that the critical region is free. This, in turn, triggers the awakening of one of the blocked processes, its entry into the critical region, and the resetting of s to 0. In State 7, P1 and P2 are not trying to do processing in that critical region and P4 is still blocked.



State Number



Actions Calling Process



Operation



Running in Critical Region



Results Blocked on s



0



(table 6.3) Value of s 1



1



P1



test(s)



2



P1



increment(s)



3



P2



test(s)



P2



4



P3



test(s)



P2



P3



0



5



P4



test(s)



P2



P3, P4



0



6



P2



increment(s)



P3



P4



0



P3



P4



0



7 8



P3



increment(s)



9



P4



increment(s)



P1



0 1 0



P4



0 1



After State 5 of Table 6.3, the longest waiting process, P3, was the one selected to enter the critical region, but that isn’t necessarily the case unless the system is using a first-in, first-out selection policy. In fact, the choice of which job will be processed next depends on the algorithm used by this portion of the Process Scheduler. As you can see from Table 6.3, test and increment operations on semaphore s enforce the concept of mutual exclusion, which is necessary to avoid having two operations attempt to execute at the same time. The name traditionally given to this semaphore in the literature is mutex and it stands for MUTual EXclusion. So the operations become: test(mutex): if mutex > 0 then mutex: = mutex – 1 increment(mutex): mutex: = mutex + 1 In Chapter 5 we talked about the requirement for mutual exclusion when several jobs were trying to access the same shared physical resources. The concept is the same here,
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The sequence of states for four processes calling test and increment (P and V) operations on the binary semaphore s. (Note: The value of the semaphore before the operation is shown on the line preceding the operation. The current value is on the same line.)
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Thus far we’ve looked at the problem of mutual exclusion presented by interacting parallel processes using the same shared data at different rates of execution. This can apply to several processes on more than one processor, or interacting (codependent) processes on a single processor. In this case, the concept of a critical region becomes necessary because it ensures that parallel processes will modify shared data only while in the critical region.



Process Cooperation



but we have several processes trying to access the same shared critical region. The procedure can generalize to semaphores having values greater than 0 and 1.



In sequential computations mutual exclusion is achieved automatically because each operation is handled in order, one at a time. However, in parallel computations the order of execution can change, so mutual exclusion must be explicitly stated and maintained. In fact, the entire premise of parallel processes hinges on the requirement that all operations on common variables consistently exclude one another over time.



Process Cooperation There are occasions when several processes work directly together to complete a common task. Two famous examples are the problems of producers and consumers, and of readers and writers. Each case requires both mutual exclusion and synchronization, and each is implemented by using semaphores.



Producers and Consumers The classic problem of producers and consumers is one in which one process produces some data that another process consumes later. Although we’ll describe the case with one producer and one consumer, it can be expanded to several pairs of producers and consumers. Let’s return for a moment to the fast-food framework at the beginning of this chapter because the synchronization between two of the processors (the cook and the bagger) represents a significant problem in operating systems. The cook produces hamburgers that are sent to the bagger (consumed). Both processors have access to one common area, the hamburger bin, which can hold only a finite number of hamburgers (this is called a buffer area). The bin is a necessary storage area because the speed at which hamburgers are produced is independent from the speed at which they are consumed. Problems arise at two extremes: when the producer attempts to add to an already full bin (as when the cook tries to put one more hamburger into a full bin) and when the consumer attempts to draw from an empty bin (as when the bagger tries to take a
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hamburger that hasn’t been made yet). In real life, the people watch the bin and if it’s empty or too full the problem is recognized and quickly resolved. However, in a computer system such resolution is not so easy. Consider the case of the prolific CPU. The CPU can generate output data much faster than a printer can print it. Therefore, since this involves a producer and a consumer of two different speeds, we need a buffer where the producer can temporarily store data that can be retrieved by the consumer at a more appropriate speed. Figure 6.5 shows three typical buffer states.



(figure 6.5) The buffer can be in any one of these three states: (a) full buffer, (b) partially empty buffer, or (c) empty buffer.



(a)



(b)



(c)



Because the buffer can hold only a finite amount of data, the synchronization process must delay the producer from generating more data when the buffer is full. It must also be prepared to delay the consumer from retrieving data when the buffer is empty. This task can be implemented by two counting semaphores—one to indicate the number of full positions in the buffer and the other to indicate the number of empty positions in the buffer. A third semaphore, mutex, will ensure mutual exclusion between processes.
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Producer



Consumer



(table 6.4)



produce data



P (full)



P (empty)



P (mutex)



Definitions of the Producers and Consumers processes.



P (mutex)



read data from buffer



write data into buffer



V (mutex)



V (mutex)



V (empty)



V (full)



consume data
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Variables, Functions



Definitions



full



defined as a semaphore



empty



defined as a semaphore



mutex



defined as a semaphore



n



the maximum number of positions in the buffer



V ( x)



x: = x + 1 (x is any variable defined as a semaphore)



P ( x)



if x > 0 then x: = x – 1



mutex = 1



means the process is allowed to enter the critical region



COBEGIN



the delimiter that indicates the beginning of concurrent processing



COEND



the delimiter that indicates the end of concurrent processing



Process Cooperation



(table 6.5)



4:53 PM



Given the definitions in Table 6.4 and Table 6.5, the Producers and Consumers Algorithm shown below synchronizes the interaction between the producer and consumer. Producers and Consumers Algorithm



empty: = n full: = 0 mutex: = 1 COBEGIN repeat until no more data PRODUCER repeat until buffer is empty CONSUMER COEND The processes (PRODUCER and CONSUMER) then execute as described. Try the code with n = 3 or try an alternate order of execution to see how it actually works. The concept of producers and consumers can be extended to buffers that hold records or other data, as well as to other situations in which direct process-to-process communication of messages is required.



Readers and Writers The problem of readers and writers was first formulated by Courtois, Heymans, and Parnas (1971) and arises when two types of processes need to access a shared resource such as a file or database. They called these processes readers and writers. An airline reservation system is a good example. The readers are those who want flight information. They’re called readers because they only read the existing data; they
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don’t modify it. And because no one is changing the database, the system can allow many readers to be active at the same time—there’s no need to enforce mutual exclusion among them. The writers are those who are making reservations on a particular flight. Writers must be carefully accommodated because they are modifying existing data in the database. The system can’t allow someone to be writing while someone else is reading (or writing). Therefore, it must enforce mutual exclusion if there are groups of readers and a writer, or if there are several writers, in the system. Of course the system must be fair when it enforces its policy to avoid indefinite postponement of readers or writers. In the original paper, Courtois, Heymans, and Parnas offered two solutions using P and V operations. The first gives priority to readers over writers so readers are kept waiting only if a writer is actually modifying the data. However, this policy results in writer starvation if there is a continuous stream of readers. The second policy gives priority to the writers. In this case, as soon as a writer arrives, any readers that are already active are allowed to finish processing, but all additional readers are put on hold until the writer is done. Obviously this policy results in reader starvation if a continuous stream of writers is present. Either scenario is unacceptable. To prevent either type of starvation, Hoare (1974) proposed the following combination priority policy. When a writer is finished, any and all readers who are waiting, or on hold, are allowed to read. Then, when that group of readers is finished, the writer who is on hold can begin, and any new readers who arrive in the meantime aren’t allowed to start until the writer is finished. The state of the system can be summarized by four counters initialized to 0: • Number of readers who have requested a resource and haven’t yet released it (R1 = 0) • Number of readers who are using a resource and haven’t yet released it (R2 = 0) • Number of writers who have requested a resource and haven’t yet released it (W1 = 0) • Number of writers who are using a resource and haven’t yet released it (W2 = 0) This can be implemented using two semaphores to ensure mutual exclusion between readers and writers. A resource can be given to all readers, provided that no writers are processing (W2 = 0). A resource can be given to a writer, provided that no readers are reading (R2 = 0) and no writers are writing (W2 = 0). Readers must always call two procedures: the first checks whether the resources can be immediately granted for reading; and then, when the resource is released, the second checks to see if there are any writers waiting. The same holds true for writers. The first procedure must determine if the resource can be immediately granted for writing, and then, upon releasing the resource, the second procedure will find out if any readers are waiting.
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Until now we’ve looked at multiprocessing as several jobs executing at the same time on a single processor (which interacts with I/O processors, for example) or on multiprocessors. Multiprocessing can also refer to one job using several processors to execute sets of instructions in parallel. The concept isn’t new, but it requires a programming language and a computer system that can support this type of construct. This type of system is referred to as a concurrent processing system.



Concurrent Programming



Concurrent Programming



Applications of Concurrent Programming Most programming languages are serial in nature—instructions are executed one at a time. Therefore, to resolve an arithmetic expression, every operation is done in sequence following the order prescribed by the programmer and compiler. Table 6.6 shows the steps to compute the following expression: A = 3 * B * C + 4 / (D + E) ** (F – G) (table 6.6) The sequential computation of the expression requires several steps. (In this example, there are seven steps, but each step may involve more than one machine operation.)



✔ The order of operations is a mathematical convention, a universal agreement that dictates the sequence of calculations to solve any equation.



Step No.



Operation



Result



1



(F – G)



Store difference in T1



2



(D + E)



Store sum in T2



3



(T2) ** (T1)



Store power in T1



4



4 / (T1)



Store quotient in T2



5



3*B



Store product in T1



6



(T1) * C



Store product in T1



7



(T1) + (T2)



Store sum in A



All equations follow a standard order of operations, which states that to solve an equation you first perform all calculations in parentheses. Second, you calculate all exponents. Third, you perform all multiplication and division. Fourth, you perform the addition and subtraction. For each step you go from left to right. If you were to perform the calculations in some other order, you would run the risk of finding the incorrect answer. For many computational purposes, serial processing is sufficient; it’s easy to implement and fast enough for most users. However, arithmetic expressions can be processed differently if we use a language that allows for concurrent processing. Let’s revisit two terms—COBEGIN and COEND—
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that will indicate to the compiler which instructions can be processed concurrently. Then we’ll rewrite our expression to take advantage of a concurrent processing compiler. COBEGIN T1 = 3 * B T2 = D + E T3 = F – G COEND COBEGIN T4 = T1 * C T5 = T2 ** T3 COEND A = T4 + 4 / T5 As shown in Table 6.7, to solve A = 3 * B * C + 4 / (D + E) ** (F – G), the first three operations can be done at the same time if our computer system has at least three processors. The next two operations are done at the same time, and the last expression is performed serially with the results of the first two steps. Step No.



Processor



Operation



Result



(table 6.7)



1



1



3*B



Store product in T1



2



(D + E)



Store sum in T2



3



(F – G)



Store difference in T3



1



(T1) * C



Store product in T4



With concurrent processing, the sevenstep procedure can be processed in only four steps, which reduces execution time.



2



(T2) ** (T3)



Store power in T5



3



1



4 / (T5)



Store quotient in T1



4



1



(T4) + (T1)



Store sum in A



2



With this system we’ve increased the computation speed, but we’ve also increased the complexity of the programming language and the hardware (both machinery and communication among machines). In fact, we’ve also placed a large burden on the programmer—to explicitly state which instructions can be executed in parallel. This is explicit parallelism. The automatic detection by the compiler of instructions that can be performed in parallel is called implicit parallelism. With a true concurrent processing system, the example presented in Table 6.6 and Table 6.7 is coded as a single expression. It is the compiler that translates the algebraic expression into separate instructions and decides which steps can be performed in parallel and which in serial mode.
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As shown in the four cases that follow, concurrent processing can also dramatically reduce the complexity of working with array operations within loops, of performing matrix multiplication, of conducting parallel searches in databases, and of sorting or merging files. Some of these systems use parallel processors that execute the same type of tasks.



Concurrent Programming



For example, the equation Y = A + B * C + D could be rearranged by the compiler as A + D + B * C so that two operations A + D and B * C would be done in parallel, leaving the final addition to be calculated last.



Case 1: Array Operations To perform an array operation within a loop in three steps, the instruction might say: for(j = 1; j character; therefore, C:> is the standard prompt for a hard drive system and A:> is the prompt for a computer with one floppy disk drive. The default prompt can be changed using the PROMPT command. Command



Stands For



Action to Be Performed



(table 14.4)



DIR



Directory



List what’s in this directory.



CD or CHDIR



Change Directory



Change the working directory.



COPY



Copy



Copy a file. Append one to another.



DEL or ERASE



Delete



Delete the following file or files.



RENAME



Rename



Rename a file.



TYPE



Type



Display the text file on the screen.



PRINT



Print



Print one or more files on printer.



DATE



Date



Display and/or change the system date.



Some common MS-DOS user commands. Commands can be entered in either upper- or lowercase characters; although in this text we use all capital letters to make the notation consistent. Check the technical documentation for your system for proper spelling and syntax.



TIME



Time



Display and/or change the system time.



MD or MKDIR



Make Directory



Create a new directory or subdirectory.



FIND



Find



Find a string. Search files for a string.



FORMAT



Format Disk



Logically prepare a disk for file storage.



CHKDSK



Check Disk



Check disk for disk/file/directory status.



PROMPT



System Prompt



Change the system prompt symbol.



DEFRAG



Defragment Disk



Compact fragmented files.



(filename)



452



Run (execute) the file.
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User commands include some or all of these elements in this order: command



source-file



destination-file



User Interface



When the user presses the Enter key, the shell called COMMAND.COM interprets the command and calls on the next lower-level routine to satisfy the request.



switches



The command is any legal MS-DOS command. The source-file and destination-file are included when applicable and, depending on the current drive and directory, might need to include the file’s complete pathname. The switches begin with a slash (i.e., /P /V /F) and are optional; they give specific details about how the command is to be carried out. Most commands require a space between each of their elements. The commands are carried out by the COMMAND.COM file, which is part of MS-DOS, as shown in Figure 14.2. As we said before, when COMMAND.COM is loaded during the system’s initialization, one section of it is stored in the low section of memory; this is the resident portion of the code. It contains the command interpreter and the routines needed to support an active program. In addition, it contains the routines needed to process CTRL-C, CTRL-BREAK, and critical errors. The transient code, the second section of COMMAND.COM, is stored in the highest addresses of memory and can be overwritten by application programs if they need to use its memory space. Later, when the program terminates, the resident portion of COMMAND.COM checks to see if the transient code is still intact. If it isn’t, it loads a new copy. As a user types in a command, each character is stored in memory and displayed on the screen. When the Enter key is pressed, the operating system transfers control to the command interpreter portion of COMMAND.COM, which either accesses the routine that carries out the request or displays an error message. If the routine is residing in memory, then control is given to it directly. If the routine is residing on secondary storage, it’s loaded into memory and then control is given to it. Although we can’t describe every command available in MS-DOS, some features are worth noting to show the flexibility of this operating system.



Batch Files By creating customized batch files, users can quickly execute combinations of DOS commands to configure their systems, perform routine tasks, or make it easier for nontechnical users to run software. For instance, if a user routinely checks the system date and time, loads a device driver for a mouse, moves to a certain subdirectory, and loads a program called MAIL.COM,
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then the program that performs each of these steps (called START.BAT), would perform each of those steps in turn as shown in Figure 14.8. (figure 14.8) Contents of the program START.BAT.



To run this program, the user needs only to type START at the system prompt. To have this program run automatically every time the system is restarted, then the file should be renamed AUTOEXEC.BAT and loaded into the system’s root directory. By using batch files, any tedious combinations of keystrokes can be reduced to a few easily remembered customized commands.



Redirection MS-DOS can redirect output from one standard input or output device to another. For example, the DATE command sends output directly to the screen; but by using the redirection symbol (>), the output is redirected to another device or file instead. The syntax is: command > destination For example, if you want to send a directory listing to the printer, you would type DIR > PRN and the listing would appear on the printed page instead of the screen. Likewise, if you want the directory of the default drive to be redirected to a file on the disk in the B drive, you’d type DIR > B:DIRFILE and a new file called DIRFILE would be created on drive B and it would contain a listing of the directory. You can redirect and append new output to an existing file by using the append symbol (>>). For example, if you’ve already created the file DIRFILE with the redirection command and you wanted to generate a listing of the directory and append it to the previously created DIRFILE, you would type: DIR >> B:DIRFILE Now DIRFILE contains two listings of the same directory. Redirection works in the opposite manner as well. If you want to change the source to a specific device or file, use the < symbol. For example, let’s say you have a program
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User Interface



called INVENTRY.EXE under development that expects input from the keyboard, but for testing and debugging purposes you want it to accept input from a test data file. In this case, you would type: INVENTRY < B:TEST.DAT



Filters Filter commands accept input from the default device, manipulate the data in some fashion, and send the results to the default output device. A commonly used filter is SORT, which accepts input from the keyboard, sorts that data, and displays it on the screen. This filter command becomes even more useful if it can read data from a file and sort it to another file. This can be done by using the redirectional parameters. For example, if you wanted to sort a data file called STD.DAT and store it in another file called SORTSTD.DAT, then you’d type: SORT SORTSTD.DAT The sorted file would be in ascending order (numerically or alphabetically) starting with the first character in each line of the file. If you wanted the file sorted in reverse order, then you would type: SORT /R



SORTSTD.DAT



You can sort the file by column. For example, let’s say a file called EMPL has data that follows this format: the ID numbers start in Column 1, the phone numbers start in Column 6, and the last names start in Column 14. (A column is defined as characters delimited by one or more spaces.) To sort the file by last name, the command would be: SORT /+14



SORTEMPL.DAT



The file would be sorted in ascending order by the field starting at Column 14. Another common filter is MORE, which causes output to be displayed on the screen in groups of 24 lines, one screen at a time, and waits until the user presses the Enter key before displaying the next 24 lines.



Pipes A pipe can cause the standard output from one command to be used as standard input to another command; its symbol is a vertical bar (|). You can alphabetically sort your directory and display the sorted list on the screen by typing: DIR | SORT
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You can combine pipes and other filters too. For example, to display on the screen the contents of the file INVENTRY.DAT one screen at a time, the command would be: TYPE INVENTRY.DAT | MORE You can achieve the same result using only redirection by typing: MORE < INVENTRY.DAT You can sort your directory and display it one screen at a time by using pipes with this command: DIR | SORT | MORE Or you can achieve the same result by using both pipes and filters with these two commands: DIR | SORT > SORTFILE MORE < SORTFILE



Additional Commands Three additional commands often used in MS-DOS are FIND, PRINT, and TREE. Note that these are “traditional” MS-DOS commands, and some of the switches or options mentioned here might not work in Windows DOS-like emulators.



FIND FIND is a filter command that searches for a specific string in a given file or files and displays all lines that contain the string from those files. The string must be enclosed in double quotes (“ ”) and must be typed exactly as it is to be searched; upper- and lowercase letters are taken as entered. For example, the command to display all the lines in the file PAYROLL.COB that contain the string AMNT-PAID is this: FIND "AMNT-PAID" PAYROLL.COB The command to count the number of lines in the file PAYROLL.COB that contain the string AMNT-PAID and display the number on the screen is this: FIND /C "AMNT-PAID" PAYROLL.COB The command to display the relative line number, as well as the line in the file PAYROLL.COB that contains the string AMNT-PAID, is this: FIND /N "AMNT-PAID" PAYROLL.COB
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FIND /V "AMNT-PAID" PAYROLL.COB



User Interface



The command to display all of the lines in the file PAYROLL.COB that do not contain the string AMNT-PAID, is this:



The command to display the names of all files on the disk in drive B that do not contain the string SYS is this: DIR B: | FIND /V "SYS"



PRINT The PRINT command allows the user to set up a series of files for printing while freeing up COMMAND.COM to accept other commands. In effect, it’s a spooler. As the printer prints your files, you can type other commands and work on other applications. The PRINT command has many options; but to use the following two, they must be given the first time the PRINT command is used after booting the system: • The command PRINT /B allows you to change the size of the internal buffer. Its default is 512 bytes, but increasing its value speeds up the PRINT process. • The command PRINT /Q specifies the number of files allowed in the print queue. The minimum value for Q is 4 and the maximum is 32.



TREE The TREE command displays directories and subdirectories in a hierarchical and indented list. It also has options that allow the user to delete files while the tree is being generated. The display starts with the current or specified directory, with the subdirectories indented under the directory that contains them. For example, if we issue the command TREE, the response would be similar to that shown in Figure 14.9.



(figure 14.9) Sample results of the TREE command.
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To display the names of the files in each directory, add the switch /F: TREE /F The TREE command can also be used to delete a file that’s duplicated on several different directories. For example, to delete the file PAYROLL.COB anywhere on the disk, the command would be: TREE PAYROLL.COB /D /Q The system displays the tree as usual; but whenever it encounters a file called PAYROLL.COB, it pauses and asks if you want to delete it. If, you type Y, then it deletes the file and continues. If you type N, then it continues as before. For illustrative purposes, we’ve included only a few MS-DOS commands here. For a complete list of commands, their exact syntax, and more details about those we’ve discussed here, see www.microsoft.com.



Conclusion MS-DOS was written to serve users of 1980s personal computers, including the earliest IBM PCs. As such, it was a success but its limited flexibility made it unusable as computer hardware evolved. MS-DOS is remembered as the first standard operating system to be adopted by many manufacturers of personal computing machines. As the standard, it also supported, and was supported by, legions of software design groups. The weakness of MS-DOS was its single-user/single-task system design that couldn't support multitasking, networking, and other sophisticated applications required of computers of every size. Today it is a relic of times past, but its simple structure and user interface make it an accessible learning tool for operating system students.



Key Terms batch file: a file that includes a series of commands that are executed in sequence without any input from the user. It contrasts with an interactive session. BIOS: an acronym for basic input/output system, a set of programs that are hardcoded on a chip to load into ROM at startup. bootstrapping: the process of starting an inactive computer by using a small initialization program to load other programs.
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compaction: the process of collecting fragments of available memory space into contiguous blocks by moving programs and data in a computer’s memory or secondary storage.



Interesting Searches



command-driven interface: an interface that accepts typed commands, one line at a time, from the user. It contrasts with a menu-driven interface.



device driver: a device-specific program module that handles the interrupts and controls a particular type of device. extension: the part of the filename that indicates which compiler or software package is needed to run the files. file allocation table (FAT): the table used to track segments of a file. filter command: a command that directs input from a device or file, changes it, and then sends the result to a printer or display. first-fit memory allocation: a main memory allocation scheme that searches from the beginning of the free block list and selects for allocation the first block of memory large enough to fulfill the request. It contrasts with best-fit memory allocation. interrupt handler: the program that controls what action should be taken by the operating system when a sequence of events is interrupted. multitasking: a synonym for multiprogramming, a technique that allows a single processor to process several programs residing simultaneously in main memory and interleaving their execution by overlapping I/O requests with CPU requests. path: the sequence of directories and subdirectories the operating system must follow to find a specific file. pipe: a symbol that directs the operating system to divert the output of one command so it becomes the input of another command. In MS-DOS, the pipe symbol is |. redirection: an instruction that directs the operating system to send the results of a command to or from a file or a device other than a keyboard or monitor. In MS-DOS, the redirection symbols are < and >. system prompt: the signal from the operating system that it is ready to accept a user’s command, such as C:\> or C:\Documents>. working directory: the directory or subdirectory that is currently the one being used as the home directory.



Interesting Searches • MS-DOS Emulator • Autoexec Batch File • Basic Input/Output System (BIOS)
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• Command-Driven User Interface • MS-DOS Command Syntax



Exercises Research Topics A. Explore the computing world in the early 1980s and identify several reasons for the popularity of MS-DOS at that time. List competing operating systems and the brands of personal computers that were available. Cite your sources. B. According to www.microsoft.com, the company still supports MS-DOS because this operating system is in use at sites around the world. Conduct your own research to find a site that is still running MS-DOS and explain in your own words why it is the operating system of choice there.



Exercises 1. Describe in your own words the purpose of all user interfaces, whether command- or menu-driven. 2. Name five advantages that a command-driven user interface has over a menudriven user interface. 3. How is a legal MS-DOS filename constructed? Describe the maximum length and the roles of special characters, upper/lowercase, slashes, etc. 4. How do the sizes of system buffers and disk sectors compare? Which is larger? Explain why this is so. 5. Give examples of the CD, DIR, and TREE commands and explain why you would use each one. 6. Open the MS-DOS emulator from a Windows operating system (perhaps under the Accessories Menu and called “Command Prompt”). Change to a directory with several files and subdirectories and perform a DIR command. How is the resulting directory ordered (alphabetically, chronologically, or other)? 7. Open the MS-DOS emulator from a Windows operating system and perform a directory listing of the root directory (use the CD\ command and then the DIR command). Then using the Windows operating system, open the C folder. Compare the two listings and explain in your own words how they are similar and how they differ. 8. Open the MS-DOS emulator from a Windows operating system and perform a TREE command. Explain in your own words whether or not having access to this MS-DOS command could be valuable to a Windows user.
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Exercises



9. Describe in your own words the role of the file allocation table (FAT) and how it manages files. 10. How does the working directory described in this chapter compare to the working set described in Chapter 3?



Advanced Exercises 11. If you were configuring a small office with 10 personal computers running only MS-DOS, describe how you would network them and how many copies of the operating system you would need to purchase. 12. The FORMAT command wipes out any existing data on the disk being formatted or reformatted. Describe what safety features you would want to add to the system to prevent inadvertent use of this command. 13. Explain why a boot routine is a necessary element of all operating systems. 14. Describe how MS-DOS performs a cold boot and in what order its disk drives are accessed. Explain why this order does or does not make sense. 15. Describe how you would add control access to protect sensitive data in a computer running MS-DOS. Can you describe both hardware and software solutions? Describe any other features you would want to add to the system to make it more secure. 16. The boot routine is stored in the systems disk’s first sector so that this routine can be the first software loaded into memory when the computer is powered on. Conduct your own research to discover the essential elements of the boot routine and describe why this software is needed to “boot up” the system.
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Windows Operating Systems WINDOWS



Design Goals Memory Management Processor Management Device Management File Management Network Management Security Management User Interface



“



Windows has this exciting central position, a position that is used by thousands and thousands of companies to build their products.



”



—Bill Gates



Learning Objectives After completing this chapter, you should be able to describe: • The design goals for Windows operating systems • The role of MS-DOS in early Windows releases • The role of the Memory Manager and Virtual Memory Manager • The use of the Device, Processor, and Network Managers • The system security challenges • The Windows user interface
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Windows 95 was the first full-featured operating system sold by Microsoft Corporation and each one since has been a financial success. Windows operating systems are now available for computing environments of all sizes.



Windows Development The first Windows product used a graphical user interface (GUI) as its primary method of communication with the user and needed an underlying operating system so it could translate the users’ requests into system commands.



Early Windows Products Windows 1.0, introduced in 1985, ran on microcomputers with the MS-DOS operating system. That is, the first Windows application was not a true operating system. It was merely an interface between the actual MS-DOS operating system and the user. Even though this was a simple product (when compared to the complex operating systems of today), it was notable because it was the first menu-driven interface for desktop computers that were compatible with the IBM personal computer (PC). Windows 1.0 was followed by increasingly sophisticated GUIs designed to run increasingly powerful desktop computers, as shown in Table 15.1. The first widely adopted Windows product, Windows 3.1, featured a standardized look and feel, similar to the one made popular by Apple’s Macintosh computer. Windows 3.1 became the entrylevel product for single-user installations or small-business environments. Year



Product



Features



(table 15.1)



1985



Windows 1.0



First retail shipment of the first Windows product; required MS-DOS



1990



Windows 3.0



Improved performance and advanced ease-of-use; required MS-DOS



Early Microsoft Windows GUI products ran “on top of ” MS-DOS.



1992



Windows 3.1



Widely adopted, commercially successful GUI with more than 1,000 enhancements over 3.0; required MS-DOS



1992



Windows for Workgroups



GUI for small networks; required MS-DOS



Notice in Table 15.1 that Windows for Workgroups was the first Windows product to accommodate the needs of network users by including programs and features for small LANs. For example, a Windows for Workgroups system could easily share directories, disks, and printers among several interconnected machines. It also allowed personal



464



C7047_15_Ch15.qxd



1/12/10



Each Windows product has a version number. For example, Windows XP is version 5.1, Windows Vista is version 6.0, and Windows 7 is version 6.1. To find the version number, press the Windows logo key and the R key together. Then type winver. Then click OK.



(table 15.2) The evolution of key Microsoft Windows operating systems for home and professional use.
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intercommunication through e-mail and chat programs. It was intended for small or mid-sized groups of PCs typically seen in small businesses or small departments of larger organizations.



Operating Systems for Home and Professional Users



Windows Development



✔



5:27 PM



Before the release of the Windows 95 operating system, all Windows products were built to run on top of the MS-DOS operating system. That is, MS-DOS was the true operating system but took its direction from the Windows program being run on it. However, this layering technique proved to be a disadvantage. Although it helped Windows gain market share among MS-DOS users, MS-DOS had little built-in security, couldn’t perform multitasking, and had no interprocess communication capability. In addition, it was written to work closely with the microcomputer’s hardware, making it difficult to move the operating system to other platforms. To respond to these needs, Microsoft developed and released a succession of Windows operating systems (not mere GUIs) to appeal to home and office users, as shown in Table 15.2. (Parallel development of networking products is shown in Table 15.3.) 1995



Windows 95



True operating system designed to replace Windows 3.x, Windows for Workgroups, and MS-DOS for single-user desktop computers.



1998



Windows 98



For PC users. Implemented many bug fixes to Windows 95, had more extended hardware support, and was fully 32 bit. Not directly related to Windows NT.



2000



Windows Millennium Edition (ME)



Last Windows operating system built on the Windows 95 code.



2001



Windows XP Home



For PC users. A 32-bit operating system built to succeed Windows 95 and 98, but built on the Windows NT kernel.



2001



Windows XP Professional



For networking and power users, built on the Windows NT kernel. The Professional Edition was available in 32-bit and 64-bit versions.



2007



Windows Vista



Complex operating system with improved diagnostic and repair tools.



2009



Windows 7



Available in six versions, most with 64-bit addressing. Designed to address the stability and response shortcomings of Windows Vista.



While Microsoft was courting the home and office environment with single-user operating systems, the company also began developing more powerful networking products, beginning with Windows NT (New Technology). Unlike the single-user operating systems, Windows NT never relied on MS-DOS for support.
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Operating Systems for Networks In the fall of 1988, Microsoft hired David Cutler to lead the development of the Windows NT operating system. As an experienced architect of minicomputer systems, Cutler identified the primary market requirements for this new product: portability, multiprocessing capabilities, distributed computing support, compliance with government procurement requirements, and government security certification. The finished product has evolved as shown in Table 15.3. 1993



Windows NT Advanced Server version 3.1



The first version of NT; featured true client/server operating system with support for Intel, RISC, and multiprocessor systems.



1994



Windows NT Server version 3.5



Introduced BackOffice applications suite, required 4MB less RAM, and offered tighter links to NetWare and UNIX networks through enhanced TCP/IP stack.



1996



Windows NT Server version 4.0



Added popular interface from Windows 95, included support for DCOM, and integrated support for e-mail and Internet connectivity.



1999



Windows 2000 Server



Introduced X.500-style directory services, Kerberos security, and improved Distributed Component Object Model (DCOM).



2003



Windows Server 2003



Available in Standard Edition, Web Edition, Enterprise Edition, and Datacenter Edition, this operating system was designed as a server platform for Microsoft’s .NET initiative.



2009



Windows Server 2008 R2



Upgrade for Windows Server operating system.



2008



Windows Server 2008



Reduced power consumption, increased virtualization capabilities, supports up to 64 cores.



(table 15.3) The evolution of key Microsoft Windows networking operating systems. All have evolved from Windows NT.



In 1999, Microsoft changed the operating system’s name from Windows NT to Windows 2000, which was available in four packages: Windows 2000 Professional, Windows 2000 Server, Windows 2000 Advanced Server, and Windows 2000 Datacenter Server. The Datacenter Server was a new product designed for large data warehouses and other data-intensive business applications, and supported up to 64GB of physical memory. Likewise, Windows Server 2003 was also released with these same four packages plus a Web edition. Windows Server 2008 Release 2 was launched in 2009 to coincide with the launch of Windows 7 and offered improved support for multiple cores, up to 64, reduced power consumption, and increased virtualization capabilities. The rest of our discussion of Windows focuses primarily on the networking releases of this operating system.
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For the operating system to fulfill its market requirements, certain features such as security had to be incorporated from the outset. Therefore, the designers of Windows assembled a set of software design goals to facilitate decision making as the coding process evolved. For example, if two design options conflicted, the design goals were used to help determine which was better.



Design Goals



Design Goals



When they were designed, Windows networking operating systems were influenced by several operating system models, using already-existing frameworks while introducing new features. They use an object model to manage operating system resources and to allocate them to users in a consistent manner. They use symmetric multiprocessing (SMP) to achieve maximum performance from multiprocessor computers. To accommodate the various needs of its user community, and to optimize resources, the Windows team identified five design goals: extensibility, portability, reliability, compatibility, and performance—goals that Microsoft has met with varying levels of success.



Extensibility Knowing that operating systems must change over time to support new hardware devices or new software technologies, the design team decided that the operating system had to be easily enhanced. This feature is called extensibility. In an effort to ensure the integrity of the Windows code, the designers separated operating system functions into two groups: a privileged executive process and a set of nonprivileged processes called protected subsystems. The term privileged refers to a processor’s mode of operation. Most processors have a privileged mode (in which all machine instructions are allowed and system memory is accessible) and a nonprivileged mode (in which certain instructions are not allowed and system memory isn’t accessible). In Windows terminology, the privileged processor mode is called kernel mode and the nonprivileged processor mode is called user mode. Usually, operating systems execute in kernel mode only and application programs execute in user mode only, except when they call operating system services. In Windows, the protected subsystems execute in user mode as if they were applications, which allows protected subsystems to be modified or added without affecting the integrity of the executive process.
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In addition to protected subsystems, Windows designers included several features to address extensibility issues: • A modular structure so new components can be added to the executive process • A group of abstract data types called objects that are manipulated by a special set of services, allowing system resources to be managed uniformly • A remote procedure call that allows an application to call remote services regardless of their location on the network



Portability Portability refers to the operating system’s ability to operate on different machines that use different processors or configurations with a minimum amount of recoding. To address this goal, Windows system developers used a four-prong approach. First, they wrote it in a standardized, high-level language. Second, the system accommodated the hardware to which it was expected to be ported (32-bit, 64-bit, etc.). Third, code that interacted directly with the hardware was minimized to reduce incompatibility errors. Fourth, all hardware-dependent code was isolated into modules that could be modified more easily whenever the operating system was ported. Windows is written for ease of porting to machines that use 32-bit or 64-bit linear addresses and provides virtual memory capabilities. Most Windows operating systems have shared the following features: • The code is modular. That is, the code that must access processor-dependent data structures and registers is contained in small modules that can be replaced by similar modules for different processors. • Much of Windows is written in C, a programming language that’s standardized and readily available. The graphic component and some portions of the networking user interface are written in C++. Assembly language code (which generally is not portable) is used only for those parts of the system that must communicate directly with the hardware. • Windows contains a hardware abstraction layer (HAL), a dynamic-link library that provides isolation from hardware dependencies furnished by different vendors. The HAL abstracts hardware, such as caches, with a layer of low-level software so that higher-level code need not change when moving from one platform to another.



Reliability Reliability refers to the robustness of a system—that is, its predictability in responding to error conditions, even those caused by hardware failures. It also refers to the
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Design Goals



operating system’s ability to protect itself and its users from accidental or deliberate damage by user programs. Structured exception handling is one way to capture error conditions and respond to them uniformly. Whenever such an event occurs, either the operating system or the processor issues an exception call, which automatically invokes the exception handling code that’s appropriate to handle the condition, ensuring that no harm is done to either user programs or the system. In addition, the following features strengthen the system: • A modular design that divides the executive process into individual system components that interact with each other through specified programming interfaces. For example, if it becomes necessary to replace the Memory Manager with a new one, then the new one will use the same interfaces. • A file system called NTFS (NT File System), which can recover from all types of errors including those that occur in critical disk sectors. To ensure recoverability, NTFS uses redundant storage and a transaction-based scheme for storing data. • A security architecture that provides a variety of security mechanisms, such as user logon, resource quotas, and object protection. • A virtual memory strategy that provides every program with a large set of memory addresses and prevents one user from reading or modifying memory that’s occupied by another user unless the two are explicitly sharing memory.



Compatibility Compatibility usually refers to an operating system’s ability to execute programs written for other operating systems or for earlier versions of the same system. However, for Windows, compatibility is a more complicated topic. Through the use of protected subsystems, Windows provides execution environments for applications that are different from its primary programming interface—the Win32 application programming interface (API). When running on Intel processors, the protected subsystems supply binary compatibility with existing Microsoft applications. Windows also provides source-level compatibility with POSIX applications that adhere to the POSIX operating system interfaces defined by the IEEE. (POSIX is the Portable Operating System Interface for UNIX, an operating system API that defines how a service is invoked through a software package. POSIX was developed by the IEEE to increase the portability of application software. [IEEE, 2004]. In addition to compatibility with programming interfaces, recent versions of Windows also support already-existing file systems, including the MS-DOS file allocation table (FAT), the CD-ROM file system (CDFS), and the NTFS.
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Windows comes with built-in verification of important hardware and software. That is, the upgrade setup procedures include a check-only mode that examines the system’s hardware and software for potential problems and produces a report that lists them. The procedure stops when it can’t find drivers for critical devices, such as hard-disk controllers, bus extensions, and other items that are sometimes necessary for a successful upgrade.



Performance The operating system should respond quickly to CPU-bound applications. To do so, Windows is built with the following features: • System calls, page faults, and other crucial processes are designed to respond in a timely manner. • A mechanism called the local procedure call (LPC) is incorporated into the operating system so that communication among the protected subsystems doesn’t restrain performance. • Critical elements of Windows’ networking software are built into the privileged portion of the operating system to improve performance. In addition, these components can be loaded and unloaded from the system dynamically, if necessary. That said, the response of some Windows operating systems slowed down as applications were installed and the computer was used over time. Even when these applications were uninstalled, performance remained slow and did not return to benchmarks the system achieved when the computer was new.



Memory Management Every operating system uses its own view of physical memory and requires its application programs to access memory in specified ways. In the example shown in Figure 15.1, each process’s virtual address space is 4GB, with 2GB each allocated to program storage and system storage. When physical memory becomes full, the Virtual Memory Manager pages some of the memory contents to disk, freeing physical memory for other processes. The challenge for all Windows operating systems, especially those running in a network, is to run application programs written for Windows or POSIX without crashing into each other in memory. Each Windows environment subsystem provides a view of memory that matches what its applications expect. The executive process has its own memory structure, which the subsystems access by calling the operating system’s inherent services.
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Layout of Windows memory. This is a virtual memory system based on 32-bit addresses in a linear address space. The 64-bit versions use a similar model but on a much larger scale with 8TB for the user and 8TB for the kernel.
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In recent versions of Windows, the operating system resides in high virtual memory and the user’s code and data reside in low virtual memory, as shown in Figure 15.1. A user’s process can’t read or write to system memory directly. All user-accessible memory can be paged to disk, as can the segment of system memory labeled paged pool. However, the segment of system memory labeled nonpaged pool is never paged to disk because it’s used to store critical objects, such as the code that does the paging, as well as major data structures.



User-Mode Features The Virtual Memory (VM) Manager allows user-mode subsystems to share memory and provides a set of native services that a process can use to manage its virtual memory in the following ways: • Allocate memory in two stages: first by reserving memory and then by committing memory, as needed. This two-step procedure allows a process to reserve a large section of virtual memory without being charged for it until it’s actually needed. • Provide read and/or write protection for virtual memory, allowing processes to share memory when needed. • Lock virtual pages in physical memory. This ensures that a critical page won’t be removed from memory while a process is using it. For example, a database application that uses a tree structure to update its data may lock the root of the tree in memory, thus minimizing page faults while accessing the database. • Retrieve information about virtual pages. • Protect virtual pages. Each virtual page has a set of flags associated with it that determines the types of access allowed in user mode. In addition, Windows provides object-based memory protection. Therefore, each time a process opens a section
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object, a block of memory that can be shared by two or more processes, the security reference monitor checks whether the process is allowed to access the object. • Rewrite virtual pages to disk. If an application modifies a page, the VM Manager writes the changes back to the file during its normal paging operations.



Virtual Memory Implementation The Virtual Memory Manager relies on address space management and paging techniques.



Address Space Management As shown in Figure 15.1, the upper half of the virtual address space is accessible only to kernel-mode processes. Code in the lower part of this section, kernel code and data, is never paged out of memory. In addition, the addresses in this range are translated by the hardware, providing exceedingly fast data access. Therefore, the lower part of the resident operating system code is used for sections of the kernel that require maximum performance, such as the code that dispatches units of execution, called threads of execution, in a processor. When users create a new process, they can specify that the VM Manager initialize their virtual address space by duplicating the virtual address space of another process. This allows environment subsystems to present their client processes with views of memory that don’t correspond to the virtual address space of a native process.



Paging The pager is the part of the VM Manager that transfers pages between page frames in memory and disk storage. As such, it’s a complex combination of both software policies and hardware mechanisms. Software policies determine when to bring a page into memory and where to put it. Hardware mechanisms include the exact manner in which the VM Manager translates virtual addresses into physical addresses. Because the hardware features of each system directly affect the success of the VM Manager, implementation of virtual memory varies from processor to processor. Therefore, this portion of the operating system isn’t portable and must be modified for each new hardware platform. To make the transition easier, Windows keeps this code small and isolated. The processor chip that handles address translation and exception handling looks at each address generated by a program and translates it into a physical address. If the page containing the address isn’t in memory, then the hardware generates a page fault and issues a call to the pager. The translation look-aside buffer (TLB) is a hardware array of associative memory used by the processor to speed memory access. As pages are brought into memory by the VM Manager, it creates entries
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Paging policies in a virtual memory system dictate how and when paging is done and are composed of fetch, placement, and replacement policies:



Memory Management



for them in the TLB. If a virtual address isn’t in the TLB, it may still be in memory. In that case, virtual software rather than hardware is used to find the address, resulting in slower access times.



• The fetch policy determines when the pager copies a page from disk to memory. The VM Manager uses a demand paging algorithm with locality of reference, called clustering, to load pages into memory. This strategy attempts to minimize the number of page faults that a process encounters. • The placement policy is the set of rules that determines where the virtual page is loaded in memory. If memory isn’t full, the VM Manager selects the first page frame from a list of free page frames. This list is called the page frame database, and is an array of entries numbered from 0 through n ⳯ 1, with n equaling the number of page frames of memory in the system. Each entry contains information about the corresponding page frame, which can be in one of six states at any given time: valid, zeroed, free, standby, modified, or bad. Valid and modified page frames are those currently in use. Those zeroed, free, or on standby represent available page frames; bad frames can’t be used.



✔ We say pages are “removed” to indicate that these pages are no longer available in memory. However, these pages are not actually removed but marked for deletion and then overwritten by the incoming page.



Of the available page frames, the page frame database links together those that are in the same state, thus creating five separate homogeneous lists. Whenever the number of pages in the zeroed, free, and standby lists reaches a preset minimum, the modified page writer process is activated to write the contents of the modified pages to disk and link them to the standby list. On the other hand, if the modified page list becomes too short, the VM Manager shrinks each process’s working set to its minimum working set size and adds the newly freed pages to the modified or standby lists to be reused. • The replacement policy determines which virtual page must be removed from memory to make room for a new page. Of the replacement policies considered in Chapter 3, the VM Manager uses a local FIFO replacement policy and keeps track of the pages currently in memory for each process—the process’s working set. The FIFO algorithm is local to each process, so that when a page fault occurs, only page frames owned by a process can be freed. When it’s created, each process is assigned a minimum working-set size, which is the number of pages the process is guaranteed to have in memory while it’s executing. If memory isn’t very full, the VM Manager allows the process to have the pages it needs up to its working set maximum. If the process requires even more pages, the VM Manager removes one of the process’s pages for each new page fault the process generates. Certain parts of the VM Manager are dependent on the processor running the operating system and must be modified for each platform. These platform-specific features include page table entries, page size, page-based protection, and virtual address translation.
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Processor Management In general, a process is the combination of an executable program, a private memory area, and system resources allocated by the operating system as the program executes. However, a process requires a fourth component before it can do any work: at least one thread of execution. A thread is the entity within a process that the kernel schedules for execution; it could be roughly equated to a task. Using multiple threads, also called multithreading, allows a programmer to break up a single process into several executable segments and also to take advantage of the extra CPU power available in computers with multiple processors. Windows Server 2008 Release 2 can coordinate processing among 64 cores. Windows is a preemptive multitasking, multithreaded operating system. By default, a process contains one thread, which is composed of the following: • A unique identifier • The contents of a volatile set of registers indicating the processor’s state • Two stacks used during the thread’s execution • A private storage area used by subsystems and dynamic-link libraries These components are called the thread’s context; the actual data forming this context varies from one processor to another. The kernel schedules threads for execution on a processor. For example, when you use the mouse to double-click an icon in the Program Manager, the operating system creates a process, and that process has one thread that runs the code. The process is like a container for the global variables, the environment strings, the heap owned by the application, and the thread. The thread is what actually executes the code. Figure 15.2 shows a diagram of a process with a single thread.



(figure 15.2)
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Unitasking in Windows. Here’s how a process with a single thread is scheduled for execution on a system with a single processor.
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(figure 15.3) Multitasking using multithreading. Here’s how a process with four threads can be scheduled for execution on a system with four processors.



Processor Management



For systems with multiple processors, a process can have as many threads as there are CPUs available. The overhead incurred by a thread is minimal. In some cases, it’s actually advantageous to split a single application into multiple threads because the entire program is then much easier to understand. The creation of threads isn’t as complicated as it may seem. Although each thread has its own stack, all threads belonging to one process share its global variables, heap, and environment strings, as shown in Figure 15.3.



Process Global Variables Heap Environment Strings Thread Stack
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Thread Stack



Thread 1



Thread 2



Thread 3



Thread 4



Multiple threads can present problems because it’s possible for several different threads to modify the same global variables independently of each other. To prevent this, Windows operating systems include synchronization mechanisms to give exclusive access to global variables as these multithreaded processes are executed. For example, let’s say the user is modifying a database application. When the user enters a series of records into the database, the cursor changes into a combination of hourglass and arrow pointer, indicating that a thread is writing the last record to the disk while another thread is accepting new data. Therefore, even as processing is going on, the user can perform other tasks. The concept of overlapped I/O is now occurring on the user’s end, as well as on the computer’s end. Multithreading is advantageous when doing database searches because data is retrieved faster when the system has several threads of execution that are searching an array simultaneously, especially if each thread has its own CPU. Programs written to take advantage of these features must be designed very carefully to minimize contention, such as when two CPUs attempt to access the same memory location at the same time, or when two threads compete for single shared resources, such as a hard disk. Client/server applications tend to be CPU-intensive for the server because, although queries on the database are received as requests from a client computer, the actual
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query is managed by the server’s processor. A Windows multiprocessing environment can satisfy those requests by allocating additional CPU resources.



Device Management The I/O system must accommodate the needs of existing devices—from a simple mouse and keyboard to printers, display terminals, disk drives, CD-ROM drives, multimedia devices, and networks. In addition, it must consider future storage and input technologies. The I/O system provides a uniform high-level interface for executivelevel I/O operations and eliminates the need for applications to account for differences among physical devices. It shields the rest of the operating system from the details of device manipulation and thus minimizes and isolates hardware-dependent code. The I/O system in Windows is designed to provide the following: • Multiple installable file systems including FAT, the CD-ROM file system, and NTFS • Services to make device-driver development as easy as possible yet workable on multiprocessor systems • Ability for system administrators to add or remove drivers from the system dynamically • Fast I/O processing while allowing drivers to be written in a high-level language • Mapped file I/O capabilities for image activation, file caching, and application use The I/O system is packet driven. That is, every I/O request is represented by an I/O request packet (IRP) as it moves from one I/O system component to another. An IRP is a data structure that controls how the I/O operation is processed at each step. The I/O Manager creates an IRP that represents each I/O operation, passes the IRP to the appropriate driver, and disposes of the packet when the operation is complete. On the other hand, when a driver receives the IRP, it performs the specified operation and then either passes it back to the I/O Manager or passes it through the I/O Manager to another driver for further processing. In addition to creating and disposing of IRPs, the I/O Manager supplies code, common to different drivers, that it calls to carry out its I/O processing. It also manages buffers for I/O requests, provides time-out support for drivers, and records which installable file systems are loaded into the operating system. It provides flexible I/O facilities that allow subsystems such as POSIX to implement their respective I/O application programming interfaces. Finally, the I/O Manager allows device drivers and file systems, which it perceives as device drivers, to be loaded dynamically based on the needs of the user. To make sure the operating system works with a wide range of hardware peripherals, Windows provides a device-independent model for I/O services. This model takes
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Each device driver is made up of a standard set of routines including the following:



Device Management



advantage of a concept called a multilayered device driver that’s not found in operating systems, such as MS-DOS with monolithic device drivers. These multilayered drivers provide a large and complex set of services that are understood by an intermediate layer of the operating system.



• Initialization routine, which creates system objects used by the I/O Manager to recognize and access the driver. • Dispatch routine, which comprises functions performed by the driver, such as READ or WRITE. This is used by the I/O Manager to communicate with the driver when it generates an IRP after an I/O request. • Start I/O routine, used by the driver to initiate data transfer to or from a device. • Completion routine, used to notify a driver that a lower-level driver has finished processing an IRP. • Unload routine, which releases any system resources used by the driver so that the I/O Manager can remove them from memory. • Error logging routine, used when unexpected hardware errors occur such as a bad sector on a disk; the information is passed to the I/O Manager, which writes all this information to an error log file. When a process needs to access a file, the I/O Manager determines from the file object’s name which driver should be called to process the request, and it must be able to locate this information the next time a process uses the same file. This is accomplished by a driver object, which represents an individual driver in the system, and a device object, which represents a physical, logical, or virtual device on the system and describes its characteristics. The I/O Manager creates a driver object when a driver is loaded into the system and then calls the driver’s initialization routine, which records the driver entry points in the driver object and creates one device object for each device to be handled by this driver. An example showing how an application instruction results in disk access is shown in Table 15.4 and graphically illustrated in Figure 15.4.



(table 15.4) Example showing how a device object is created from an instruction to read a file. The actual instruction is translated as illustrated in Figure 15.4.



Event



Result



Instruction: READ "MYFILE.TXT"



READ = FUNCTION CODE 1 "MYFILE.TXT" = DISK SECTOR 10



Actions:



1. Access DRIVER OBJECT (1) 2. Activate READ routine 3. Access DISK SECTOR 10
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Figure 15.4 illustrates how the last device object points back to its driver object, telling the I/O Manager which driver routine to call when it receives an I/O request. It works in the following manner: When a process requests access to a file, it uses a filename, which includes the device object where the file is stored. When the file is opened, the I/O Manager creates a file object and then returns a file handle to the process. Whenever the process uses the file handle, the I/O Manager can immediately find the device object, which points to the driver object representing the driver that services the device. Using the function code supplied in the original request, the I/O Manager indexes into the driver object and activates the appropriate routine because each function code corresponds to a driver routine entry point.



(figure 15.4)
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The driver object from Table 15.4 is connected to several device objects. The last device object points back to the driver object.



.. . .. .
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(Disk)



(Disk Sector 10)



Devices Handled by This Driver



A driver object may have multiple device objects connected to it. The list of device objects represents the physical, logical, and virtual devices that are controlled by the driver. For example, each sector of a hard disk has a separate device object with sector-specific information. However, the same hard disk driver is used to access all sectors. When a driver is unloaded from the system, the I/O Manager uses the queue of device objects to determine which devices will be affected by the removal of the driver. Using objects to keep track of information about drivers frees the I/O Manager from having to know details about individual drivers—it just follows a pointer to locate a driver. This provides portability and allows new drivers to be easily loaded. Another advantage to representing devices and drivers with different objects is that it’s easier to assign drivers to control additional or different devices if the system configuration changes. Figure 15.5 shows how the I/O Manager interacts with a layered device driver to write data to a file on a hard disk by following these steps in order:
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Details of the layering of a file system driver and a disk driver first shown in Figure 15.4. These are the five steps that take place when the I/O Manager needs to access a secondary storage device to satisfy the user command shown here as number 1.



User Mode Kernel Mode 1. WRITE_FILE (File_handle, character_buffer)



Device Management



Dynamic-Link Library



(figure 15.5)



System Services



2. Write data at specified location



I/O Manager



File System Driver 3. Translate file-relative byte offset into disk-relative byteoffset; call next driver Disk Driver



Disk



4. Call driver to write data at disk-relative byte offset



5. Translate disk-relative byte offset into physical location; transfer data



1. An application issues a command to write to a disk file at a specified byte offset within the file. 2. The I/O Manager passes the file handle to the file system driver. 3. The I/O Manager translates the file-relative byte offset into a disk-relative byte offset and calls the next driver. 4. The function code and the disk-relative byte offset are passed to the disk driver. 5. The disk-relative byte offset is translated into the physical location and data is transferred. This process parallels the discussion in Chapter 8 about levels in a file management system. The I/O Manager knows nothing about the file system. The process described in this example works exactly the same if an NTFS driver is replaced by a FAT driver, a UNIX or Linux file system driver, a CD-ROM driver, a Macintosh file system driver, or any other.
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Keep in mind that overhead is required for the I/O Manager to pass requests back and forth for information. So for simple devices, such as serial and parallel printer ports, the operating system provides a single-layer device driver approach in which the I/O Manager can communicate with the device driver, which, in turn, returns information directly. But for more complicated devices, particularly for devices such as hard drives that depend on a file system, a multilayered approach is a better choice. Another device driver feature of recent Windows operating systems is that almost all low-level I/O operations are asynchronous. That means that when an application issues an I/O request, it doesn’t have to wait for data to be transferred, but it can continue to perform other work while data transfer is taking place. Asynchronous I/O must be specified by the process when it opens a file handle. During asynchronous operations, the process must be careful not to access any data from the I/O operation until the device driver has finished data transfer. Asynchronous I/O is useful for operations that take a long time to complete or for which completion time is variable. For example, the time it takes to list the files in a directory varies according to the number of files. Because Windows is a preemptive multitasking system that may be running many tasks at the same time, it’s vital that the operating system not waste time waiting for a request to be filled if it can be doing something else. The various layers in the operating system use preemptive multitasking and multithreading to get more work done in the same amount of time.



File Management Typically, an operating system is associated with the particular file structure that it uses for mass storage devices, such as hard disks. Therefore, we speak of a UNIX file system (i-nodes) or an MS-DOS file system (FAT). Although there is a resident NTFS, current versions of Windows are designed to be independent of the file system on which they operate. The primary file handling concept in recent versions of Windows, first introduced in UNIX, is the virtual file—that’s any I/O source or destination—and it’s treated as if it were a file. In Windows, programs perform I/O on virtual files, manipulating them by using file handles. Although not a new concept, in Windows a file handle actually refers to an executive file object that represents all sources and destinations of I/O. Processes call native file object services such as those required to read from or write to a file. The I/O Manager directs these virtual file requests to real files, file directories, physical devices, or any other destination supported by the system. File objects have hierarchical names, are protected by object-based security, support synchronization, and are handled by object services.
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File Management



When opening a file, a process supplies the file’s name and the type of access required. This request moves to an environment subsystem that in turn calls a system service. The Object Manager starts an object name lookup and turns control over to the I/O Manager to find the file object. The I/O Manager checks the security subsystem to determine whether or not access can be granted. The I/O Manager also uses the file object to determine whether asynchronous I/O operations are requested. The creation of file objects helps bridge the gap between the characteristics of physical devices and directory structures, file system structures, and data formats. File objects provide a memory-based representation of shareable physical resources. When a file is opened, the I/O Manager returns a handle to a file object. The Object Manager treats file objects like all other objects until the time comes to write to, or read from, a device, at which point the Object Manager calls the I/O Manager for assistance to access the device. Figure 15.6 illustrates the contents of file objects and the services that operate on them. Table 15.5 describes in detail the object body attributes. (table 15.5)



Attribute



Purpose



Description of the attributes shown in Figure 15.6.



Filename



Identifies the physical file to which the file object refers



Device type



Indicates the type of device on which the file resides



Byte offset



Identifies the current location in the file (valid only for synchronous I/O)



Share mode



Indicates whether other callers can open the file for read, write, or delete operations while this caller is using it



Open mode



Indicates whether I/O is synchronous or asynchronous, cached or noncached, sequential or random, etc.



File disposition



Indicates whether to delete the file after closing it



Let’s make a distinction between a file object, a memory-based representation of a shareable resource that contains only data unique to an object handle, and the file itself, which contains the data to be shared. Each time a process opens a handle, a new file object is created with a new set of handle-specific attributes. For example, the attribute byte offset refers to the location in the file where the next READ or WRITE operation using that handle will occur. It might help if you think of file object attributes as being specific to a single handle. Although a file handle is unique to a process, the physical resource isn’t. Therefore, processes must synchronize their access to shareable files, directories, and devices. For example, if a process is writing to a file, it should specify exclusive write-access or lock portions of the file while writing to it, to prevent other processes from writing to that file at the same time.
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Object Type



File



Object Body Attributes



Filename Device Type Byte Offset Share Mode Open Mode File Disposition



Services



(figure 15.6) Illustration of a file object, its attributes, and the services that operate on them. The attributes are explained in Table 15.5.



Create File Open File Read File Write File Query File Information Set File Information Query Extended Attributes Set Extended Attributes Lock Byte Range Unlock Byte Range Cancel I/O Flush Buffers Query Directory File Notify Caller When Directory Changes Get Volume Information Set Volume Information



Mapped file I/O is an important feature of the I/O system and is achieved through the cooperation of the I/O system and the VM Manager. At the operating system level, file mapping is typically used for file caching, loading, and running executable programs. The VM Manager allows user processes to have mapped file I/O capabilities through native services. Memory-mapped files exploit virtual memory capabilities by allowing an application to open a file of arbitrary size and treat it as a single contiguous array of memory locations without buffering data or performing disk I/O. For example, a file of 100MB can be opened and treated as an array in a system with only 20MB of memory. At any one time, only a portion of the file data is physically present in memory—the rest is paged out to the disk. When the application requests data that’s not currently stored in memory, the VM Manager uses its paging mechanism to load the correct page from the disk file. When the application writes to its virtual memory space, the VM Manager writes the changes back to the file as part of the normal paging. Because the VM Manager optimizes its disk accesses, applications that are I/O bound can speed up their execution by using mapped I/O—writing to memory is faster than writing to a secondary storage device. A component of the I/O system called the cache manager uses mapped I/O to manage its memory-based cache. The cache expands or shrinks dynamically depending on the amount of memory available. Using normal working-set strategies, the VM Manager
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The file management system supports long filenames that can include spaces and special characters. Therefore, users can name a file Spring 2005 Student Grades instead of something cryptic like S05STD.GRD. Because the use of long filename could create compatibility problems with older operating systems that might reside on the network, the file system automatically converts a long filename to the standard eight-character filename and three-character extension required by MS-DOS and 16-bit Windows applications. The File Manager does this by keeping a table that lists each long filename and relates it to the corresponding short filename.



Network Management



expands the size of the cache when there is memory available to accommodate the application’s needs, and reduces the cache when it needs free pages. The cache manager takes advantage of the VM Manager’s paging system, avoiding duplication of effort.



Network Management In Windows operating systems, networking is an integral part of the operating system executive, providing services such as user accounts, resource security, and mechanisms used to implement communication between computers, such as with named pipes and mailslots. Named pipes provide a high-level interface for passing data between two processes regardless of their locations. Mailslots provide one-to-many and many-to-one communication mechanisms useful for broadcasting messages to any number of processes.



✔ To view server statistics, press the Windows logo key and the R key together. Then type CMD to open the command window. Then type net statistics server and press the Enter key. To view workstation statistics, from the command window, type net statistics workstation.



Microsoft Networks, informally known as MS-NET, became the model for the NT Network Manager. Three MS-NET components—the redirector, the server message block (SMB) protocol, and the network server—were extensively refurbished and incorporated into subsequent Windows operating systems. The redirector, coded in the C programming language, is implemented as a loadable file system driver and isn’t dependent on the system’s hardware architecture. Its function is to direct an I/O request from a user or application to the remote server that has the appropriate file or resource needed to satisfy the request. A network can incorporate multiple redirectors, each of which directs I/O requests to remote file systems or devices. A typical remote I/O request might result in the following progression: 1. The user-mode software issues a remote I/O request by calling local I/O services. 2. After some initial processing, the I/O Manager creates an I/O request packet (IRP) and passes the request to the Windows redirector, which forwards the IRP to the transport drivers. 3. Finally, the transport drivers process the request and place it on the network. The reverse sequence is observed when the request reaches its destination. The SMB protocol is a high-level specification for formatting messages to be sent across the network and correlates to the application layer (Layer 7), and the presentation layer (Layer 6) of the OSI model described in Chapter 9. An API called NetBIOS
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is used to pass I/O requests structured in the SMB format to a remote computer. Both the SMB protocols and the NetBIOS API were adopted in several networking products before appearing in Windows. The Windows Server operating systems are written in C for complete compatibility with existing MS-NET and LAN Manager SMB protocols, are implemented as loadable file system drivers, and have no dependency on the hardware architecture on which the operating system is running.



Directory Services The Active Directory database stores many types of information and serves as a general-purpose directory service for a heterogeneous network. Microsoft built the Active Directory entirely around the Domain Name Service or Domain Name System (DNS) and Lightweight Directory Access Protocol (LDAP). DNS is the hierarchical replicated naming service on which the Internet is built. However, although DNS is the backbone directory protocol for one of the largest data networks, it doesn’t provide enough flexibility to act as an enterprise directory by itself. That is, DNS is primarily a service for mapping machine names to IP addresses, which is not enough for a full directory service, which must be able to map names of arbitrary objects (such as machines and applications) to any kind of information about those objects. Active Directory groups machines into administrative units called domains, each of which gets a DNS domain name (such as pitt.edu). Each domain must have at least one domain controller that is a machine running the Active Directory server. For improved fault tolerance and performance, a domain can have more than one domain controller with each holding a complete copy of that domain’s directory database. Current versions of Windows network operating systems eliminate the distinction between primary domain controllers and backup domain controllers, making the network simpler to administer because it doesn’t have multiple hierarchies. Active Directory clients use standard DNS and LDAP protocols to locate objects on the network. As shown in Figure 15.7, here’s how it works: 1. A client that needs to look up an Active Directory name first passes the DNS part of the name to a standard DNS server. The DNS server returns the network address of the domain controller responsible for that name. 2. Next, the client uses LDAP to query the domain controller to find the address of the system that holds the service the client needs. 3. Finally, the client establishes a direct connection with the requested service using the correct protocol required by that service.
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Active Directory clients use standard DNS and LDAP protocols to locate objects on the network.



Domain Controller



Application Server



DNS Server



Security Management



(figure 15.7)
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Client
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Application Server



Security Management Windows operating systems provide an object-based security model. That is, a security object can represent any resource in the system: a file, device, process, program, or user. This allows system administrators to give precise security access to specific objects in the system while allowing them to monitor and record how objects are used. One of the biggest concerns about Windows operating systems is the need for aggressive patch management to combat the many viruses and worms that target these systems. Updates are available on www.microsoft.com, as shown in Figure 15.8.



(figure 15.8) Operating system updates are available online.
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Security Basics The U.S. Department of Defense has identified and categorized into seven levels of security certain features that make an operating system secure. Early versions of Windows targeted Class C2 level with a plan to evolve to Class B2 level—a more stringent level of security in which each user must be assigned a specific security level clearance and is thwarted from giving lower-level users access to protected resources. To comply with the Class C2 level of security, Windows operating systems now include the following features: • A secure logon facility requiring users to identify themselves by entering a unique logon identifier and a password before they’re allowed access to the system • Discretionary access control allowing the owner of a resource to determine who else can access the resource and what they can do to it • Auditing ability to detect and record important security-related events or any attempt to create, access, or delete system resources • Memory protection preventing anyone from reading information written by someone else after a data structure has been released back to the operating system Password management is the first layer of security. The second layer of security deals with file access security. At this level, the user can create a file and establish various combinations of individuals to have access to it because the operating system makes distinctions between owners and groups. The creator of a file is its owner. The owner can designate a set of users as belonging to a group and allow all the members of the group to have access to that file. Conversely, the owner could prevent some of the members from accessing that file. In addition to determining who is allowed to access a file, users can decide what type of operations a person is allowed to perform on a file. For example, one may have read-only access, while another may have read-and-write privileges. As a final measure, the operating system gives the user auditing capabilities that automatically keep track of who uses files and how the files are used.



Security Terminology The built-in security for recent Windows network operating systems is a necessary element for managers of Web servers and networks. Its directory service lets users find what they need and a communications protocol lets users interact with it. However, because not everyone should be able to find or interact with everything in the network, controlling access is the job of distributed security services.
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Security Management



Effective distributed security requires an authentication mechanism that allows a client to prove its identity to a server. Then the client needs to supply authorization information that the server uses to determine which specific access rights have been given to this client. Finally, it needs to provide data integrity using a variety of methods ranging from a cryptographic checksum for all transmitted data to completely encrypting all transmitted data. Recent Windows operating systems provide this with Kerberos security, as described in Chapter 11. Kerberos provides authentication, data integrity, and data privacy. In addition, it provides mutual authentication, which means that both the client and server can verify the identity of the other. (Other security systems require only that the clients prove their identity. Servers are automatically authenticated.) Each domain has its own Kerberos server, which shares the database used by Active Directory. This means that the Kerberos server must execute on the domain-controller machine and, like the Active Directory server, it can be replicated within a domain. Every user who wants to securely access remote services must log on to a Kerberos server. Figure 15.9 shows the path followed by a request from an application to a service provided on the network.



(figure 15.9) Requests from an application flow through a series of security providers, as do the responses, from the network back to the application.



Application



Network Provider



Security Support Provider Interface (SSPI)



Security Support Provider (SSP)



Network



A successful login returns a ticket granting ticket to the user, which can be handed back to the Kerberos server to request tickets to specific application servers. If the Kerberos server determines that a user is presenting a valid ticket, it returns the requested ticket to the user with no questions asked. The user sends this ticket to the remote application server, which can examine it to verify the user’s identity and authenticate the user. All of these tickets are encrypted in different ways, and various keys are used to perform the encryption. Different implementations of Kerberos send different authorization information. Microsoft has implemented the standard Kerberos protocol to make the product more compatible with other Kerberos implementations.
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Different security protocols can have very different APIs, creating problems for applications that might want to use more than one of them. Microsoft has addressed this problem by separating the users of distributed security services from their providers, allowing support for many options without creating unusable complexity.



User Interface Although a detailed description of the tools present on the desktop is beyond the scope of this chapter, we’ll take a brief look at the Start Menu because it’s the key application of the Windows desktop. Figure 15.10 shows a typical Start Menu.



(figure 15.10) A typical Windows Start Menu divides functions into logical groups and lists the applications most frequently used.
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• All Programs goes to a list of many available applications. The applications shown in Table 15.10 were recently used. To open one again, click the icon.



User Interface



The Start Menu organizes files and programs into logical groups. From here, users perform common functions including the following:



• Frequent and Recent show applications and folders that are frequently or were recently used. • Search initiates a searching routine. • Shut Down with options for turning off the computer or hibernating. The Windows Task Manager, opened by pressing and holding the Ctrl, Alt, and Delete keys, offers users the chance to view running applications and processes, and set the priorities of each, as shown in Figure 15.11. From this window, users can also view information about performance, networking, and other users logged in to the system. (figure 15.11) Priority management using the Task Manager.
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A standard utility program called Windows Explorer (not to be confused with the Web browser called Internet Explorer) contains directory and file display tools and a file finding tool, as shown in Figure 15.12.



(figure 15.12) Windows Explorer is a file management tool that displays directories (folders).



For networked systems, there are tools to help administrators identify and access network resources, such as folders, printers, and connections to other nodes. To find them, go to Network and Sharing Center and click View Computers and Devices, and then click the option to map a network drive, as shown in Figure 15.13. A command interface that resembles that used for MS-DOS is available from most Windows desktops, as shown in Figure 15.14. Using this feature, one can try out MSDOS commands from a computer running Windows. For users who are faster with the keyboard than with a pointing device, Windows provides many keyboard shortcuts. For a guide, look for keyboard shortcuts on the pulldown menus, such as the one shown in Figure 15.15, which identifies ALT+TAB as the keyboard shortcut to switch to the next window. A helpful Windows feature is its accommodation for users working in non-English languages. Windows has built-in input methods and fonts for many languages including double-byte languages such as Japanese. During installation, the system administrator can select one or several languages for the system, even adding different language support for specific individuals. For example, one user can work in Chinese while another can work in Hindi. Even better, the system’s own resources also become multilingual, which means that the operating system changes its dialog boxes, prompts, and menus to support the user’s preferred language.
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User Interface



(figure 15.13)



5:27 PM



(figure 15.14) Command window that allows users to run many MS-DOS commands.
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(figure 15.15) Keyboard shortcuts are shown on the right next to the menu items.



For users who need enhanced accessibility options, or who have difficulty using a standard keyboard but need its functionality, Windows offers an on-screen keyboard, as shown in Figure 15.16. This and other tools (a magnifier, a narrator, speech recognition, and more) can be found from the Start button under Accessories, Ease of Access.



(figure 15.16) From the Accessories folder, tools such as an on-screen keyboard are available to provide enhanced user interface tools.



Details about use of the system’s hardware and software can be found from the Resource Monitor, as shown in Figure 15.17.
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The Resource Monitor, available from the Control Panel, can provide running statistics on use of system resources.



Conclusion



(figure 15.17)



Conclusion What started as a microcomputer operating system has grown to include complex multiplatform software that can be used to run computing systems of all sizes. Windows’ commercial success is unquestioned, and its products have continued to evolve in complexity and scope to cover many global markets. Windows products are ubiquitous, including Windows Embedded, Windows Automotive, and Windows Mobile, to name a few of the many specialty versions of this operating system. Microsoft offers technical support for operating systems that are no longer sold, including Windows NT and even MS-DOS. A word of caution: The security vulnerabilities of Windows operating systems make them popular targets for programmers of malicious code. Whether these vulnerabilities are due to their enormous share of the market (making them enormously attractive) or coding errors on the part of Microsoft, the result is the same: There is a constant need for every system administrator and computer owner to proactively keep all Windows systems as secure as possible through vigilant access control and patch management.
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Key Terms Active Directory: Microsoft Windows directory service that offers centralized administration of application serving, authentication, and user registration for distributed networking systems. cache manager: a component of the I/O system that manages the part of virtual memory known as cache. The cache expands or shrinks dynamically depending on the amount of memory available. compatibility: the ability of an operating system to execute programs written for other operating systems or for earlier versions of the same system. Domain Name Service or Domain Name System (DNS): a general-purpose, distributed, replicated, data query service. Its principal function is the resolution of Internet addresses based on fully qualified domain names such as .com (for commercial entity) or .edu (for educational institution). extensibility: one of an operating system’s design goals that allows it to be easily enhanced as market requirements change. fetch policy: the rules used by the Virtual Memory Manager to determine when a page is copied from disk to memory. graphical user interface (GUI): a user interface that allows the user to activate operating system commands by clicking on desktop icons or menus using a pointing device such as a mouse or touch screen. GUIs evolved from command-driven user interfaces. Kerberos: MIT-developed authentication system that allows network managers to administer and manage user authentication at the network level. kernel mode: name given to indicate that processes are granted privileged access to the processor. Therefore, all machine instructions are allowed and system memory is accessible. Contrasts with the more restrictive user mode. Lightweight Directory Access Protocol (LDAP): a protocol that defines a method for creating searchable directories of resources on a network. It’s called “lightweight” because it is a simplified and TCP/IP-enabled version of the X.500 directory protocol. mailslots: a high-level network software interface for passing data among processes in a one-to-many and many-to-one communication mechanism. Mailslots are useful for broadcasting messages to any number of processes. named pipes: a high-level software interface to NetBIOS, which represents the hardware in network applications as abstract objects. Named pipes are represented as file objects in Windows NT and later, and operate under the same security mechanisms as other executive objects.
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Exercises



NT File System (NTFS): the file system introduced with Windows NT that offers file management services, such as permission management, compression, transaction logs, and the ability to create a single volume spanning two or more physical disks. placement policy: the rules used by the Virtual Memory Manager to determine where the virtual page is to be loaded in memory. portability: the ability to move an entire operating system to a machine based on a different processor or configuration with as little recoding as possible. POSIX: Portable Operating System Interface for UNIX; an operating system application program interface developed by the IEEE to increase the portability of application software. reliability: the ability of an operating system to respond predictably to error conditions, even those caused by hardware failures; or the ability of an operating system to actively protect itself and its users from accidental or deliberate damage by user programs. replacement policy: the rules used by the Virtual Memory Manager to determine which virtual page must be removed from memory to make room for a new page. ticket granting ticket: a virtual “ticket” given by a Kerberos server indicating that the user holding the ticket can be granted access to specific application servers. The user sends this encrypted ticket to the remote application server, which can then examine it to verify the user’s identity and authenticate the user. user mode: name given to indicate that processes are not granted privileged access to the processor. Therefore, certain instructions are not allowed and system memory isn’t accessible. Contrasts with the less restrictive kernel mode.



Interesting Searches • Windows File System • Embedded Windows Operating System • Windows vs. Macintosh • Windows Benchmarks • Windows Patch Management



Exercises Research Topics A. Research current literature to discover the current state of IEEE POSIX Standards and find out if the version of Windows on the computer that you use is currently 100 percent POSIX-compliant. Explain the significance of this compliance and why you think some popular operating systems are not compliant.
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B. Some Windows products do not allow the use of international characters in the username or password. These characters may be part of an international alphabet or Asian characters. Research the characters that are allowed in recent versions of Windows and cite your sources. Describe the advantages to the operating system of limiting the character set for usernames and passwords, and whether or not you suggest an alternative.



Exercises 1. If you wanted to add these four files to one Windows directory (october.doc, OCTober.doc, OCTOBER.doc, and OcTOBer.doc), how many new files would be displayed: one, two, three, or four? Explain why this is so. Do you think the answer is the same for all operating systems? Why or why not? 2. Explain the importance of monitoring system performance and why Windows makes this information available to the user. 3. In some Windows operating systems, the paging file is a hidden file on the computer’s hard disk and its virtual memory is the combination of the paging file and the system’s physical memory. (This is called pagefile.sys and the default size is equal to 1.5 times the system’s total RAM.) Describe in your own words how the size of virtual memory might have an effect on system performance. 4. If the paging file is located where fragmentation is least likely to happen, performance may be improved. True or false? Explain in your own words. 5. When deploying Windows in a multilingual environment, administrators find that some languages require more hard-disk storage space than others. In your opinion, why is this the case? 6. The 64-bit version of Windows 7 can run all 32-bit applications with the help of an emulator, but it does not support 16-bit applications. Can you imagine a circumstance where someone might need support for a 16-bit application? Describe it. 7. Windows 7 features Kerberos authentication. Describe the role of the ticket granting ticket to authenticate users for network access. 8. Describe in your own words the role of the Active Directory in recent Windows operating systems. 9. The I/O system relies on an I/O request packet. Explain the role of this packet, when it is passed, and where it goes before disposal.



Advanced Exercises 10. Identify at least five major types of threats to systems running Windows and the policies that system administrators must take to protect the system from unauthorized access. Compare the practical problems when balancing the need
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Exercises



for accessibility with the need to restrict access, and suggest the first action you would take to secure a Windows computer or network if you managed one. 11. Windows Embedded is an operating system that is intended to run in real time. In your own words, describe the difference between hard real-time and soft real-time systems, and describe the benchmarks that you feel are most important in each type of system. 12-14 For these questions, refer to Table 15.6 (adapted from www.microsoft.com), which shows how the memory structures for a 64-bit Windows operating system using a 64-bit Intel processor compare with the 32-bit maximums on previous Windows operating systems. (table 15.6) Windows specifications for 32-bit and 64-bit systems adapted from www.microsoft.com.



Component



32-bit



64-bit



Virtual Memory



4GB



16TB



Paging File Size



16TB



256TB



1GB



1TB



Hyperspace



4MB



8GB



Paged Pool



470MB



128GB



System PTEs



660MB



128GB



System Cache



12. Hyperspace is used to map the working set pages for system process, to temporarily map other physical pages, and other duties. By increasing this space from 4MB to 8GB in 64-bit system, hyperspace helps Windows run faster. In your opinion, explain why this is so and describe other performance improvements that increased hyperspace may have on system performance. Can you quantify the speed increase from the information shown here? Explain your answer. 13. Paged pool is the part of virtual memory, created during system initialization, that can be paged in and out of the working set of the system process and is used by kernel-mode components to allocate system memory. If systems with one processor have two paged pools, and those with multiprocessors have four, discuss in your own words why having more than one paged pool reduces the frequency of system code blocking on simultaneous calls to pool routines. 14. System PTEs are a pool of system page table entries that are used to map system pages such as I/O space, kernel stacks, and memory descriptor lists. The 32-bit programs use a 4GB model and allocate half (2GB) to the user and half to the kernel. The 64-bit programs use a similar model but on a much larger scale with 8TB for the user and 8TB for the kernel. Given this structure, calculate how many exabytes a 64-bit pointer could address (one exabyte equals a billion gigabytes).
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Linux Operating System



LINUX INTERFACE



Design Goals Design Goals Memory Management Memory Management Processor Management Processor Management Device Management Device Management File Management File Management User Interface User Interface



“



”



I’m doing a (free) operating system ...



—Linus Torvalds



Learning Objectives After completing this chapter, you should be able to describe: • The design goals for the Linux operating system • The flexibility offered by using files to manipulate devices • The differences between command-driven and menu-driven interfaces • The roles of the Memory, Device, File, Processor, and Network Managers • Some strengths and weaknesses of Linux
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Linux is not UNIX. Linux was based on a version of UNIX but capitalized on the lessons learned over the previous 20 years of UNIX development. Linux has unique features that set it apart from its predecessor and make it a global force in operating system development. What’s more, Linux is not only powerful, but free or inexpensive to own.



Overview Linux is POSIX-compliant (POSIX will be discussed shortly) and portable with versions available to run cell phones, supercomputers, and most computing systems in between. Unlike the other operating systems described in this book, its source code is freely available, allowing programmers to configure it to run any device and meet any specification. The frequent inclusion of several powerful desktop GUIs continues to attract users. It is also highly modular, allowing multiple modules to be loaded and unloaded on demand, making it a technically robust operating system. Linux is an open source program, meaning that its source code is freely available to anyone for improvement. If someone sends a better program or coding sequence to Linus Torvalds, the author of Linux, and if it’s accepted as a universal improvement to the operating system, then the new code is added to the next version made available to the computing world. Updates are scheduled every six months. In this way, Linux is under constant development by uncounted contributors around the world, most of whom have never met. The name Linux remains a registered trademark of Linus Torvalds.



History Linus Torvalds wanted to create an operating system that would greatly enhance the limited capabilities of the Intel 80386 microprocessor. He started with MINIX (a miniature UNIX system developed primarily by Andrew Tanenbaum) and rewrote certain parts to add more functionality. When he had a working operating system, he announced his achievement on an Internet usegroup with this message: Hello everybody out there using minix. I’m doing a (free) operating system (just a hobby, won’t be big and professional like gnu) for 386(486)AT clones. It was August 1991, and Torvalds was a 21-year-old student at University of Helsinki, Finland. (The name Linux is a contraction of Linus and UNIX and, when pronounced, it rhymes with “mimics.”) This new operating system, originally created to run a small microcomputer, was built with substantial flexibility, and it features many of the same functions found on expensive commercial operating systems. In effect, Linux brought much of the speed, efficiency, and flexibility of UNIX to small desktop computers.
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History



The first Linux operating systems required typed and sometimes cryptic commands. Now users can enter commands using either a command-driven interface (terminal mode) or a menu-driven interface or graphical user interface (GUI), greatly expanding the usability of the operating system. GUIs are discussed later in this chapter. The first primary corporate supporter of Linux was Red Hat Linux, the world’s leading Linux distributor until 2003. In September of that year, the company split its efforts in two directions, the Fedora Project to encourage continuation of open-source development of the Linux kernel, and Red Hat Enterprise Linux (RHEL) to meet the growing needs of organizations willing to pay for an enterprise-wide operating system and dedicated technical support. As shown in Table 16.1, the Fedora Project issues updates free to the public about every six months. There are many other popular distributions of Linux, including Mandriva, Debian, and SUSE. (table 16.1)



Year



Release



Features



The major releases of Linux by Red Hat, Inc. RHL is an acronym for Red Hat Linux. RHEL is an acronym for Red Hat Enterprise Linux. Fedora is a trademark of Red Hat, Inc.



1994



Beta versions



First Red Hat Linux product available to the public in a series of beta versions.



1995



RHL 1.0



First non-beta release of Red Hat Linux.



1995



RHL 2.0



Written in Perl for quick development.



1996



RHL 3.0.3



The first approximately concurrent multi-architecture release; supported the Digital Alpha platform.



1996



RHL 4.0



Based on the 2.0.18 kernel and the first release to include documentation freely available in electronic form.



1997



RHL 5.0



Named 1997 InfoWorld Product of the Year.



1999



RHL 6.0



Integrated GNOME desktop GUI.



2000



RHL 7.0



First release that supported Red Hat Network out of the box.



2001



RHL 7.0.90



Introduced the 2.4 kernel.



2002



RHEL 2.1 AS (Advanced Server)



Launch of Red Hat Enterprise Linux, the first commercial enterprise computing offering, based on RHL 7.2.



2002



RHL 8.0



Designed to provide a unified look across RHL and RHEL desktops.



2003



RHL 9



First release to include Native POSIX Thread Library (NPTL) support.



2003



RHEL 3



The first Red Hat product made to run on 7-chip architectures (by Intel, AMD, and IBM).
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Year



Release



Features



2003



Fedora Core 1



Product based on RHL 9 for individual users; created by the Fedora Project in cooperation with Red Hat.



2004



Fedora Core 2



Introduced Security Enhanced Linux (SELinux), an implementation of Mandatory Access Control (MAC) in the kernel.



2004



Fedora Core 3



Supported the 2.6.9 Linux kernel, updated SELinux, and supported the latest popular GUIs, including KDE and Gnome.



2005



RHEL 4



Red Hat Enterprise Linux based on RHL 7.2.



2006



Fedora Core 5 & 6



Supported virtual machine technology.



2007



Fedora 7



New name (dropped Core). Allowed customization. Widened accessibility by contributors in Fedora community.



2007



RHEL 5



Improved performance, security, and flexibility, with storage virtualization.



2009



Fedora 11



Fast boot-up from power on to fully operational system. Handles files up to 16TB.



Because Linux is written and distributed under the GNU General Public License, its source code is freely distributed and available to the general public. As of this writing, the current GNU General Public License is Version 3. Everyone is permitted to copy and distribute verbatim copies of the license document, but changing it is not allowed. It can be found at: www.gnu.org/licenses/gpl.html.



Design Goals Linux has three design goals: modularity, simplicity, and portability (personified in its mascot, shown in Figure 16.1). To achieve these goals, Linux administrators have (figure 16.1) The Linux mascot evolved from discussions with Linus Torvalds, who said, "Ok, so we should be thinking of a lovable, cuddly, stuffed penguin sitting down after having gorged itself on herring." More about the penguin can be found at www.linux.org.
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(table 16.2) Linux supports a wide variety of system functions.



Function



Purpose



Multiple processes and multiple processors



Linux can run more than one program or process at a time and can manage numerous processors.



Multiple platforms



Although it was originally developed to run on Intel’s processors for microcomputers, it can now operate on almost any platform.



Multiple users



Linux allows multiple users to work on the same machine at the same time.



Inter-process communications



It supports pipes, sockets, etc.



Terminal management



Its terminal management conforms to POSIX standards, and it also supports pseudo-terminals as well as process control systems.



Peripheral devices



Linux supports a wide range of devices, including sound cards, graphics interfaces, networks, SCSI, USB, etc.



Buffer cache



Linux supports a memory area reserved to buffer the input and output from different processes.



Demand paging memory management



Linux loads pages into memory only when they’re needed.



Dynamic and shared libraries



Dynamic libraries are loaded only when they’re needed, and their code is shared if several applications are using them.



Disk partitions



Linux allows file partitions and disk partitions with different file formats.



Network protocol



It supports TCP/IP and other network protocols.



Memory Management



access to numerous standard utilities, eliminating the need to write special code. Many of these utilities can be used in combination with each other so that users can select and combine appropriate utilities to carry out specific tasks. As shown in Table 16.2, Linux accommodates numerous functions.



Linux conforms to the specifications for Portable Operating System Interface (POSIX®), a registered trademark of the IEEE. POSIX is an IEEE standard that defines operating system interfaces to enhance the portability of programs from one operating system to another (IEEE, 2004).



Memory Management When Linux allocates memory space, it allocates 1GB of high-order memory to the kernel and 3GB of memory to executing processes. This 3GB address space is divided among: process code, process data, shared library data used by the process, and the stack used by the process.
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When a process begins execution, its segments have a fixed size; but there are cases when a process has to handle variables with an unknown number and size. Therefore, Linux has system calls that change the size of the process data segment, either by expanding it to accommodate extra data values or reducing it when certain values positioned at the end of the data segment are no longer needed. Linux offers memory protection based on the type of information stored in each region belonging to the address space of a process. If a process modifies access authorization assigned to a memory region, the kernel changes the protection information assigned to the corresponding memory pages. When a process requests pages, Linux loads them into memory. When the kernel needs the memory space, the pages are released using a least recently used (LRU) algorithm. Linux maintains a dynamically managed area in memory, a page cache, where new pages requested by processes are inserted, and from which pages are deleted when they’re no longer needed. If any pages marked for deletion have been modified, they’re rewritten to the disk—a page corresponding to a file mapped into memory is rewritten to the file and a page corresponding to the data is saved on a swap device. The swap device could be a partition on the disk or it could be a normal file. Linux shows added flexibility with swap devices because, if necessary, Linux can deactivate them without having to reboot the system. When this takes place, all pages saved on that device are reloaded into memory. To keep track of free and busy pages, Linux uses a system of page tables. With certain chip architectures, memory access is carried out using segments. Virtual memory in Linux is managed using a multiple-level table hierarchy, which accommodates both 64- and 32-bit architectures. Table 16.3 shows how each virtual address is made up of four fields, which are used by the Memory Manager to locate the instruction or data requested. Main Directory



Middle Directory



Page Table Directory



Page Frame



(table 16.3)



Page 1



Table 3



Page Table 2



Location of Line 214



The four fields that make up the virtual address for Line 214 in Figure 16.2.



Each page has its own entry in the main directory, which has pointers to each page’s middle directory. A page’s middle directory contains pointers to its corresponding page table directories. In turn, each page table directory has pointers to the actual page frame, as shown in Figure 16.2. Finally, the page offset field is used to locate the instruction or data within the requested page (in this example, it is Line 214).
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Memory Management



(figure 16.2) Virtual memory management uses three levels of tables (Main, Middle, and Page Table Directories) to locate the page frame with the requested instruction or data within a job.



Table 1 Table 2 Table 3 Page 2 Table 4 Page 7 Page 1



Page Table 1 Page Table 2 Page Table 3 Page Table 4



Page with Line 214



Page 5 Page 1 Page 4 Page 2 Page 3 Page 4



Page Directory



Page Middle Directories



Page Tables



Page Frames



Virtual memory is implemented in Linux through demand paging. Up to a total of 256MB of usable memory can be configured into equal-sized page frames, which can be grouped to give more contiguous space to a job. These groups can also be split to accommodate smaller jobs. This process of grouping and splitting is known as the buddy algorithm, and it works as follows. Let’s consider the case where main memory consists of 64 page frames and Job 1 requests 15 page frames. The buddy algorithm first rounds up the request to the next power of 2 (in this case, 15 is rounded up to 16, which is 24). Then the group of 64 page frames is divided into two groups of 32, and the lower section is then divided in half. Now there is a group of 16 page frames that can satisfy the request, so the job’s 16 pages are copied into the page frames as shown in Figure 16.3 (a). When the next job, Job 2, requests 8 page frames, the second group of 16 page frames is divided in two and the lower half with 8 page frames is given to Job 2, as shown in Figure 16.3 (b). Later, when Job 2 releases its page frames, they are combined with the upper 8 page frames to make a group of 16 page frames, as shown in Figure 16.3 (c).
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(figure 16.3) Main memory is divided to accommodate jobs of different sizes. In (a), the original group of 32 page frames is divided to satisfy the request of Job 1 for 16 page frames. In (b), another group of 16 page frames is divided to accommodate Job 2, which needs eight page frames. In (c), after Job 2 finishes, the two groups of eight page frames each are recombined into a group of 16, while Job 1 continues processing.



The page replacement algorithm is an expanded version of the clock page replacement policy discussed in Chapter 3. Instead of using a single reference bit, Linux uses an 8-bit byte to keep track of a page’s activity, which is referred to as its age. Each time a page is referenced, this age variable is incremented. Behind the scenes, at specific intervals, the Memory Manager checks each of these age variables and decreases their value by 1. As a result, if a page is not referenced frequently, then its age variable will drop to 0 and the page will become a candidate for replacement if a page swap is necessary. On the other hand, a page that is frequently used will have a high age value and will not be a good choice for swapping. Therefore, we can see that Linux uses a form of the least frequently used (LFU) replacement policy.



Processor Management Linux uses the same parent-child process management design found in UNIX and described in Chapter 13, but it also supports the concept of “personality” to allow processes coming from other operating systems to be executed. This means that each process is assigned to an execution domain specifying the way in which system calls are carried out and the way in which messages are sent to processes.



Organization of Process Table Each process is referenced by a descriptor, which contains approximately 70 fields describing the process attributes together with the information needed to manage the process. The kernel dynamically allocates these descriptors when processes begin
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Process Management



execution. All process descriptors are organized in a doubly linked list, and the descriptors of processes that are ready or in execution are put in another doubly linked list with fields indicating “next run” and “previously run.” There are several macro instructions used by the scheduler to manage and update these process descriptor lists as needed.



Process Synchronization Linux provides wait queues and semaphores to allow two processes to synchronize with each other. A wait queue is a linked circular list of process descriptors. Semaphores, described in Chapter 6, are used to solve the problems of mutual exclusion and the problems of producers and consumers. In Linux the semaphore structure contains three fields: the semaphore counter, the number of waiting processes, and the list of processes waiting for the semaphore. The semaphore counter may contain only binary values, except when several units of one resource are available, and the semaphore counter then assumes the value of the number of units that are accessible concurrently.



Process Management The Linux scheduler scans the list of processes in the READY state and, using predefined criteria, chooses which process to execute. The scheduler has three different scheduling types: two for real-time processes and one for normal processes. The combination of type (shown in Table 16.4) and priority is used by the scheduler to determine the scheduling policy used on processes in the READY queue. (table 16.4) Three process types with three different priority levels.



Name



Priority Level



Process Type



Scheduling Policy



SCHED_FIFO



Highest Priority



For non-preemptible real-time processes



First In First Out only



SCHED_RR



Medium Priority



For preemptible real-time processes



Round Robin and Priority



SCHED_OTHER



Lowest Priority



For normal processes



Priority only



From among the processes with the highest priority (SCHED_FIFO), the scheduler selects the process with the highest priority and executes it using the first in, first out algorithm. This process is normally not preemptible and runs to completion unless one of the following situations occurs: • The process goes into the WAIT state (waiting for I/O, or another event, to finish). • The process relinquishes the processor voluntarily, in which case the process is moved to a WAIT state and other processes are executed.
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Only when all FIFO processes are completed does the scheduler proceed to execute processes of lower priority. When executing a process of the second type (SCHED_RR), the scheduler chooses those from this group with the highest priority and uses a round robin algorithm with a small time quantum. Then, when the time quantum expires, other processes (such as a FIFO or another RR type with a higher priority) may be selected and executed before the first process is allowed to run to completion. The third type of process (SCHED_OTHER) has the lowest priority and is executed only when there are no processes with higher priority in the READY queue. From among these processes, the scheduler selects processes in order after considering their dynamic priorities (which are set by the user using system calls and by a factor computed by the system). From among the SCHED_OTHER processes, the priorities of all processes that are CPU-bound are lowered during execution; therefore, they may earn a lower priority than processes that are not executing or those with a priority that has not been lowered.



Device Management Linux is device independent, which improves its portability from one system to another. Device drivers supervise the transmission of data between main memory and the peripheral unit. Devices are assigned not only a name but also descriptors that further identify each device and are stored in the device directory, as shown in Figure 16.4. (figure 16.4) Details about each device can be accessed via the Device Manager.



508



C7047_16_Ch16.qxd



1/12/10



7:37 PM



Page 509



Linux identifies each device by a minor device number and a major device number. • The minor device number is passed to the device driver as an argument and is used to access one of several identical physical devices.



Device Management



Device Classifications



• The major device number is used as an index to the array to access the appropriate code for a specific device driver. Each class has a Configuration Table that contains an array of entry points into the device drivers. This table is the only connection between the system code and the device drivers, and it’s an important feature of the operating system because it allows the system programmers to create new device drivers quickly to accommodate differently configured systems.



✔ Numerous device drivers are available for Linux operating systems at little or no cost. More information can be found at www.linux.org.



Standard versions of Linux often provide a comprehensive collection of common device drivers; but if the computer system should include hardware or peripherals that are not on the standard list, their device drivers can be retrieved from another source and installed separately. Alternatively, a skilled programmer can write a device driver and install it for use.



Device Drivers Linux supports the standard classes of devices introduced by UNIX. In addition, Linux allows new device classes to support new technology. Device classes are not rigid in nature—programmers may choose to create large, complex device drivers to perform multiple functions, but such programming is discouraged for two reasons: (1) code can be shared among Linux users and there is a wider demand for several simple drivers than for a single complex one, and (2) modular code is better able to support Linux’s goals of system scalability and extendibility. Therefore, programmers are urged to write device drivers that maximize the system’s ability to use the device effectively—no more, no less. A notable feature of Linux is its ability to accept new device drivers on the fly, while the system is up and running. That means administrators can give the kernel additional functionality by loading and testing new drivers without having to reboot each time to reconfigure the kernel. To understand the following discussion more fully, please remember that devices are treated in Linux in the same way all files are treated.
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Open and Release Two common functions of Linux device drivers are open and release, which essentially allocate and deallocate the appropriate device. For example, the operation to open a device should perform the following functions: • Verify that the device is available and in working order • Increase the usage counter for the device by 1, so the subsystem knows that the module cannot be unloaded until its file is appropriately closed



✔ Modules can be closed without ever releasing the device. If this happens, the module is not deallocated.



• Initialize the device so that old data is removed and the device is ready to accept new data • Identify the minor number and update the appropriate pointer if necessary • Allocate any appropriate data structure Likewise, the release function (called device_close or device_release) performs these tasks: • Deallocate any resources that were allocated with the open function • Shut down the device • Reduce the usage counter by 1 so the device can be released to another module



Device Classes The three standard classes of devices supported by Linux are character devices, block devices, and network devices, as shown in Figure 16.5. (figure 16.5) This example of the three primary classes of device drivers shows how device drivers receive direction from different subsystems of Linux.
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Character devices (also known as char devices) are those that can be accessed as a stream of bytes, such as a communications port, monitor, or other byte-stream-fed device. At a minimum, drivers for these devices usually implement the open, release, read, and write system calls although additional calls are often added. Char devices are accessed by way of file system nodes and, from a functional standpoint, these devices look like an ordinary data area. Their drivers are treated the same way as ordinary files with the exception that char device drivers are data channels that must be accessed sequentially.



File Management



Char Devices



Block Devices Block devices are similar to char devices except that they can host a file system, such as a hard disk. (Char devices cannot host a file system.) Like char devices, block devices are accessed by file system nodes in the /dev directory, but these devices are transferred in blocks of data. Unlike most UNIX systems, data on a Linux system can be transferred in blocks of any size, from a few bytes to many. Like char device drivers, block device drivers appear as ordinary files with the exception that the block drivers can access a file system in connection with the device, something not possible with the char device.



Network Interfaces Network interfaces are dissimilar from both char and block devices because their function is to send and receive packets of information as directed by the network subsystem of the kernel. So, instead of read and write calls, the network device functions relate to packet transmission. Each system device is handled by a device driver that is, in turn, under the direction of a subsystem of Linux.



File Management Data Structures All Linux files are organized in directories that are connected to each other in a treelike structure. Linux specifies five types of files, as shown in Table 16.5.
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File Type



File Functions



(table 16.5)



Directory



A file that contains lists of filenames.



The file type indicates how each file is to be used.



Ordinary file



A file containing data or programs belonging to users.



Symbolic link



A file that contains the path name of another file that it is linking to. (This is not a direct hard link. Rather it’s information about how to locate a specific file and link it even if it’s in the directories of different users. This is something that can’t be done with hard links.)



Special file



A file that’s assigned to a device controller located in the kernel. When this type of file is accessed, the physical device associated with it is activated and put into service.



Named pipe



A file that’s used as a communication channel among several processes to exchange data. The creation of a named pipe is the same as the creation of any file.



Filename Conventions Filenames are case sensitive so Linux recognizes both uppercase and lowercase letters in filenames. For example, each of the following filenames are recognizable as four different files housed in a single directory: FIREWALL, firewall, FireWall, and fireWALL.



✔ While some operating systems use a backslash (\) to separate folder names, Linux uses a forward slash ( /).



(figure 16.6) A sample file hierarchy. The forward slash ( / ) represents the root directory.



Filenames can be up to 255 characters long and contain alphabetic characters, underscores, and numbers. File suffixes (similar to file extensions in Chapter 8) are optional. Filenames can include a space; however, this can cause complications if you’re running programs from the command line because a program named interview notes would be viewed as a command to run two files: interview and notes. To avoid confusion, the two words can be enclosed in quotes: “interview notes.” (This is important when using Linux in terminal mode by way of its command interpretive shell. From a Linux desktop GUI, users choose names from a list so there’s seldom a need to type the filename.)
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To copy the file called checks for october, illustrated in Figure 16.6, the user can type from any other folder: cp/memo/job_expenses/checks for october



File Management



✔



7:37 PM



The first slash indicates that this is an absolute path name that starts at the root directory. If the file you are seeking is in a local directory, you can use a relative path name—one that doesn’t start at the root directory. Two examples of relative path names from Figure 16.6 are: Job_expenses/checks for october memo/music 10a A few rules apply to all path names: 1. If the path name starts with a slash, the path starts at the root directory. 2. A path name can be either one name or a list of names separated by slashes. The last name on the list is the name of the file requested. All names preceding the file’s name must be directory names. 3. Using two periods (..) in a path name will move you upward in the hierarchy (closer to the root). This is the only way to go up the hierarchy; all other path names go down the tree.



Data Structures To allow processes to access files in a consistent manner, the kernel has a layer of software that maintains an interface between system calls related to files and the file management code. This layer is known as the Virtual File System (VFS). Any process-initiated system call to files is directed to the VFS, which performs file operations independent of the format of the file system involved. The VFS then redirects the request to the module managing the file.



Directory Listings While directory listings can be created from Terminal mode using typed commands (ls or ls -l), many Linux users find that the easiest way to list files in directories is from the GUI desktop. A typical listing shows the name of the file or directory, its size, and the date and time of modification. Information about file permissions shown in Figure 16.7 can be accessed from the View option on the menu bar.
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(figure 16.7) A sample list of files stored in a directory, including file permissions.



The Permissions column shows a code with the file’s type and access privileges, as shown in Figure 16.8. To understand the specific kind of access granted, notice the order of letters in this column. (This same information is displayed if the directory listing is generated using the directory listing command in Terminal mode.) d = directory



r-x = read, execute only (for users not in group)



(figure 16.8)



--- = no access allowed (for anyone except user)



Graphical depiction of a list of file and directory permissions in UNIX.



- (dash) = file rwx = owner has read, write, execute permission (for owner only) rw = read, write only (for group only)



r-- = read only (for users not in group)



The first character in the column describes the nature of the folder entry: • the dash (-) indicates a file • d indicates a directory file • l indicates a link • b indicates a block special file • c indicates a character special file The next three characters (rwx) show the access privileges granted to the owner of the file: • r indicates read access • w indicates write access • x indicates execute access Likewise, the following three characters describe the access privileges granted to other members of the user’s group. (A group is defined as a set of users, excluding the owner,
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User Interface



who have something in common: the same project, same class, same department, etc.) Therefore, rwx for characters 5–7 means group users can also read, write, and/or execute that file, and a dash ( - ) indicates that access is denied for that operation. Finally, the last three characters describe the access privileges granted to others, defined as users at large (but excluding the owner and members of the owner’s group). This system-wide group of users is sometimes called world.



User Interface Early versions of Linux required typed commands and a thorough knowledge of valid commands, as shown in Table 16.6. Although most current versions include the powerful and intuitive menu-driven interfaces described shortly that allow even novice users to successfully navigate the operating system, users can still use Terminal mode, shown in Figure 16.9, to type commands that are very similar to those used for UNIX, which can be helpful for those migrating from an operating system that’s command-driven. (table 16.6)



Command



Stands For



Action to Be Performed



Sample user commands, which can be abbreviated and must be in the correct case (usually lowercase letters). Many commands can be combined on a single line for additional power and flexibility. Check the technical documentation for your system for proper spelling and syntax.



(filename)



Run File



Run/Execute the file with that name.



ls



List Directory



Show a listing of the filenames in directory.



ls -l



Long List



Show a comprehensive directory list.



ls /bin



List /bin Directory



Show a list of valid commands.



cd



Change Directory



Change working directory.



chmod



Change Permissions



Change permissions on a file or directory.



cp



Copy



Copy a file into another file or directory.



mv



Move



Move a file or directory.



more



Show More



Type the file’s contents to the screen.



lpr



Print



Print out a file.



date



Date



Show date and time.



mkdir



Make Directory



Make a new directory.



grep



Global Regular Expression/Print



Find a specified string in a file.



cat



Concatenate or Catenate



Concatenate the files and print the resulting file.



diff



Different



Compare two files.



pwd



Print Working Directory



Print the name of the working directory.



515



1/12/10



7:37 PM



Page 516



Chapter 16 | Linux Operating System



C7047_16_Ch16.qxd



(figure 16.9) In Terminal mode, users can run the operating system using commands instead of menu-driven GUI.



Command-Driven Interfaces The general syntax for typed commands is this: command arguments filename • The command is any legal operating system command. • The arguments are required for some commands and optional for others. • The filename can be the name of a file and can include a relative or absolute path name. Commands are interpreted and executed by the shell (such as the Bash shell). The shell is technically known as the command interpreter, but it isn’t only an interactive command interpreter; it’s also the key to the coordination and combination of system programs.



Graphical User Interfaces Most Linux operating systems are delivered with multiple graphical user interfaces (often free of charge), allowing the end users to choose the GUI that best meets their needs or those of the organization. In fact, in certain environments, different GUIs can be used by different users on the same system. This flexibility has spurred the everwidening acceptance of Linux and has helped it become more competitive. In addition to GUIs, many Linux versions also come equipped with Windows-compatible word processors and spreadsheet and presentation applications— some at no cost. These software tools make it possible for Linux users to read and write documents that are generated, or read, by colleagues using proprietary software from competing operating system distributors. Because competing programs can cost hundreds of dollars, the availability of these affordable applications is one factor that has spurred the popularity of Linux.
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✔ There are many versions of Linux that will boot from a CD or DVD, allowing potential users to test the operating system without installing it on the computer.
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Information about the status of the system is available using the System Monitor window, shown in Figure 16.10, which shows the immediate history of CPU, memory, and network usage. Other information available from this window includes supported file systems and information about processes currently running.



User Interface



System Monitor



(figure 16.10) System Monitor displays historical information about CPU, memory, and network use.



Service Settings Depending on the Linux distribution, administrators can implement a variety of services to help manage the system. A sample list of services is shown in Figure 16.11, but options may vary from one system to another. See the documentation for your system for specifics. (figure 16.11) From the Services settings window, many applications are available for activation.
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System Logs Administrators use system logs that provide a detailed description of activity on the system. These logs are invaluable to administrators tracking the course of a system malfunction, firewall failure, disabled device, and more. These log files for some Linux operating systems can be found in the /var/log directory. A sample System Log Viewer is shown in Figure 16.12. (figure 16.12) Sample System Log Viewer.



There are numerous log files available for review (by someone with root access only) using any simple text editor. A few typical log files are listed in Table 16.7. (table 16.7) boot.log



Stores messages of which systems have successfully started up and shut down, as well as any that have failed to do so.



dmesg



A list of messages created by the kernel when the system starts up.



maillog



Stores the addresses that received and sent e-mail messages for detection of misuse of the e-mail system.



secure



Contains lists of all attempts to log in to the system, including the date, time, and duration of each access attempt.



xferlog



Lists the status of files that have been transferred using an FTP service.



Keyboard Shortcuts To allow users to switch easily from one task to another, Linux supports keyboard shortcuts (shown in Figure 16.13), many of which are identical to those commonly used on Windows operating systems, easing the transition from one operating system to the other. For example, CTRL-V is a quick way to issue a PASTE command in Linux, UNIX, and Windows.



518



Sample Linux log files. See the documentation for your system for specifics.
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For some users, the ability to use keyboard shortcuts (instead of the mouse) to maneuver through menus quickly can be a time saver.



System Management



(figure 16.13)



We’ve included here only a tiny sample of the many features available from a typical Linux desktop. Your system may have different windows, menus, tools, and options. For details about your Linux operating system, please see the help menu commonly available from the desktop or from your system menu.



System Management All Linux operating systems are patched between version releases. These patches can be downloaded on request, or users can set up the system to check for available updates, as shown in Figure 16.14. Patch management is designed to replace or change (figure 16.14) Ubuntu Linux allows users to check for available software updates.
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code that makes up the software. Three primary reasons motivate patches to the operating system: a greater need for security precautions against constantly changing system threats; the need to assure system compliance with government regulations regarding privacy and financial accountability; and the need to keep systems running at peak efficiency. Every system manager, no matter the size of the system, should remain aware of security vulnerabilities that can be addressed with critical patches. After all, system intruders are looking for these same vulnerabilities and are targeting computing devices that are not yet patched. When a patch becomes available, the user’s first task is to identify the criticality of the patch. If it is important, it should be applied immediately. If the patch is not critical in nature, installation might be delayed until a regular patch cycle begins. Patch cycles were discussed in detail in Chapter 12.



Conclusion What began as one man’s effort to get more power from a 1990s microcomputer chip has evolved into a powerful, flexible operating system that can run supercomputers, cell phones, and many devices in between. Linux enjoys unparalleled popularity among programmers, who contribute enhancements and improvements to the standard code set. In addition, because there are a broad range of applications that are available for minimal cost and easy to install, Linux has found growing acceptance among those with minimal programming experience. For advocates in large organizations, commercial Linux products are available complete with extensive technical support and user help. Linux is characterized by its power, flexibility, and constant maintenance by legions of programmers worldwide while maintaining careful adherence to industry standards. It is proving to be a viable player in the marketplace and is expected to grow in popularity for many years to come.



Key Terms argument: in a command-driven operating system, a value or option placed in the command that modifies how the command is to be carried out. buddy algorithm: a memory allocation technique that divides memory into halves to try to give a best fit and to fill memory requests as suitably as possible. clock page replacement policy: a variation of the LRU policy that removes from main memory the pages that show the least amount of activity during recent clock cycles.
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command-driven interface: an interface that accepts typed commands, one line at a time, from the user. It is also called command line interface and contrasts with a menudriven interface.



Interesting Searches



command: a directive to a computer program acting as an interpreter of some kind to perform a specific action.



CPU-bound: a job that will perform a great deal of nonstop processing before issuing an interrupt. A CPU-bound job can tie up the CPU for long periods of time. device driver: a device-specific program module that handles the interrupts and controls a particular type of device. device independent: programs that can work on a variety of computers and with a variety of devices. directory: a logical storage unit that contains files. graphical user interface (GUI): allows the user to activate operating system commands by clicking on icons or symbols using a pointing device such as a mouse. It is also called a menu-driven interface. kernel: the part of the operating system that resides in main memory at all times and performs the most essential tasks, such as managing memory and handling disk input and output. menu-driven interface: an interface that accepts instructions that users choose from a menu of valid choices. It is also called a graphical user interface and contrasts with a command-driven interface. patch management: the timely installation of software patches to make repairs and keep the operating system software current. Portable Operating System Interface (POSIX): a set of IEEE standards that defines the standard user and programming interfaces for operating systems so developers can port programs from one operating system to another.



Interesting Searches • Linux Kernel • Open Source Software • Linux Device Drivers • Embedded Linux • Linux for Supercomputers • Linux vs. UNIX
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Exercises Research Topics A. Research the similarities and differences between Linux and UNIX. List at least five major differences between the two operating systems and cite your sources. Describe in your own words which operating system you prefer and explain why. B. Research the following statement: “Open source software is not free software.” Explain whether or not the statement is true and describe the common misperceptions about open source software. Cite your sources.



Exercises 1. If you wanted to add these four files to one Linux directory (october.doc, OCTober.doc, OCTOBER.doc, and OcTOBer.doc), how many new files would be displayed: one, two, three, or four? Explain why this is so. Do you think the answer is the same for all operating systems? Why or why not? 2. Linux treats all devices as files. Explain why this feature adds flexibility to this operating system. 3. In Linux, devices are identified by a major or minor device number. List at least three types of devices that fall into each category and describe in your own words the differences between the two categories. 4. Explain why Linux makes system performance monitoring available to the user. 5. By examining permissions for each of the following files, identify if it is a file or directory, and describe the access allowed to the world, user, and group: a. -rwx---r-x b. drwx-----c. -rwxrwxr-d. dr-x---r-x e. -rwx---rwx 6. Linux uses an LRU algorithm to manage memory. Suppose there is another page replacement algorithm called not frequently used (NFU) that gives each page its own counter that is incremented with each clock cycle. In this way, each counter tracks the frequency of page use, and the page with the lowest counter is swapped out when paging is necessary. In your opinion, how do these two algorithms (LRU and NFU) compare? Explain which one would work best under normal use, and define how you perceive “normal use.” 7. There are many reasons why the system administrator would want to restrict access to areas of memory. Give the three reasons you believe are most important and rank them in order of importance.
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Exercises



8. Some versions of Linux place access control information among the page table entries. Explain why (or why not) this might be an efficient way to control access to files or directories. 9. With regard to virtual memory, decide if the following statement is true or false: If the paging file is located where fragmentation is least likely to happen, performance will be improved. Explain your answer.



Advanced Exercises 10. Compare and contrast block, character, and network devices, and how they are manipulated differently by the Linux device manager. 11. Describe the circumstance whereby a module would be closed but not released. What effect does this situation have on overall system performance? Describe the steps you would take to address the situation. 12. Security Enhanced Linux (SELinux) was designed and developed by a team from the U.S. National Security Agency and private industry. The resulting operating system, which began as a series of security patches, has since been included in the Linux kernel as of version 2.6. In your own words, explain why you think Linux was chosen as the base platform. 13. There are several ways to manage devices. The traditional way recognizes system devices in the order in which they are detected by the operating system. Another is dynamic device management, which calls for the creation and deletion of device files in the order that a user adds or removes devices. Compare and contrast the two methods and indicate the one you think is most effective, and explain why. 14. Device management also includes coordination with the Hardware Abstraction Layer (HAL). Describe which devices are managed by the HAL daemon and how duties are shared with the Linux device manager.
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ACM Code of Ethics and Professional Conduct The following passages are excerpted from the Code of Ethics and Professional Conduct adopted by the Association for Computing Machinery Council on October 16, 1992. They are reprinted here with permission. For the complete text, see www.acm.org/about/code-of-ethics. Note: These imperatives are expressed in a general form to emphasize that ethical principles which apply to computer ethics are derived from more general ethical principles.



Preamble Commitment to ethical professional conduct is expected of every member (voting members, associate members, and student members) of the Association for Computing Machinery (ACM). This Code, consisting of 24 imperatives formulated as statements of personal responsibility, identifies the elements of such a commitment. It contains many, but not all, issues professionals are likely to face. Section 1 outlines fundamental ethical considerations, while Section 2 addresses additional, more specific considerations of professional conduct. Statements in Section 3 pertain more specifically to individuals who have a leadership role, whether in the workplace or in a volunteer capacity such as with organizations like ACM. Principles involving compliance with this Code are given in Section 4.



Section 1: GENERAL MORAL IMPERATIVES As an ACM member I will .... 1.1 Contribute to society and human well-being. This principle concerning the quality of life of all people affirms an obligation to protect fundamental human rights and to respect the diversity of all cultures. An essential aim of computing professionals is to minimize negative consequences of computing systems, including threats to health and safety. When designing or implementing systems, computing professionals must attempt to ensure that the products of their efforts will be used in socially responsible ways, will meet social needs, and will avoid harmful effects to health and welfare.
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In addition to a safe social environment, human well-being includes a safe natural environment. Therefore, computing professionals who design and develop systems must be alert to, and make others aware of, any potential damage to the local or global environment.



1.2 Avoid harm to others. “Harm” means injury or negative consequences, such as undesirable loss of information, loss of property, property damage, or unwanted environmental impacts. This principle prohibits use of computing technology in ways that result in harm to any of the following: users, the general public, employees, employers. Harmful actions include intentional destruction or modification of files and programs leading to serious loss of resources or unnecessary expenditure of human resources such as the time and effort required to purge systems of “computer viruses.” Well-intended actions, including those that accomplish assigned duties, may lead to harm unexpectedly. In such an event the responsible person or persons are obligated to undo or mitigate the negative consequences as much as possible. One way to avoid unintentional harm is to carefully consider potential impacts on all those affected by decisions made during design and implementation. To minimize the possibility of indirectly harming others, computing professionals must minimize malfunctions by following generally accepted standards for system design and testing. Furthermore, it is often necessary to assess the social consequences of systems to project the likelihood of any serious harm to others. If system features are misrepresented to users, coworkers, or supervisors, the individual computing professional is responsible for any resulting injury. In the work environment the computing professional has the additional obligation to report any signs of system dangers that might result in serious personal or social damage. If one’s superiors do not act to curtail or mitigate such dangers, it may be necessary to “blow the whistle” to help correct the problem or reduce the risk. However, capricious or misguided reporting of violations can, itself, be harmful. Before reporting violations, all relevant aspects of the incident must be thoroughly assessed. In particular, the assessment of risk and responsibility must be credible. It is suggested that advice be sought from other computing professionals. See principle 2.5 regarding thorough evaluations.



1.3 Be honest and trustworthy. Honesty is an essential component of trust. Without trust an organization cannot function effectively. The honest computing professional will not make deliberately false or deceptive claims about a system or system design, but will instead provide full disclosure of all pertinent system limitations and problems.
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Preamble



A computer professional has a duty to be honest about his or her own qualifications, and about any circumstances that might lead to conflicts of interest.



1.4 Be fair and take action not to discriminate. The values of equality, tolerance, respect for others, and the principles of equal justice govern this imperative. Discrimination on the basis of race, sex, religion, age, disability, national origin, or other such factors is an explicit violation of ACM policy and will not be tolerated. Inequities between different groups of people may result from the use or misuse of information and technology. In a fair society, all individuals would have equal opportunity to participate in, or benefit from, the use of computer resources regardless of race, sex, religion, age, disability, national origin or other similar factors. However, these ideals do not justify unauthorized use of computer resources nor do they provide an adequate basis for violation of any other ethical imperatives of this code.



1.5 Honor property rights including copyrights and patent. Violation of copyrights, patents, trade secrets and the terms of license agreements is prohibited by law in most circumstances. Even when software is not so protected, such violations are contrary to professional behavior. Copies of software should be made only with proper authorization. Unauthorized duplication of materials must not be condoned.



1.6 Give proper credit for intellectual property. Computing professionals are obligated to protect the integrity of intellectual property. Specifically, one must not take credit for other’s ideas or work, even in cases where the work has not been explicitly protected by copyright, patent, etc.



1.7 Respect the privacy of others. Computing and communication technology enables the collection and exchange of personal information on a scale unprecedented in the history of civilization. Thus, there is increased potential for violating the privacy of individuals and groups. It is the responsibility of professionals to maintain the privacy and integrity of data describing individuals. This includes taking precautions to ensure the accuracy of data, as well as protecting it from unauthorized access or accidental disclosure to inappropriate individuals. Furthermore, procedures must be established to allow individuals to review their records and correct inaccuracies.
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This imperative implies that only the necessary amount of personal information be collected in a system, that retention and disposal periods for that information be clearly defined and enforced, and that personal information gathered for a specific purpose not be used for other purposes without consent of the individual(s). These principles apply to electronic communications, including electronic mail, and prohibit procedures that capture or monitor electronic user data, including messages, without the permission of users or bona fide authorization related to system operation and maintenance. User data observed during the normal duties of system operation and maintenance must be treated with strictest confidentiality, except in cases where it is evidence for the violation of law, organizational regulations, or this Code. In these cases, the nature or contents of that information must be disclosed only to proper authorities.



1.8 Honor confidentiality. The principle of honesty extends to issues of confidentiality of information whenever one has made an explicit promise to honor confidentiality or, implicitly, when private information not directly related to the performance of one’s duties becomes available. The ethical concern is to respect all obligations of confidentiality to employers, clients, and users unless discharged from such obligations by requirements of the law or other principles of this Code.
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Glossary



absolute filename: a file’s name, as given by the user, preceded by the directory (or directories) where the file is found and, when necessary, the specific device label. access control: the control of user access to a network or computer system. See also authentication. access control list: an access control method that lists each file, the names of the users who are allowed to access it, and the type of access each is permitted. access control matrix: an access control method that uses a matrix with every file (listed in rows) and every user (listed in columns) and the type of access each user is permitted on each file, recorded in the cell at the intersection of that row and column. access control verification module: the section of the File Manager that verifies which users are permitted to perform which operations with each file. access time: the total time required to access data in secondary storage. For a direct access storage device with movable read/write heads, it is the sum of seek time (arm movement), search time (rotational delay), and transfer time (data transfer). access token: an object that uniquely identifies a user who has logged on. An access token is appended to every process owned by the user. It contains the user’s security identification, the names of the groups to which the user belongs, any privileges the user owns, the default owner of any objects the user’s processes create, and the default access control list to be applied to any objects the user’s processes create. Active Directory: Microsoft Windows directory service that offers centralized administration of application serving, authentication, and user registration for distributed networking systems. active multiprogramming: a term used to indicate that the operating system has more control over interrupts; designed to fairly distribute CPU utilization over several resident programs. It contrasts with passive multiprogramming. address: a number that designates a particular memory location. address resolution: the process of changing the address of an instruction or data item to the address in main memory at which it is to be loaded or relocated. Advanced Research Projects Agency network (ARPAnet): a pioneering long-distance network funded by ARPA (now DARPA). It served as the basis for early networking research, as well as a central backbone during the development of the Internet. The ARPAnet consisted of individual packet switching computers interconnected by leased lines. aging: a policy used to ensure that jobs that have been in the system for a long time in the lower level queues will eventually complete their execution.



529



Glossary



C7047_18_Gloss.qxd



530



1/12/10



8:37 PM



Page 530



algorithm: a set of step-by-step instructions used to solve a particular problem. It can be stated in any form, such as mathematical formulas, diagrams, or natural or programming languages. allocation module: the section of the File Manager responsible for keeping track of unused areas in each storage device. allocation scheme: the process of assigning specific resources to a job so it can execute. anonymous FTP: a use of FTP that allows a user to retrieve documents, files, programs, and other data from anywhere on the Internet without having to establish a user ID and password. By using the special user ID of anonymous the network user is allowed to bypass local security checks and access publicly accessible files on the remote system. antivirus software: software that is designed to detect and recover from attacks by viruses and worms. It is usually part of a system protection software package. argument: in a command-driven operating system, a value or option placed in the command that modifies how the command is to be carried out. arithmetic logic unit: The high-speed CPU circuit that is part of the processor core that performs all calculations and comparisons. ARPAnet: see Advanced Research Projects Agency network. assembler: a computer program that translates programs from assembly language to machine language. assembly language: a programming language that allows users to write programs using mnemonic instructions that can be translated by an assembler. It is considered a low-level programming language and is very computer dependent. associative memory: the name given to several registers, allocated to each active process, whose contents associate several of the process segments and page numbers with their main memory addresses. authentication: the means by which a system verifies that the individual attempting to access the system is authorized to do so. Password protection is an authentication technique. availability: a resource measurement tool that indicates the likelihood that the resource will be ready when a user needs it. It is influenced by mean time between failures and mean time to repair. avoidance: the strategy of deadlock avoidance. It is a dynamic strategy, attempting to ensure that resources are never allocated in such a way as to place a system in an unsafe state. backup: the process of making long-term archival file storage copies of files on the system. batch system: a type of system developed for the earliest computers that used punched cards or tape for input. Each job was entered by assembling the cards together into a deck and several jobs were grouped, or batched, together before being sent through the card reader. benchmarks: a measurement tool used to objectively measure and evaluate a system’s performance by running a set of jobs representative of the work normally done by a computer system.
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best-fit memory allocation: a main memory allocation scheme that considers all free blocks and selects for allocation the one that will result in the least amount of wasted space. It contrasts with the first-fit memory allocation. biometrics: the science and technology of identifying authorized users based on their biological characteristics. BIOS: an acronym for basic input output system, a set of programs that are hardcoded on a chip to load into ROM at startup. blocking: a storage-saving and I/O-saving technique that groups individual records into a block that is stored and retrieved as a unit. The size of the block is often set to take advantage of the transfer rate. bootstrapping: the process of starting an inactive computer by using a small initialization program to load other programs. bounds register: a register used to store the highest location in memory legally accessible by each program. It contrasts with relocation register. bridge: a data-link layer device used to interconnect multiple networks using the same protocol. A bridge is used to create an extended network so that several individual networks can appear to be part of one larger network. browsing: a system security violation in which unauthorized users are allowed to search through secondary storage directories or files for information they should not have the privilege to read. B-tree: a special case of a binary tree structure used to locate and retrieve records stored in disk files. The qualifications imposed on a B-tree structure reduce the amount of time it takes to search through the B-tree, making it an ideal file organization for large files. buffers: the temporary storage areas residing in main memory, channels, and control units. They are used to store data read from an input device before it is needed by the processor and to store data that will be written to an output device. bus: (1) the physical channel that links the hardware components and allows for transfer of data and electrical signals; or (2) a shared communication link onto which multiple nodes may connect. bus topology: a network architecture in which elements are connected together along a single link. busy waiting: a method by which processes, waiting for an event to occur, continuously test to see if the condition has changed and remain in unproductive, resource-consuming wait loops. cache manager: a component of the I/O system that manages the part of virtual memory known as cache. The cache expands or shrinks dynamically depending on the amount of memory available. cache memory: a small, fast memory used to hold selected data and to provide faster access than would otherwise be possible. capability list: an access control method that lists every user, the files to which each has access, and the type of access allowed to those files. capacity: the maximum throughput level of any one of the system’s components.
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Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA): a method used to avoid transmission collision on shared media such as networks. It usually prevents collisions by requiring token acquisition. Carrier Sense Multiple Access with Collision Detection (CSMA/CD): a method used to detect transmission collision on shared media such as networks. It requires that the affected stations stop transmitting immediately and try again after delaying a random amount of time. CD-R: a compact disc storage medium that can be read many times but can be written to once. CD-ROM: compact disc read-only memory; a direct access optical storage medium that can store data including graphics, audio, and video. Because it is read-only, the contents of the disc can’t be modified. CD-RW: a compact disc storage medium that can be read many times and written to many times. central processing unit (CPU): the component with the circuitry, the chips, to control the interpretation and execution of instructions. In essence, it controls the operation of the entire computer system. All storage references, data manipulations, and I/O operations are initiated or performed by the CPU. channel: see I/O channel. channel program: see I/O channel program. Channel Status Word (CSW): a data structure that contains information indicating the condition of the channel, including three bits for the three components of the I/O subsystem—one each for the channel, control unit, and device. child process: in UNIX and Linux operating systems, the subordinate processes that are controlled by a parent process. circuit switching: a communication model in which a dedicated communication path is established between two hosts, and on which all messages travel. The telephone system is an example of a circuit switched network. circular wait: one of four conditions for deadlock through which each process involved is waiting for a resource being held by another; each process is blocked and can’t continue, resulting in deadlock. cleartext: in cryptography, a method of transmitting data without encryption, in text that is readable by anyone who sees it. client: a user node that requests and makes use of various network services. A workstation requesting the contents of a file from a file server is a client of the file server. clock cycle: the time span between two ticks of the computer’s system clock. clock policy: a variation of the LRU policy that removes from main memory the pages that show the least amount of activity during recent clock cycles. C-LOOK: a scheduling strategy for direct access storage devices that is an optimization of C-SCAN. COBEGIN: used with COEND to indicate to a multiprocessing compiler the beginning of a section where instructions can be processed concurrently.
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COEND: used with COBEGIN to indicate to a multiprocessing compiler the end of a section where instructions can be processed concurrently. collision: when a hashing algorithm generates the same logical address for two records with unique keys. command-driven interface: an interface that accepts typed commands, one line at a time, from the user. It contrasts with a menu-driven interface. compact disc: see CD-R. compaction: the process of collecting fragments of available memory space into contiguous blocks by moving programs and data in a computer’s memory or secondary storage. compatibility: the ability of an operating system to execute programs written for other operating systems or for earlier versions of the same system. compiler: a computer program that translates programs from a high-level programming language (such as FORTRAN, COBOL, Pascal, C, or Ada) into machine language. complete filename: see absolute filename. compression: see data compression. concurrent processing: execution by a single processor of a set of processes in such a way that they appear to be happening at the same time. It is typically achieved by interleaved execution. Also called multiprocessing. concurrent programming: a programming technique that allows a single processor to simultaneously execute multiple sets of instructions. Also called multiprogramming or multitasking. connect time: in time-sharing, the amount of time that a user is connected to a computer system. It is usually measured by the time elapsed between log on and log off. contention: a situation that arises on shared resources in which multiple data sources compete for access to the resource. context switching: the acts of saving a job’s processing information in its PCB so the job can be swapped out of memory, and of loading the processing information from the Process Control Block (PCB) of another job into the appropriate registers so the CPU can process it. Context switching occurs in all preemptive policies. contiguous storage: a type of file storage in which all the information is stored in adjacent locations in a storage medium. control cards: cards that define the exact nature of each program and its requirements. They contain information that direct the operating system to perform specific functions, such as initiating the execution of a particular job. See job control language. control unit: see I/O control unit. control word: a password given to a file by its creator. core: The processing part of a CPU chip made up of the control unit and the arithmetic logic unit. The core does not include the cache. C programming language: a general-purpose programming language developed by D. M. Ritchie. It combines high-level statements with low-level machine controls to generate software that is both easy to use and highly efficient.
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CPU: see central processing unit. CPU-bound: a job that will perform a great deal of nonstop processing before issuing an interrupt. A CPU-bound job can tie up the CPU for long periods of time. It contrasts with I/O-bound. cracker: an individual who attempts to access computer systems without authorization. These individuals are often malicious, as opposed to hackers, and have several means at their disposal for breaking into a system. critical region: the parts of a program that must complete execution before other processes can have access to the resources being used. It is called a critical region because its execution must be handled as a unit. cryptography: the science of coding a message or text so an unauthorized user cannot read it. C-SCAN: a scheduling strategy for direct access storage devices that is used to optimize seek time. It is an abbreviation for circular-SCAN. CSMA/CA: see Carrier Sense Multiple Access with Collision Avoidance. CSMA/CD: see Carrier Sense Multiple Access with Collision Detection. current byte address (CBA): the address of the last byte read. It is used by the File Manager to access records in secondary storage and must be updated every time a record is accessed, such as when the READ command is executed. current directory: the directory or subdirectory in which the user is working. cylinder: for a disk or disk pack, it is when two or more read/write heads are positioned at the same track, at the same relative position, on their respective surfaces. DASD: see direct access storage device. database: a group of related files that are interconnected at various levels to give users flexibility of access to the data stored. data compression: a procedure used to reduce the amount of space required to store data by reducing encoding or abbreviating repetitive terms or characters. data file: a file that contains only data. deadlock: a problem occurring when the resources needed by some jobs to finish execution are held by other jobs, which, in turn, are waiting for other resources to become available. The deadlock is complete if the remainder of the system comes to a standstill as a result of the hold the processes have on the resource allocation scheme. Also called deadly embrace. deadly embrace: a colorful synonym for deadlock. deallocation: the process of freeing an allocated resource, whether memory space, a device, a file, or a CPU. dedicated device: a device that can be assigned to only one job at a time; it serves that job for the entire time the job is active. demand paging: a memory allocation scheme that loads into memory a program’s page at the time it is needed for processing. denial of service (DoS) attack: an attack on a network that makes it unavailable to perform the functions it was designed to do. This can be done by flooding the server with meaningless requests or information.
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detection: the process of examining the state of an operating system to determine whether a deadlock exists. device: a computer’s peripheral unit such as a printer, plotter, tape drive, disk drive, or terminal. device driver: a device-specific program module that handles the interrupts and controls a particular type of device. device independent: programs that can work on a variety of computers and with a variety of devices. device interface module: transforms the block number supplied by the physical file system into the actual cylinder/surface/record combination needed to retrieve the information from a specific secondary storage device. Device Manager: the section of the operating system responsible for controlling the use of devices. It monitors every device, channel, and control unit and chooses the most efficient way to allocate all of the system’s devices. dictionary attack: the technique by which an intruder attempts to guess user passwords by trying words found in a dictionary. Dijkstra’s algorithm: a graph theory algorithm that has been used in various link state routing protocols. This allows a router to step through an internetwork and find the best path to each destination. direct access file: see direct record organization. direct access storage device (DASD): any secondary storage device that can directly read or write to a specific place. Also called a random access storage device. It contrasts with a sequential access medium. direct memory access (DMA): an I/O technique that allows a control unit to access main memory directly and transfer data without the intervention of the CPU. direct record organization: files stored in a direct access storage device and organized to give users the flexibility of accessing any record at random regardless of its position in the file. directed graphs: a graphic model representing various states of resource allocations. It consists of processes and resources connected by directed lines (lines with directional arrows). directory: a logical storage unit that contains files. disc: an optical storage medium such as CD or DVD. disk pack: a removable stack of disks mounted on a common central spindle with spaces between each pair of platters so read/write heads can move between them. displacement: in a paged or segmented memory allocation environment, it’s the difference between a page’s relative address and the actual machine language address. It is used to locate an instruction or data value within its page frame. Also called offset. distributed operating system (DO/S): an operating system that provides control for a distributed computing system (two or more computers interconnected for a specific purpose), allowing its resources to be accessed in a unified way. See also Network Operating System.
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distributed processing: a method of data processing in which files are stored at many different locations and in which processing takes place at different sites. DNS: see domain name service. Domain Name Service (DNS): a general-purpose, distributed, replicated, data query service. Its principal function is the resolution of Internet addresses based on fully qualified domain names such as .com (for commercial entity) or .edu (for educational institution). DO/S: see distributed operating system. double buffering: a technique used to speed I/O in which two buffers are present in main memory, channels, and control units. DVD: digital video disc; a direct access optical storage medium that can store up to 17 gigabytes, enough to store a full-length movie. dynamic partitions: a memory allocation scheme in which jobs are given as much memory as they request when they are loaded for processing, thus creating their own partitions in main memory. It contrasts with static partitions, or fixed partitions. elevator algorithm: see LOOK. embedded computer system: a dedicated computer system that often resides inside a larger physical system, such as jet aircraft or ships. It must be small and fast and work with real-time constraints, fail-safe execution, and nonstandard I/O devices. In some cases it must be able to manage concurrent activities, which requires parallel processing. encryption: translation of a message or data item from its original form to an encoded form, thus hiding its meaning and making it unintelligible without the key to decode it. It is used to improve system security and data protection. Ethernet: a 10-megabit, 100-megabit, 1-gigabit or more standard for LANs, initially developed by Xerox and later refined by Digital Equipment Corporation, Intel, and Xerox. All hosts are connected to a coaxial cable where they contend for network access. ethics: the rules or standards of behavior that members of the computer-using community are expected to follow, demonstrating the principles of right and wrong. explicit parallelism: a type of concurrent programming that requires that the programmer explicitly state which instructions can be executed in parallel. It contrasts with implicit parallelism. extensibility: one of an operating system’s design goals that allows it to be easily enhanced as market requirements change. extension: in some operating systems, it is the part of the filename that indicates which compiler or software package is needed to run the files. UNIX and Linux call it a suffix. extents: any remaining records, and all other additions to the file, that are stored in other sections of the disk. The extents of the file are linked together with pointers. external fragmentation: a situation in which the dynamic allocation of memory creates unusable fragments of free memory between blocks of busy, or allocated, memory. It contrasts with internal fragmentation.
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external interrupts: interrupts that occur outside the normal flow of a program’s execution. They are used in preemptive scheduling policies to ensure a fair use of the CPU in multiprogramming environments. FCFS: see first come first served. feedback loop: a mechanism to monitor the system’s resource utilization so adjustments can be made. fetch policy: the rules used by the virtual memory manager to determine when a page is copied from disk to memory. field: a group of related bytes that can be identified by the user with a name, type, and size. A record is made up of fields. FIFO: see first-in first-out. FIFO anomaly: an unusual circumstance through which adding more page frames causes an increase in page interrupts when using a FIFO page replacement policy. file: a group of related records that contains information to be used by specific application programs to generate reports. file allocation table (FAT): a table used to track noncontiguous segments of a file. file descriptor: information kept in the directory to describe a file or file extent. It contains the file’s name, location, and attributes. File Manager: the section of the operating system responsible for controlling the use of files. It tracks every file in the system including data files, assemblers, compilers, and application programs. By using predetermined access policies, it enforces access restrictions on each file. file server: a dedicated network node that provides mass data storage for other nodes on the network. File Transfer Protocol (FTP): a protocol that allows a user on one host to access and transfer files to or from another host over a TCP/IP network. filter command: a command that directs input from a device or file, changes it, and then sends the result to a printer or display. FINISHED: a job status that means that execution of the job has been completed. firewall: a set of hardware and software that disguises the internal network address of a computer or network to control how clients from outside can access the organization’s internal servers. firmware: software instructions or data that are stored in a fixed or firm way, usually implemented on read only memory (ROM). Firmware is built into the computer to make its operation simpler for the user to understand. first come first served (FCFS): (1) the simplest scheduling algorithm for direct access storage devices that satisfies track requests in the order in which they are received; (2) a nonpreemptive process scheduling policy (or algorithm) that handles jobs according to their arrival time; the first job in the READY queue will be processed first by the CPU. first-fit memory allocation: a main memory allocation scheme that searches from the beginning of the free block list and selects for allocation the first block of memory large enough to fulfill the request. It contrasts with best-fit memory allocation.
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first generation (1940–1955): the era of the first computers, characterized by their use of vacuum tubes and their very large physical size. first-in first-out (FIFO) policy: a page replacement policy that removes from main memory the pages that were brought in first. It is based on the assumption that these pages are the least likely to be used again in the near future. fixed-length record: a record that always contains the same number of characters. It contrasts with variable-length record. fixed partitions: a memory allocation scheme in which main memory is sectioned off, with portions assigned to each user. Also called static partitions. It contrasts with dynamic partitions. flash memory: a type of nonvolatile memory used as a secondary storage device that can be erased and reprogrammed in blocks of data. FLOP: a measure of processing speed meaning floating point operations per second (FLOP). See megaflop, gigaflop, teraflop. floppy disk: a removable flexible disk for low-cost, direct access secondary storage. fragmentation: a condition in main memory where wasted memory space exists within partitions, called internal fragmentation, or between partitions, called external fragmentation. FTP: the name of the program a user invokes to execute the File Transfer Protocol. gateway: a communications device or program that passes data between networks having similar functions but different protocols. A gateway is used to create an extended network so that several individual networks appear to be part of one larger network. gigabit: a measurement of data transmission speed equal to 1,073,741,824 bits per second. gigabyte (GB): a unit of memory or storage space equal to 1,073,741,824 bytes or 230 bytes. One gigabyte is approximately 1 billion bytes. gigaflop: a benchmark used to measure processing speed. One gigaflop equals 1 billion floating point operations per second. graphical user interface (GUI): a user interface that allows the user to activate operating system commands by clicking on icons or symbols using a pointing device such as a mouse. group: a property of operating systems that enables system administrators to create sets of users who share the same privileges. A group can share files or programs without allowing all system users access to those resources. groupware: software applications that support cooperative work over a network. Groupware systems must support communications between users and information processing. For example, a system providing a shared editor must support not only the collective amendment of documents, but also discussions between the participants about what is to be amended and why. hacker: a person who delights in having an intimate understanding of the internal workings of a system—computers and computer networks in particular. The term is often misused in a pejorative context, where cracker would be the correct term.
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Hamming code: an error-detecting and error-correcting code that greatly improves the reliability of data, named after mathematician Richard Hamming. hard disk: a direct access secondary storage device for personal computer systems. It is generally a high-density, nonremovable device. hardware: the physical machine and its components, including main memory, I/O devices, I/O channels, direct access storage devices, and the central processing unit. hashing algorithm: the set of instructions used to perform a key-to-address transformation in which a record’s key field determines its location. See also logical address. high-level scheduler: another term for the Job Scheduler. HOLD: one of the process states. It is assigned to processes waiting to be let into the READY queue. hop: a node network through which a packet passes on the path between the packet’s source and destination nodes. host: (1) the Internet term for a network node that is capable of communicating at the application layer. Each Internet host has a unique IP address. (2) a networked computer with centralized program or data files that makes them available to other computers on the network. hybrid system: a computer system that supports both batch and interactive processes. It appears to be interactive because individual users can access the system via terminals and get fast responses, but it accepts and runs batch programs in the background when the interactive load is light. hybrid topology: a network architecture that combines other types of network topologies, such as tree and star, to accommodate particular operating characteristics or traffic volumes. impersonation: in Windows, the ability of a thread in one process to take on the security identity of a thread in another process and perform operations on that thread’s behalf. Used by environment subsystems and network services when accessing remote resources for client applications. implicit parallelism: a type of concurrent programming in which the compiler automatically detects which instructions can be performed in parallel. It contrasts with explicit parallelism. indefinite postponement: means that a job’s execution is delayed indefinitely because it is repeatedly preempted so other jobs can be processed. index block: a data structure used with indexed storage allocation. It contains the addresses of each disk sector used by that file. indexed sequential record organization: a way of organizing data in a direct access storage device. An index is created to show where the data records are stored. Any data record can be retrieved by consulting the index first. indexed storage: the way in which the File Manager physically allocates space to an indexed sequentially organized file.
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interactive system: a system that allows each user to interact directly with the operating system via commands entered from a keyboard. Also called timesharing system. interblock gap (IBG): an unused space between blocks of records on a magnetic tape. internal fragmentation: a situation in which a fixed partition is only partially used by the program. The remaining space within the partition is unavailable to any other job and is therefore wasted. It contrasts with external fragmentation. internal interrupts: also called synchronous interrupts, they occur as a direct result of the arithmetic operation or job instruction currently being processed. They contrast with external interrupts. internal memory: see main memory. International Organization for Standardization (ISO): a voluntary, non-treaty organization founded in 1946 that is responsible for creating international standards in many areas, including computers and communications. Its members are the national standards organizations of the 89 member countries, including ANSI for the United States. Internet: the largest collection of networks interconnected with routers. The Internet is a multiprotocol internetwork. Internet Protocol (IP): the network-layer protocol used to route data from one network to another. It was developed by the United States Department of Defense. interrecord gap (IRG): an unused space between records on a magnetic tape. It facilitates the tape’s start/stop operations. interrupt: a hardware signal that suspends execution of a program and activates the execution of a special program known as the interrupt handler. It breaks the normal flow of the program being executed. interrupt handler: the program that controls what action should be taken by the operating system when a sequence of events is interrupted. inverted file: a file generated from full document databases. Each record in an inverted file contains a key subject and the document numbers where that subject is found. A book’s index is an inverted file. I/O-bound: a job that requires a large number of input/output operations, resulting in much free time for the CPU. It contrasts with CPU-bound. I/O channel: a specialized programmable unit placed between the CPU and the control units. Its job is to synchronize the fast speed of the CPU with the slow speed of the I/O device and vice versa, making it possible to overlap I/O operations with CPU operations. I/O channels provide a path for the transmission of data between control units and main memory, and they control that transmission. I/O channel program: the program that controls the channels. Each channel program specifies the action to be performed by the devices and controls the transmission of data between main memory and the control units. I/O control unit: the hardware unit containing the electronic components common to one type of I/O device, such as a disk drive. It is used to control the operation of several I/O devices of the same type.
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I/O device: any peripheral unit that allows communication with the CPU by users or programs, including terminals, line printers, plotters, card readers, tape drives, and direct access storage devices. I/O device handler: the module that processes the I/O interrupts, handles error conditions, and provides detailed scheduling algorithms that are extremely device dependent. Each type of I/O device has its own device handler algorithm. I/O scheduler: one of the modules of the I/O subsystem that allocates the devices, control units, and channels. I/O subsystem: a collection of modules within the operating system that controls all I/O requests. I/O traffic controller: one of the modules of the I/O subsystem that monitors the status of every device, control unit, and channel. IP: see Internet Protocol. ISO: see International Organization for Standardization. Java: a cross-platform programming language, developed by Sun Microsystems, that closely resembles C⫹⫹ and runs on any computer capable of running the Java interpreter. job: a unit of work submitted by a user to an operating system. job control language (JCL): a command language used in several computer systems to direct the operating system in the performance of its functions by identifying the users and their jobs and specifying the resources required to execute a job. The JCL helps the operating system better coordinate and manage the system’s resources. Job Scheduler: the high-level scheduler of the Processor Manager that selects jobs from a queue of incoming jobs based on each job’s characteristics. The Job Scheduler’s goal is to sequence the jobs in the READY queue so that the system’s resources will be used efficiently. job status: the condition of a job as it moves through the system from the beginning to the end of its execution: HOLD, READY, RUNNING, WAITING, or FINISHED. job step: units of work executed sequentially by the operating system to satisfy the user’s total request. A common example of three job steps is the compilation, linking, and execution of a user’s program. Job Table (JT): a table in main memory that contains two entries for each active job—the size of the job and the memory location where its page map table is stored. It is used for paged memory allocation schemes. Kerberos: an MIT-developed authentication system that allows network managers to administer and manage user authentication at the network level. kernel: the part of the operating system that resides in main memory at all times and performs the most essential tasks, such as managing memory and handling disk input and output. kernel level: in an object-based distributed operating system, it provides the basic mechanisms for dynamically building the operating system by creating, managing, scheduling, synchronizing, and deleting objects.
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kernel mode: the name given to indicate that processes are granted privileged access to the processor. Therefore, all machine instructions are allowed and system memory is accessible. Contrasts with the more restrictive user mode. key field: (1) a unique field or combination of fields in a record that uniquely identifies that record; (2) the field that determines the position of a record in a sorted sequence. kilobyte (K): a unit of memory or storage space equal to 1,024 bytes or 210 bytes. LAN: see local area network. lands: flat surface areas on the reflective layer of a CD or DVD. Each land is interpreted as a 1. Contrasts with pits, which are interpreted as 0s. leased line: a dedicated telephone circuit for which a subscriber pays a monthly fee, regardless of actual use. least-frequently-used (LFU): a page-removal algorithm that removes from memory the least-frequently-used page. least-recently-used (LRU) policy: a page-replacement policy that removes from main memory the pages that show the least amount of recent activity. It is based on the assumption that these pages are the least likely to be used again in the immediate future. LFU: see least-frequently-used. Lightweight Directory Access Protocol (LDAP): a protocol that defines a method for creating searchable directories of resources on a network. It is called lightweight because it is a simplified and TCP/IP-enabled version of the X.500 directory protocol. link: a generic term for any data communications medium to which a network node is attached. livelock: a locked system whereby two or more processes continually block the forward progress of the others without making any forward progress itself. It is similar to a deadlock except that neither process is blocked or waiting; they are both in a continuous state of change. local area network (LAN): a data network intended to serve an area covering only a few square kilometers or less. local station: the network node to which a user is attached. locality of reference: behavior observed in many executing programs in which memory locations recently referenced, and those near them, are likely to be referenced in the near future. locking: a technique used to guarantee the integrity of the data in a database through which the user locks out all other users while working with the database. lockword: a sequence of letters and/or numbers provided by users to prevent unauthorized tampering with their files. The lockword serves as a secret password in that the system will deny access to the protected file unless the user supplies the correct lockword when accessing the file. logic bomb: a virus with a trigger, usually an event, that causes it to execute. logical address: the result of a key-to-address transformation. See also hashing algorithm. LOOK: a scheduling strategy for direct access storage devices that is used to optimize seek time. Sometimes known as the elevator algorithm.
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loosely coupled configuration: a multiprocessing configuration in which each processor has a copy of the operating system and controls its own resources. low-level scheduler: a synonym for process scheduler. LRU: see least-recently-used. magnetic tape: a linear secondary storage medium that was first developed for early computer systems. It allows only for sequential retrieval and storage of records. magneto-optical (MO) disk drive: a data storage drive that uses a laser beam to read and/or write information recorded on magneto-optical disks. mailslots: a high-level network software interface for passing data among processes in a one-to-many and many-to-one communication mechanism. Mail slots are useful for broadcasting messages to any number of processes. main memory: the memory unit that works directly with the CPU and in which the data and instructions must reside in order to be processed. Also called random access memory (RAM), primary storage, or internal memory. mainframe: the historical name given to a large computer system characterized by its large size, high cost, and high performance. MAN: see metropolitan area network. master file directory (MFD): a file stored immediately after the volume descriptor. It lists the names and characteristics of every file contained in that volume. master/slave configuration: an asymmetric multiprocessing configuration consisting of a single processor system connected to slave processors, each of which is managed by the primary master processor, which provides the scheduling functions and jobs. mean time between failures (MTBF): a resource measurement tool; the average time that a unit is operational before it breaks down. mean time to repair (MTTR): a resource measurement tool; the average time needed to fix a failed unit and put it back in service. megabyte (MB): a unit of memory or storage space equal to 1,048,576 bytes or 220 bytes. megaflop: a benchmark used to measure processing speed. One megaflop equals 1 million floating point operations per second. megahertz (MHz): a speed measurement used to compare the clock speed of computers. One megahertz is equal to 1 million electrical cycles per second. Memory Manager: the section of the operating system responsible for controlling the use of memory. It checks the validity of each request for memory space and, if it is a legal request, allocates the amount of memory needed to execute the job. Memory Map Table (MMT): a table in main memory that contains as many entries as there are page frames and lists the location and free/busy status for each one. menu-driven interface: an interface that accepts instructions that users choose from a menu of valid choices. It contrasts with a command-driven interface. metropolitan area network (MAN): a data network intended to serve an area approximating that of a large city. microcomputer: a small computer equipped with all the hardware and software necessary to perform one or more tasks.
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middle-level scheduler: a scheduler used by the Processor Manager to manage processes that have been interrupted because they have exceeded their allocated CPU time slice. It is used in some highly interactive environments. midrange computer: a small to medium-sized computer system developed to meet the needs of smaller institutions. It was originally developed for sites with only a few dozen users. Also called minicomputer. minicomputer: see midrange computer. MIPS: a measure of processor speed that stands for a million instructions per second. A mainframe system running at 100 MIPS can execute 100,000,000 instructions per second. module: a logical section of a program. A program may be divided into a number of logically self-contained modules that may be written and tested by a number of programmers. monoprogramming system: a single-user computer system. most-recently-used (MRU): a page-removal algorithm that removes from memory the most-recently-used page. MTBF: see mean time between failures. MTTR: see mean time to repair. multiple-level queues: a process-scheduling scheme (used with other scheduling algorithms) that groups jobs according to a common characteristic. The processor is then allocated to serve the jobs in these queues in a predetermined manner. multiprocessing: when two or more CPUs share the same main memory, most I/O devices, and the same control program routines. They service the same job stream and execute distinct processing programs concurrently. multiprogramming: a technique that allows a single processor to process several programs residing simultaneously in main memory and interleaving their execution by overlapping I/O requests with CPU requests. Also called concurrent programming or multitasking. multitasking: a synonym for multiprogramming. mutex: a condition that specifies that only one process may update (modify) a shared resource at a time to ensure correct operation and results. mutual exclusion: one of four conditions for deadlock in which only one process is allowed to have access to a resource. It is typically shortened to mutex in algorithms describing synchronization between processes. named pipes: a high-level software interface to NetBIOS, which represents the hardware in network applications as abstract objects. Named pipes are represented as file objects in Windows and operate under the same security mechanisms as other executive objects. natural wait: common term used to identify an I/O request from a program in a multiprogramming environment that would cause a process to wait naturally before resuming execution.
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negative feedback loop: a mechanism to monitor the system’s resources and, when it becomes too congested, to signal the appropriate manager to slow down the arrival rate of the processes. NetBIOS interface: a programming interface that allows I/O requests to be sent to and received from a remote computer. It hides networking hardware from applications. network: a system of interconnected computer systems and peripheral devices that exchange information with one another. Network Manager: the section of the operating system responsible for controlling the access to, and use of, networked resources. network operating system (NOS): the software that manages network resources for a node on a network and may provide security and access control. These resources may include electronic mail, file servers, and print servers. See also distributed operating system. no preemption: one of four conditions for deadlock in which a process is allowed to hold on to resources while it is waiting for other resources to finish execution. noncontiguous storage: a type of file storage in which the information is stored in nonadjacent locations in a storage medium. Data records can be accessed directly by computing their relative addresses. nonpreemptive scheduling policy: a job scheduling strategy that functions without external interrupts so that, once a job captures the processor and begins execution, it remains in the RUNNING state uninterrupted until it issues an I/O request or it is finished. NOS: see network operating system. N-step SCAN: a variation of the SCAN scheduling strategy for direct access storage devices that is used to optimize seek times. NT file system (NTFS): The file system introduced with Windows NT that offers file management services, such as permission management, compression, transaction logs, and the ability to create a single volume spanning two or more physical disks. null entry: an empty entry in a list. It assumes different meanings based on the list’s application. object: any one of the many entities that constitute a computer system, such as CPUs, terminals, disk drives, files, or databases. Each object is called by a unique name and has a set of operations that can be carried out on it. object-based DO/S: a view of distributed operating systems where each hardware unit is bundled with its required operational software, forming a discrete object to be handled as an entity. object-oriented: a programming philosophy whereby programs consist of self-contained, reusable modules called objects, each of which supports a specific function, but which are categorized into classes of objects that share the same function. offset: in a paged or segmented memory allocation environment, it is the difference between a page’s address and the actual machine language address. It is used to locate an instruction or data value within its page frame. Also called displacement.
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open shortest path first (OSPF): a protocol designed for use in Internet Protocol networks, it is concerned with tracking the operational state of every network interface. Any changes to the state of an interface will trigger a routing update message. open systems interconnection (OSI) reference model: a seven-layer structure designed to describe computer network architectures and the ways in which data passes through them. This model was developed by the ISO in 1978 to clearly define the interfaces and protocols for multi-vendor networks, and to provide users of those networks with conceptual guidelines in the construction of such networks. operating system: the software that manages all the resources of a computer system. optical disc: a secondary storage device on which information is stored in the form of tiny holes called pits laid out in a spiral track (instead of a concentric track as for a magnetic disk). The data is read by focusing a laser beam onto the track. optical disc drive: a drive that uses a laser beam to read and/or write information recorded on compact optical discs. order of operations: the algebraic convention that dictates the order in which elements of a formula are calculated. OSI reference model: see open systems interconnection reference model. OSPF: see open shortest path first. overlay: a technique used to increase the apparent size of main memory. This is accomplished by keeping in main memory only the programs or data that are currently active; the rest are kept in secondary storage. Overlay occurs when segments of a program are transferred from secondary storage to main memory for execution, so that two or more segments occupy the same storage locations at different times. owner: one of the three types of users allowed to access a file. The owner is the one who created the file originally. The other two types are group and everyone else, also known as world in some systems. P: an operation performed on a semaphore, which may cause the calling process to wait. It stands for the Dutch word proberen, meaning to test, and it is part of the P and V operations to test and increment. packet: a unit of data sent across a network. Packet is a generic term used to describe units of data at all layers of the protocol stack, but it is most correctly used to describe application data units. packet sniffer: software that intercepts network data packets sent in cleartext and searches them for information, such as passwords. packet switching: a communication model in which messages are individually routed between hosts, with no previously established communication path. page: a fixed-size section of a user’s job that corresponds to page frames in main memory. page fault: a type of hardware interrupt caused by a reference to a page not residing in memory. The effect is to move a page out of main memory and into secondary storage so another page can be moved into memory.
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page fault handler: part of the Memory Manager that determines if there are empty page frames in memory so that the requested page can immediately be copied from secondary storage, or determines which page must be swapped out if all page frames are busy. page frame: individual sections of main memory of uniform size into which a single page may be loaded. Page Map Table (PMT): a table in main memory with the vital information for each page including the page number and its corresponding page frame memory address. page replacement policy: an algorithm used by virtual memory systems to decide which page or segment to remove from main memory when a page frame is needed and memory is full. Two examples are FIFO and LRU. page swap: the process of moving a page out of main memory and into secondary storage so another page can be moved into memory in its place. paged memory allocation: a memory allocation scheme based on the concept of dividing a user’s job into sections of equal size to allow for noncontiguous program storage during execution. This was implemented to further increase the level of multiprogramming. It contrasts with segmented memory allocation. parallel processing: the process of operating two or more CPUs in parallel: that is, more than one CPU executing instructions simultaneously. parent process: In UNIX and Linux operating systems, a job that controls one or more child processes, which are subordinate to it. parity bit: an extra bit added to a character, word, or other data unit and used for error checking. It is set to either 0 or 1 so that the sum of the 1 bits in the data unit is always even, for even parity, or odd for odd parity, according to the logic of the system. partition: a section of hard disk storage of arbitrary size. Partitions can be static or dynamic. passive multiprogramming: a term used to indicate that the operating system doesn’t control the amount of time the CPU is allocated to each job, but waits for each job to end an execution sequence before issuing an interrupt releasing the CPU and making it available to other jobs. It contrasts with active multiprogramming. pass-through security: used to perform remote-validation activities in Windows 95. Logon information is passed to the appropriate networking protocol for processing that enables Windows 95 to use existing network hardware and software with all the security that is built into these external network servers. password: a user-defined access control method. Typically a word or character string that a user must specify in order to be allowed to log on to a computer system. patch: executable software that repairs errors or omissions in another program or piece of software. patch management: the rigorous application of software patches to make repairs and keep the operating system software up to the latest standard. path: (1) the sequence of routers and links through which a packet passes on its way from source to destination node; (2) the sequence of directories and subdirectories the operating system must follow to find a specific file.
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PCB: see process control block. peer (hardware): a node on a network that is at the same level as other nodes on that network. For example, all nodes on a local area network are peers. peer (software): a process that is communicating to another process residing at the same layer in the protocol stack on another node. For example, if the processes are application processes, they are said to be application-layer peers. performance: the ability of an operating system to give users good response times under heavy loads and when using CPU-bound applications such as graphic and financial analysis packages, both of which require rapid processing. phishing: a technique used to trick consumers into revealing personal information by appearing as a legitimate entity. pipe: a symbol that directs the operating system to divert the output of one command so it becomes the input of another command. pirated software: illegally obtained software. pits: tiny depressions on the reflective layer of a CD or DVD. Each pit is interpreted as a 0. Contrasts with lands, which are interpreted as 1s. placement policy: the rules used by the virtual memory manager to determine where the virtual page is to be loaded in memory. pointer: an address or other indicator of location. polling: a software mechanism used to test the flag, which indicates when a device, control unit, or path is available. portability: the ability to move an entire operating system to a machine based on a different processor or configuration with as little recoding as possible. positive feedback loop: a mechanism used to monitor the system. When the system becomes underutilized, the feedback causes the arrival rate to increase. POSIX: Portable Operating System Interface is a set of IEEE standards that defines the standard user and programming interfaces for operating systems so developers can port programs from one operating system to another. preemptive scheduling policy: any process scheduling strategy that, based on predetermined policies, interrupts the processing of a job and transfers the CPU to another job. It is widely used in time-sharing environments. prevention: a design strategy for an operating system where resources are managed in such a way that some of the necessary conditions for deadlock do not hold. primary storage: see main memory. primitives: well-defined, predictable, low-level operating system mechanisms that allow higher-level operating system components to perform their functions without considering direct hardware manipulation. priority scheduling: a nonpreemptive process scheduling policy (or algorithm) that allows for the execution of high-priority jobs before low-priority jobs. process: an instance of execution of a program that is identifiable and controllable by the operating system. process control block (PCB): a data structure that contains information about the current status and characteristics of a process. Every process has a PCB.
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process identification: a user-supplied unique identifier of the process and a pointer connecting it to its descriptor, which is stored in the PCB. process scheduler: the low-level scheduler of the Processor Manager that sets up the order in which processes in the READY queue will be served by the CPU. process scheduling algorithm: an algorithm used by the Job Scheduler to allocate the CPU and move jobs through the system. Examples are FCFS, SJN, priority, and round robin scheduling policies. process scheduling policy: any policy used by the Processor Manager to select the order in which incoming jobs will be executed. process state: information stored in the job’s PCB that indicates the current condition of the process being executed. process status: information stored in the job’s PCB that indicates the current position of the job and the resources responsible for that status. Process Status Word (PSW): information stored in a special CPU register including the current instruction counter and register contents. It is saved in the job’s PCB when it isn’t running but is on HOLD, READY, or WAITING. process synchronization: (1) the need for algorithms to resolve conflicts between processors in a multiprocessing environment; (2) the need to ensure that events occur in the proper order even if they are carried out by several processes. process-based DO/S: a view of distributed operating systems that encompasses all the system’s processes and resources. Process management is provided through the use of client/server processes. processor: (1) another term for the CPU (central processing unit); (2) any component in a computing system capable of performing a sequence of activities. It controls the interpretation and execution of instructions. Processor Manager: a composite of two submanagers, the Job Scheduler and the Process Scheduler. It decides how to allocate the CPU, monitors whether it is executing a process or waiting, and controls job entry to ensure balanced use of resources. producers and consumers: a classic problem in which a process produces data that will be consumed, or used, by another process. It exhibits the need for process cooperation. program: a sequence of instructions that provides a solution to a problem and directs the computer’s actions. In an operating systems environment it can be equated with a job. program file: a file that contains instructions for the computer. protocol: a set of rules to control the flow of messages through a network. proxy server: a server positioned between an internal network and an external network or the Internet to screen all requests for information and prevent unauthorized access to network resources. PSW: see Process Status Word. queue: a linked list of PCBs that indicates the order in which jobs or processes will be serviced.
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race: a synchronization problem between two processes vying for the same resource. In some cases it may result in data corruption because the order in which the processes will finish executing cannot be controlled. RAID: redundant arrays of independent disks. A group of hard disks controlled in such a way that they speed read access of data on secondary storage devices and aid data recovery. random access memory (RAM): see main memory. random access storage device: see direct access storage device. read only memory (ROM): a type of primary storage in which programs and data are stored once by the manufacturer and later retrieved as many times as necessary. ROM does not allow storage of new programs or data. readers and writers: a problem that arises when two types of processes need to access a shared resource such as a file or a database. Their access must be controlled to preserve data integrity. read/write head: a small electromagnet used to read or write data on a magnetic storage medium, such as disk or tape. READY: a job status that means the job is ready to run but is waiting for the CPU. real-time system: the computing system used in time-critical environments that require guaranteed response times, such as navigation systems, rapid transit systems, and industrial control systems. record: a group of related fields treated as a unit. A file is a group of related records. recovery: (1) when a deadlock is detected, the steps that must be taken to break the deadlock by breaking the circle of waiting processes; (2) when a system is assaulted, the steps that must be taken to recover system operability and, in the best case, recover any lost data. redirection: a symbol that directs the operating system to send the results of a command to or from a file or device other than a keyboard or monitor. reentrant code: code that can be used by two or more processes at the same time; each shares the same copy of the executable code but has separate data areas. register: a hardware storage unit used in the CPU for temporary storage of a single data item. relative address: in a direct organization environment, it indicates the position of a record relative to the beginning of the file. relative filename: a file’s simple name and extension as given by the user. It contrasts with absolute filename. reliability: (1) a standard that measures the probability that a unit will not fail during a given time period—it is a function of MTBF; (2) the ability of an operating system to respond predictably to error conditions, even those caused by hardware failures; (3) the ability of an operating system to actively protect itself and its users from accidental or deliberate damage by user programs.
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relocatable dynamic partitions: a memory allocation scheme in which the system relocates programs in memory to gather together all of the empty blocks and compact them to make one block of memory that is large enough to accommodate some or all of the jobs waiting for memory. relocation: (1) the process of moving a program from one area of memory to another; (2) the process of adjusting address references in a program, by either software or hardware means, to allow the program to execute correctly when loaded in different sections of memory. relocation register: a register that contains the value that must be added to each address referenced in the program so that it will be able to access the correct memory addresses after relocation. If the program hasn’t been relocated, the value stored in the program’s relocation register is 0. It contrasts with bounds register. remote login: the ability to operate on a remote computer using a protocol over a computer network as though locally attached. remote station: the node at the distant end of a network connection. repeated trials: repeated guessing of a user’s password by an unauthorized user. It is a method used to illegally enter systems that rely on passwords. replacement policy: the rules used by the virtual memory manager to determine which virtual page must be removed from memory to make room for a new page. resource holding: one of four conditions for deadlock in which each process refuses to relinquish the resources it holds until its execution is completed, even though it isn’t using them because it is waiting for other resources. It is the opposite of resource sharing. resource sharing: the use of a resource by two or more processes either at the same time or at different times. resource utilization: a measure of how much each unit is contributing to the overall operation of the system. It is usually given as a percentage of time that a resource is actually in use. response time: a measure of an interactive system’s efficiency that tracks the speed with which the system will respond to a user’s command. ring topology: a network topology in which each node is connected to two adjacent nodes. Ring networks have the advantage of not needing routing because all packets are simply passed to a node’s upstream neighbor. RIP: see Routing Information Protocol. root directory: (1) for a disk, it is the directory accessed by default when booting up the computer; (2) for a hierarchical directory structure, it is the first directory accessed by a user. rotational delay: a synonym for search time. rotational ordering: an algorithm used to reorder record requests within tracks to optimize search time.
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round robin: a preemptive process scheduling policy (or algorithm) that allocates to each job one unit of processing time per turn to ensure that the CPU is equally shared among all active processes and isn’t monopolized by any one job. It is used extensively in interactive systems. router: a device that forwards traffic between networks. The routing decision is based on network-layer information and routing tables, often constructed by routing protocols. routing: the process of selecting the correct interface and next hop for a packet being forwarded. Routing Information Protocol (RIP): a routing protocol used by IP. It is based on a distance-vector algorithm. RUNNING: a job status that means that the job is executing. safe state: the situation in which the system has enough available resources to guarantee the completion of at least one job running on the system. SCAN: a scheduling strategy for direct access storage devices that is used to optimize seek time. The most common variations are N-step SCAN and C-SCAN. scheduling algorithm: see process scheduling algorithm. script file: A series of executable commands written in plain text and executed by the operating system in sequence as a procedure. search strategies: algorithms used to optimize search time in direct access storage devices. See also rotational ordering. search time: the time it takes to rotate the drum or disk from the moment an I/O command is issued until the requested record is moved under the read/write head. Also called rotational delay. second generation (1955–1965): the second era of technological development of computers, when the transistor replaced the vacuum tube. Computers were smaller and faster and had larger storage capacity than first-generation computers and were developed to meet the needs of the business market. sector: a division in a disk’s track. Sometimes called a block. The tracks are divided into sectors during the formatting process. security descriptor: a Windows data structure appended to an object that protects the object from unauthorized access. It contains an access control list and controls auditing. seek strategy: a predetermined policy used by the I/O device handler to optimize seek times. seek time: the time required to position the read/write head on the proper track from the time the I/O request is issued. segment: a variable-size section of a user’s job that contains a logical grouping of code. It contrasts with page. Segment Map Table (SMT): a table in main memory with the vital information for each segment including the segment number and its corresponding memory address. segmented memory allocation: a memory allocation scheme based on the concept of dividing a user’s job into logical groupings of code to allow for noncontiguous program storage during execution. It contrasts with paged memory allocation.
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segmented/demand paged memory allocation: a memory allocation scheme based on the concept of dividing a user’s job into logical groupings of code and loading them into memory as needed. semaphore: a type of shared data item that may contain either binary or nonnegative integer values and is used to provide mutual exclusion. sequential access medium: any medium that stores records only in a sequential manner, one after the other, such as magnetic tape. It contrasts with direct access storage device. sequential record organization: the organization of records in a specific sequence. Records in a sequential file must be processed one after another. server: a node that provides to clients various network services such as file retrieval, printing, or database access services. server process: a logical unit composed of one or more device drivers, a device manager, and a network server module; needed to control clusters or similar devices, such as printers or disk drives, in a process-based distributed operating system environment. service pack: a term used by some vendors to describe an update to customer software to repair existing problems and/or deliver enhancements. sharable code: executable code in the operating system that can be shared by several processes. shared device: a device that can be assigned to several active processes at the same time. shortest job first (SJF): see shortest job next. shortest job next (SJN): a nonpreemptive process scheduling policy (or algorithm) that selects the waiting job with the shortest CPU cycle time. Also called shortest job first. shortest remaining time (SRT): a preemptive process scheduling policy (or algorithm), similar to the SJN algorithm, that allocates the processor to the job closest to completion. shortest seek time first (SSTF): a scheduling strategy for direct access storage devices that is used to optimize seek time. The track requests are ordered so the one closest to the currently active track is satisfied first and the ones farthest away are made to wait. site: a specific location on a network containing one or more computer systems. SJF: see shortest job first. SJN: see shortest job next. smart card: a small, credit-card-sized device that uses cryptographic technology to control access to computers and computer networks. Each smart card has its own personal identifier, which is known only to the user, as well as its own stored and encrypted password. sniffer: see packet sniffer. social engineering: a technique whereby system intruders gain access to information about a legitimate user to learn active passwords, sometimes by calling the user and posing as a system technician. socket: abstract communication interfaces that allow applications to communicate while hiding the actual communications from the applications.
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software: a collection of programs used to perform certain tasks. They fall into three main categories: operating system programs, compilers and assemblers, and application programs. spin lock: a Windows synchronization mechanism used by the kernel and parts of the executive that guarantees mutually exclusive access to a global system data structure across multiple processors. spoofing: the creation of false IP addresses in the headers of data packets sent over the Internet, sometimes with the intent of gaining access when it would not otherwise be granted. spooling: a technique developed to speed I/O by collecting in a disk file either input received from slow input devices or output going to slow output devices such as printers. Spooling minimizes the waiting done by the processes performing the I/O. SRT: see shortest remaining time. SSTF: see shortest seek time first. stack: a sequential list kept in main memory. The items in the stack are retrieved from the top using a last-in first-out (LIFO) algorithm. stack algorithm: an algorithm for which it can be shown that the set of pages in memory for n page frames is always a subset of the set of pages that would be in memory with n ⫹ 1 page frames. Therefore, increasing the number of page frames will not bring about Belady’s anomaly. star topology: a network topology in which multiple network nodes are connected through a single, central node. The central node is a device that manages the network. This topology has the disadvantage of depending on a central node, the failure of which would bring down the network. starvation: the result of conservative allocation of resources in which a single job is prevented from execution because it is kept waiting for resources that never become available. It is an extreme case of indefinite postponement. static partitions: another term for fixed partitions. station: any device that can receive and transmit messages on a network. storage: the place where data is stored in the computer system. Primary storage is main memory. Secondary storage is nonvolatile media, such as disks and flash memory. store-and-forward: a network operational mode in which messages are received in their entirety before being transmitted to their destination, or to their next hop in the path to their destination. stripe: a set of consecutive strips across disks; the strips contain data bits and sometimes parity bits depending on the RAID level. subdirectory: a directory created by the user within the boundaries of an existing directory. Some operating systems call this a folder. subroutine: also called a subprogram, a segment of a program that can perform a specific function. Subroutines can reduce programming time when a specific function is required at more than one point in a program. subsystem: see I/O subsystem.
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suffix: see extension. supercomputers: the fastest, most sophisticated computers made, used for complex calculations at the fastest speed permitted by current technology. symmetric configuration: a multiprocessing configuration in which processor scheduling is decentralized and each processor is of the same type. A single copy of the operating system and a global table listing each process and its status is stored in a common area of memory so every processor has access to it. Each processor uses the same scheduling algorithm to select which process it will run next. synchronous interrupts: another term for internal interrupts. system prompt: the signal from the operating system that it is ready to accept a user’s command, such as C:\ >. system survivability: the capability of a system to fulfill its mission, in a timely manner, in the presence of attacks, failures, or accidents. task: (1) the term used to describe a process; (2) the basic unit of concurrent programming languages that defines a sequence of instructions that may be executed in parallel with other similar units. TCP/IP reference model: a common acronym for the suite of transport-layer and application-layer protocols that operate over the Internet Protocol. terabyte (TB): a unit of memory or storage space equal to 1,099,511,627,776 bytes or 240 bytes. One terabyte equals approximately 1 trillion bytes. teraflop: a benchmark used to measure processing speed. One teraflop equals 1 trillion floating point operations per second. test-and-set: an indivisible machine instruction known simply as TS, which is executed in a single machine cycle and was first introduced by IBM for its multiprocessing System 360/370 computers to determine whether the processor was available. third generation: the era of computer development beginning in the mid-1960s that introduced integrated circuits and miniaturization of components to replace transistors, reduce costs, work faster, and increase reliability. thrashing: a phenomenon in a virtual memory system where an excessive amount of page swapping back and forth between main memory and secondary storage results in higher overhead and little useful work. thread: a portion of a program that can run independently of other portions. Multithreaded application programs can have several threads running at one time with the same or different priorities. Thread Control Block (TCB): a data structure that contains information about the current status and characteristics of a thread. throughput: a composite measure of a system’s efficiency that counts the number of jobs served in a given unit of time. ticket granting ticket: a virtual ticket given by a Kerberos server indicating that the user holding the ticket can be granted access to specific application servers. The user sends this encrypted ticket to the remote application server, which can then examine it to verify the user’s identity and authenticate the user.
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time bomb: a virus with a trigger linked to a certain year, month, day, or time that causes it to execute. time quantum: a period of time assigned to a process for execution. When it expires the resource is preempted, and the process is assigned another time quantum for use in the future. time-sharing system: a system that allows each user to interact directly with the operating system via commands entered from a keyboard. Also called interactive system. time slice: another term for time quantum. token: a unique bit pattern that all stations on the LAN recognize as a permission to transmit indicator. token bus: a type of local area network with nodes connected to a common cable using a CSMA/CA protocol. token ring: a type of local area network with stations wired into a ring network. Each station constantly passes a token on to the next. Only the station with the token may send a message. track: a path along which data is recorded on a magnetic medium such as tape or disk. transfer rate: the rate with which data is transferred from sequential access media. For magnetic tape, it is equal to the product of the tape’s density and its transport speed. transfer time: the time required for data to be transferred between secondary storage and main memory. transport speed: the speed that magnetic tape must reach before data is either written to or read from it. A typical transport speed is 200 inches per second. trap door: an unspecified and nondocumented entry point to the system. It represents a significant security risk. Trojan: a malicious computer program with side effects that are not intended by the user who executes the program. Also called a Trojan horse. turnaround time: a measure of a system’s efficiency that tracks the time required to execute a job and return output to the user. universal serial bus (USB) controller: the interface between the operating system, device drivers, and applications that read and write to devices connected to the computer through the USB port. Each USB port can accommodate up to 127 different devices. unsafe state: a situation in which the system has too few available resources to guarantee the completion of at least one job running on the system. It can lead to deadlock. user: anyone who requires the services of a computer system. user mode: name given to indicate that processes are not granted privileged access to the processor. Therefore, certain instructions are not allowed and system memory isn’t accessible. Contrasts with the less restrictive kernel mode. V: an operation performed on a semaphore that may cause a waiting process to continue. It stands for the Dutch word verhogen, meaning to increment, and it is part of the P and V operations to test and increment.
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variable-length record: a record that isn’t of uniform length, doesn’t leave empty storage space, and doesn’t truncate any characters, thus eliminating the two disadvantages of fixed-length records. It contrasts with a fixed-length record. verification: the process of making sure that an access request is valid. version control: the tracking and updating of a specific release of a piece of hardware or software. victim: an expendable job that is selected for removal from a deadlocked system to provide more resources to the waiting jobs and resolve the deadlock. virtual device: a dedicated device that has been transformed into a shared device through the use of spooling techniques. virtual memory: a technique that allows programs to be executed even though they are not stored entirely in memory. It gives the user the illusion that a large amount of main memory is available when, in fact, it is not. virtualization: the creation of a virtual version of hardware or software. Operating system virtualization allows a single CPU to run multiple operating system images at the same time. virus: a program that replicates itself on a computer system by incorporating itself into other programs, including those in secondary storage, that are shared among other computer systems. volume: any secondary storage unit, such as hard disks, disk packs, CDs, DVDs, removable disks, or tapes. When a volume contains several files it is called a multifile volume. When a file is extremely large and contained in several volumes it is called a multivolume file. WAIT and SIGNAL: a modification of the test-and-set synchronization mechanism that is designed to remove busy waiting. WAITING: a job status that means that the job can’t continue until a specific resource is allocated or an I/O operation has finished. waiting time: the amount of time a process spends waiting for resources, primarily I/O devices. It affects throughput and utilization. warm boot: a feature that allows the I/O system to recover I/O operations that were in progress when a power failure occurred. wide area network (WAN): a network usually constructed with long-distance, pointto-point lines, covering a large geographic area. wire tapping: a system security violation in which unauthorized users monitor or modify a user’s transmission. working directory: the directory or subdirectory in which the user is currently working. working set: a collection of pages to be kept in main memory for each active process in a virtual memory environment. workstation: a desktop computer attached to a local area network that serves as an access point to that network. worm: a computer program that replicates itself and is self-propagating in main memory. Worms, as opposed to viruses, are meant to spawn in network environments.
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