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Abstract In many modern applications, including analysis of gene expression and text documents, the data are noisy, high-dimensional, and unordered — with no particular meaning to the given order of the variables. Yet, successful learning is often possible due to sparsity: the fact that the data are typically redundant with underlying structures that can be represented by only a few features. In this paper, we present treelets — a novel construction of multi-scale bases that extends wavelets to non-smooth signals. The method is fully adaptive, as it returns a hierarchical tree and an orthonormal basis which both reflect the internal structure of the data. Treelets are especially well-suited as a dimensionality reduction and feature selection tool prior to regression and classification, in situations where sample sizes are small and the data are sparse with unknown groupings of correlated or collinear variables. The method is also simple to implement and analyze theoretically. Here we describe a variety of situations where treelets perform better than principal component analysis as well as some common variable selection and cluster averaging schemes. We illustrate treelets on a blocked covariance model and on several data sets (hyperspectral image data, DNA microarray data, and internet advertisements) with highly complex dependencies between variables.



1 Introduction For many modern data sets (e.g. DNA microarrays, financial and consumer data, text documents and internet web pages), the collected data are high-dimensional, noisy, and unordered, with no particular meaning to the given order of the variables. In this paper, we introduce a new methodology for the analysis of such data. We describe the theoretical properties of the method, and illustrate the proposed algorithm on hyperspectral image data, internet advertisements, and DNA microarray data. These data sets contain structure in the form of complex groupings of correlated variables. For example, the internet data include more than a thousand binary variables (various features of an image) and a couple of thousand observations (an image in an internet page). Some
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of the variables are exactly linearly related, while others are similar in more subtle ways. The DNA microarray data include the expression levels of several thousand genes but less than 100 samples (patients). Many sets of genes exhibit similar expression patterns across samples. The task in both cases is here classification. The results can therefore easily be compared with those of other classification algorithms. There is, however, a deeper underlying question that motivated our work: Is there a simple general methodology that, by construction, captures intrinsic localized structures, and that as a consequence improves inference and prediction of noisy, high-dimensional data when sample sizes are small? The method should be powerful enough to describe complex structures on multiple scales for unordered data, yet be simple enough to understand and analyze theoretically. Below we give some more background to this problem. The key property that allows successful inference and prediction in high-dimensional settings is the notion of sparsity. Generally speaking, there are two main notions of sparsity. The first is sparsity of various quantities related either to the learning problem at hand or to the representation of the data in the original given variables. Examples include a sparse regression or classification vector (Tibshirani, 1996), and a sparse structure to the covariance or inverse covariance matrix of the given variables (Bickel and Levina, 2007). The second notion is sparsity of the data themselves. Here we are referring to a situation where the data, despite their apparent high dimensionality, are highly redundant with underlying structures that can be represented by only a few features. Examples include data where many variables are approximately collinear or highly related, and data that lie on a non-linear manifold (Belkin and Niyogi, 2005; Coifman et al., 2005)1 . While the two notions of sparsity are different, they are clearly related. In fact, a low intrinsic dimensionality of the data typically implies, for example, sparse regression or classification vectors as well as lowrank covariance matrices. However, this relation may not be directly transparent, as the sparsity of these quantities sometimes becomes evident only in a different basis representation of the data. 1



A referee pointed out that another issue with sparsity is that very high-dimensional spaces have very simple structure (Hall et al., 2005; Murtagh, 2004; Ahn and Marron, 2004).
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In either case, to take advantage of sparsity, one constrains the set of possible parameters of the problem. For the first kind of sparsity, two key tools are graphical models (Whittaker, 2001) that assume statistical dependence between specific variables, and regularization methods that penalize non-sparse solutions (Hastie et al., 2001). Examples of such regularization methods are the lasso (Tibshirani, 1996), regularized covariance estimation methods (Bickel and Levina, 2007; Levina and Zhu, 2007), and variable selection in high-dimensional graphs (Meinshausen and B¨uhlmann, 2006). For the second type of sparsity, where the goal is to find a new set of coordinates or features of the data, two standard “variable transformation” methods are principal component analysis (Jolliffe, 2002) and wavelets (Ogden, 1997). Each of these two methods has its own strengths and weaknesses which we briefly discuss here. PCA has gained much popularity due to its simplicity and the unique property of providing a sequence of best linear approximations in a least squares sense. The method has two main limitations. First, PCA computes a global representation, where each basis vector is a linear combination of all the original variables. This makes it difficult to interpret the results and detect internal localized structures in the data. For example, in gene expression data, it may be difficult to detect small subsets of highly correlated genes. The second limitation is that PCA constructs an optimal linear representation of the noisy observations, but not necessarily of the (unknown) underlying noiseless data. When the number of variables p is much larger than the number of observations n, the true underlying principal factors may be masked by the noise, yielding an inconsistent estimator in the joint limit p, n → ∞, p/n → c (Johnstone and Lu, 2004). Even for a finite sample size n, this property of PCA and other global methods (such as partial least squares and ridge regression) can lead to large prediction errors in regression and classification (Buckheit and Donoho, 1995; Nadler and Coifman, 2005b). Eq. 25 in our paper, for example, gives an estimate of the finite-n regression error for a linear mixture error-in-variables model. In contrast to PCA, wavelet methods describe the data in terms of localized basis functions. The representations are multi-scale, and for smooth data, also sparse (Donoho and Johnstone, 1995). 4



Wavelets are used in many non-parametric statistics tasks, including regression and density estimation. In recent years, wavelet expansions have also been combined with regularization methods to find regression vectors which are sparse in an a priori known wavelet basis (Cand`es and Tao, 2005; Donoho and Elad, 2003). The main limitation of wavelets is the implicit assumption of smoothness of the (noiseless) data as a function of its variables. In other words, standard wavelets are not suited for the analysis of unordered data. Thus, some work suggests first sorting the data, and then applying fixed wavelets to the reordered data (Murtagh et al., 2000; Murtagh, 2007). In this paper, we propose an adaptive method for multi-scale representation and eigenanalysis of data where the variables can occur in any given order. We call the construction treelets, as the method is inspired by both hierarchical clustering trees and wavelets. The motivation for the treelets is two-fold: One goal is to find a “natural” system of coordinates that reflects the underlying internal structure of the data and that is robust to noise. A second goal is to improve the performance of conventional regression and classification techniques in the “large p, small n” regime by finding a reduced representation of the data prior to learning. We pay special attention to sparsity in the form of groupings of similar variables. Such low-dimensional structure naturally occurs in many data sets; e.g. in DNA microarray data where genes sharing the same pathway can exhibit highly correlated expression patterns, and in the measured spectra of a chemical compound that is a linear mixture of certain simpler substances. Collinearity of variables is often a problem for a range of existing dimensionality reduction techniques — including least squares, and variable selection methods that do not take variable groupings into account. The implementation of the treelet transform is similar to to the classical Jacobi method from numerical linear algebra (Golub and van Loan, 1996). In our work, we construct a data-driven multi-scale basis by applying a series of Jacobi rotations (PCA in two dimensions) to pairs of correlated variables. The final computed basis functions are orthogonal and supported on nested clusters in a hierarchical tree. As in standard PCA, we explore the covariance structure of the data but — unlike PCA — the analysis is local and multi-scale. As shown in Sec. 3.2.2, the treelet 5



transform also has faster convergence properties than PCA. It is therefore more suitable as a feature extraction tool when sample sizes are small. Other methods also relate to treelets. In recent years, hierarchical clustering methods have been widely used for identifying diseases and groups of co-expressed genes (Eisen et al., 1998; Tibshirani et al., 1999). Many researchers are also developing algorithms that combine gene selection and gene grouping; see e.g. Hastie et al. (2001); Dettling and B¨uhlmann (2004); Zou and Hastie (2005) among others, and see Fraley and Raftery (2002) for a review of model-based clustering. The novelty and contribution of our approach is the simultaneous construction of a data-driven multi-scale orthogonal basis and a hierarchical cluster tree. The introduction of a basis enables application of the well-developed machinery of orthonormal expansions, wavelets and wavelet packets for non-parametric smoothing, data compression and analysis of general unordered data. As with any orthonormal expansion, the expansion coefficients reflect the effective dimension of the data, as well as the significance of each coordinate. In our case, we even go one step further: The basis functions themselves contain information on the geometry of the data, while the corresponding expansion coefficients indicate their importance; see examples in Sec. 4 and Sec. 5. The treelet algorithm has some similarities to the local Karhunen-Lo`eve Basis for smooth ordered data by Coifman and Saito (1996), where the basis functions are data-driven but the tree structure is fixed. Our paper is also related to recent independent work on the Haar wavelet transform of a dendrogram by Murtagh (2007). The latter paper also suggests basis functions on a data-driven cluster tree but uses fixed wavelets on a pre-computed dendrogram. The treelet algorithm offers the advantages of both approaches as it incorporates adaptive basis functions as well as a data-driven tree structure. As shown in this paper, this unifying property turns out to be of key importance for statistical inference and prediction: The adaptive tree structure allows analysis of unordered data. The adaptive treelet functions lead to results that reflect the internal localized structure of the data, and that are stable to noise. In particular, when the data contain subsets of co-varying variables, the computed basis is sparse, with the dominant basis functions effectively 6



serving as indicator functions of the hidden groups. For more complex structure, as illustrated on real data sets, our method returns “softer”, continuous-valued loading functions. In classification problems, the treelet functions with the most discriminant power often compute differences between groups of variables. The organization of the paper is as follows: In Sec. 2, we describe the treelet algorithm. In Sec. 3, we examine its theoretical properties. The analysis includes the general large-sample properties of treelets, as well as a specific covariance model with block structure. In Sec. 4, we discuss the performance of the treelet method on a linear mixture error-in-variable model and give a few illustrative examples of its use in data representation and regression. Finally, in Sec. 5, we apply our method to classification of hyperspectral data, internet advertisements, and gene expression arrays. A preliminary version of this paper was presented at AISTATS-07 (Lee and Nadler, 2007).
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The Treelet Transform



In many modern data sets the data are not only high-dimensional but also redundant with many variables related to each other. Hierarchical clustering algorithms (Jain et al., 1999; Xu and Wunsch, 2005) are often used for the organization and grouping of the variables of such data sets. These methods offer an easily interpretable description of the data structure in terms of a dendrogram, and only require the user to specify a measure of similarity between groups of observations or variables. So called agglomerative hierarchical methods start at the bottom of the tree and, at each level, merge the two groups with highest inter-group similarity into one larger cluster. The novelty of the proposed treelet algorithm is in constructing not only clusters or groupings of variables, but also functions on the data. More specifically, we construct a multi-scale orthonormal basis on a hierarchical tree. As in standard multi-resolution analysis (Mallat, 1998), the treelet algorithm provides a set of “scaling functions” defined on nested subspaces V0 ⊃ V1 ⊃ . . . ⊃ VL , and a set
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of orthogonal “detail functions” defined on residual spaces {W` }L`=1 where V` ⊕ W` = V`−1 . The treelet decomposition scheme represents a multi-resolution transform, but technically speaking, not a wavelet transform. (In terms of the tiling of “time-frequency” space, the method is more similar to local cosine transforms, which divide the time axis in intervals of varying sizes.) The details of the treelet algorithm are in Sec. 2.1. In this paper, we measure the similarity Mij between two variables si and sj with the correlation coefficient Σij , Σii Σjj



ρij = p



(1)



where Σij = E [(si − Esi )(sj − Esj )] is the usual covariance. Other information-theoretic or graph-theoretic similarity measures are also possible. For some applications, one may want to use absolute values of correlation coefficients, or a weighted sum of covariances and correlations as in Mij = |ρij | + λ|Σij |, where the parameter λ is a non-negative number.



2.1



The Algorithm: Jacobi Rotations on Pairs of Similar Variables



The treelet algorithm is inspired by the classical Jacobi method for computing eigenvalues of a matrix (Golub and van Loan, 1996). There are also some similarities with the Grand Tour (Asimov, 1985), a visualization tool for viewing multidimensional data through a sequence of orthogonal projections. The main difference from Jacobi’s method — and the reason why the treelet transform, in general, returns an orthonormal basis different from standard PCA — is that treelets are constructed on a hierarchical tree. The idea is simple. At each level of the tree, we group together the most similar variables and replace them by a coarse-grained “sum variable” and a residual “difference variable”. The new variables are computed by a local PCA (or Jacobi rotation) in two dimensions. Unlike Jacobi’s original method, difference variables are stored, and only sum variables are processed at higher levels of the tree. Hence, the multi-resolution analysis (MRA) interpretation. The details of the algorithm are as follows: 8



• At level ` = 0, (the bottom of the tree), each observation or “signal” x is represented by the original variables x(0) = [s0,1 , . . . , s0,p ]T , where s0,k = xk . Associate to these coordinates, the Dirac basis B0 = [φ0,1 , φ0,2 , . . . , φ0,p ] where B0 is the p × p identity matrix. Compute b (0) and M c(0) . Initialize the set of “sum the sample covariance and similarity matrices Σ variables”, S = {1, 2, . . . , p}. • Repeat for ` = 1, . . . , L c(`−1) . 1. Find the two most similar sum variables according to the similarity matrix M Let c(`−1) . (α, β) = arg max M ij



(2)



i,j∈S



where i < j, and maximization is only over pairs of sum variables that belong to the set S. As in standard wavelet analysis, difference variables (defined in step 3) are not processed. 2. Perform a local PCA on this pair. Find a Jacobi rotation matrix 
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(3)



where c = cos (θ` ) and s = sin (θ` ), that decorrelates xα and xβ ; more specifically, b (`) = Σ b (`) = 0, where Σ b (`) = find a rotation angle θ` such that |θ` | ≤ π/4 and Σ αβ βα b (`−1) J. This transformation corresponds to a change of basis B` = J T B`−1 , and JT Σ c(`) accordingly. new coordinates x(`) = J T x(`−1) . Update the similarity matrix M b (`) b (`) 3. Multi-resolution analysis. For ease of notation, assume that Σ αα ≥ Σββ after the Jacobi rotation, where the indices α and β correspond to the first and second principal (`)



components, respectively. Define the sum and difference variables at level ` as s` = xα (`)



and d` = xβ . Similarly, define the scaling and detail functions φ` and ψ` as columns 9



α and β of the basis matrix B` . Remove the difference variable from the set of sum variables, S = S \ {β}. At level `, we have the orthonormal treelet decomposition x=



p−` X



s`,i φ`,i +



i=1



` X



di ψi .



(4)



i=1



where the new set of scaling vectors {φ`,i }p−` i=1 is the union of the vector φ` and the scaling vectors {φ`−1,j }j6=α,β from the previous level, and the new coarse-grained sum variables {s`,i }p−` i=1 are the projections of the original data onto these vectors. As in standard multi-resolution analysis, the first sum is the coarse-grained representation of the signal, while the second sum captures the residuals at different scales. The output of the algorithm can be summarized in terms of a hierarchical tree with a height L ≤ p − 1 and an ordered set of rotations and pairs of indices, {(θ` , α` , β` )}L`=1 . Fig. 1 (left) shows an example of a treelet construction for a “signal” of length p = 5, with the data representations x(`) at the different levels of the tree shown on the right. The s-components (projections in the main principal directions) represent coarse-grained “sums”. We associate these variables to the nodes in the cluster tree. Similarly, the d-components (projections in the orthogonal directions) represent “differences” between node representations at two consecutive levels in the tree. For example, in the figure, d1 ψ1 = (s0,1 φ0,1 + s0,2 φ0,2 ) − s1 φ1,1 . We now briefly consider the complexity of the treelet algorithm on a general data set with n observations and p variables. For a naive implementation with an exhaustive search for the optimal pair (α, β) in Eq. 2, the overall complexity is m + O(Lp2 ) operations, where m = O(min(np2 , pn2 )) is the cost of computing the sample covariance matrix by singular value deb (0) and composition, and L is the height of the tree. However, by storing the similarity matrices Σ c(0) and keeping track of their local changes, the complexity can be further reduced to m+O(Lp). M In other words, the computational cost is comparable to hierarchical clustering algorithms.
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d2 ]T



x(3) = [ s3
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d2 ]T



x(2) = [ s1



d1



s0,3 s2



d2 ]T



x(1) = [ s1



d1



s0,3 s0,4 s0,5 ]T



x(0) = [ s0,1 s0,2 s0,3 s0,4 s0,5 ]T



Figure 1: (Left) A toy example of a hierarchical tree for data of dimension p = 5. At ` = 0, the signal is represented by the original p variables. At each successive level ` = 1, 2, . . . , p−1 the two most similar sum variables are combined and replaced by the sum and difference variables s` , d` corresponding to the first and second local principal components. (Right) Signal representation x(`) at different levels. The s- and d-coordinates represent projections along scaling and detail functions in a multi-scale treelet decomposition. Each such representation is associated with an orthogonal basis in Rp that captures the local eigenstructure of the data.



2.2



Selecting the Height L of the Tree and a “Best K-Basis”



The default choice of the treelet transform is a maximum height tree with L = p − 1; see examples in Sec. 5.1 and Sec. 5.3. This choice leads to a fully parameter-free decomposition of the data and is also faithful to the idea of a multi-resolution analysis. For more complexity, one can alternatively also choose any of the orthonormal (ON) bases at levels ` < p − 1 of the tree. The data are then represented by coarse-grained sum variables for a set of clusters in the tree, and difference variables that describe the finer details. In principle, any of the standard techniques in hierarchical clustering can be used in deciding when to stop “merging” clusters (e.g. use a preset threshold value for the similarity measure, or use hypothesis testing for homogeneity of clusters, etc.). In this work, we propose a rather different method that is inspired by the best basis paradigm (Coifman and Wickerhauser, 1992; Saito and Coifman, 1995) in wavelet signal processing. This approach directly addresses the question of how well one can capture information in the data. Consider IID data x1 , . . . , xn , where xi ∈ Rp is a p-dimensional random vector. Denote the
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candidate ON bases by B0 , . . . , Bp−1 , where B` is the basis at level ` in the tree. Suppose now that we are interested in finding the “best” K-dimensional treelet representation for data representation and compression, where the dimension K < p has been determined in advance. It then makes sense to use a scoring criterion that measures the percentage of explained variance for the chosen coordinates. Thus, we propose the following greedy scoring and selection approach: For a given orthonormal basis B = (w1 , . . . , wp ), assign a normalized energy score E to each vector wi according to E(wi ) = b The corresponding sample estimate is E(w) =



E{|wi · x|2 } E{kxk2 } Pn j 2 j=1 |wi ·x | P n j k2 . kx j=1



(5) Sort the vectors according to decreas-



ing energy, w(1) , . . . , w(p) , and define the score ΓK of the basis B by summing the K largest terms, P i.e. let ΓK (B) ≡ K i=1 E(wi ). The best K-basis is the treelet basis with the highest score BL = arg



max



B` :0≤`≤p−1



ΓK (B` ) .



(6)



It is the basis that best compresses the data with only K components. In case of degeneracies, we choose the coordinate system with the smallest `. Furthermore, to estimate the score ΓK for a particular data set, we use cross-validation (CV); i.e. the treelets are constructed using subsets of the original data set and the score is computed on independent test sets to avoid overfitting. Both theoretical calculations (Sec. 3.2) and simulations (Sec. 4.1) indicate that an energy-based measure is useful for detecting natural groupings of variables in data. Many alternative measures (e.g. Fisher’s discriminant score, classification error rates, entropy and other sparsity measures) can also be used. For the classification problem in Sec. 5.1, for example, we define a discriminant score that measures how well a coordinate separates data from different classes.



3 3.1



Theory Large Sample Properties of the Treelet Transform
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In this section, examine the large sample properties of treelets. We introduce a more general definition of consistency that takes into account the fact that the treelet operator (based on correlation coefficients) is multi-valued, and study the method under the stated conditions. We also describe a bootstrap algorithm for quantifying the stability of the algorithm in practical applications. The details are as follows. First some notation and definitions: Let T (Σ) = J T ΣJ denote the covariance matrix after one step of the treelet algorithm when starting with covariance matrix Σ. Let T ` (Σ) denote the covariance matrix after ` steps of the treelet algorithm. Thus, T ` = T ◦ · · · ◦ T corresponds to T applied ` times. Define ||A||∞ = maxj,k |Ajk | and let [



Tn (Σ, δn ) =



T (Λ).



(7)



||Λ−Σ||∞ ≤δn



Define Tn1 (Σ, δn ) = Tn (Σ, δn ), and Tn` (Σ, δn ) =



[



T (Λ),



` ≥ 2.



(8)



Λ∈Tn`−1



b n denote the sample covariance matrix. We make the following assumptions: Let Σ (A1) Assume that x has finite variance and satisfies one of the following three assumptions: (a) each xj is bounded or (b) x is multivariate normal or (c) there exist M and s such that E(|xj xk |q ) ≤ q!M q−2 s/2 for all q ≥ 2. (A2) The dimension pn satisfies: pn ≤ nc for some c > 0. Theorem 1 Suppose that (A1) and (A2) hold. Let δn = K



p



log n/n where K > 2c. Then, as



n, pn → ∞, b n ) ∈ Tn` (Σ, δn ), ` = 1, . . . , pn ) → 1. P(T ` (Σ



(9)



b n ) is not too far from T ` (Λ) for some Λ Some discussion is in order. The result says that T ` (Σ b ∞ close to Σ. It would perhaps be more satisfying to have a result that says that ||T ` (Σ) − T ` (Σ)|| 13



converges to 0. This would be possible if one used covariances to measure similarity, but not in the case of correlation coefficients. For example, it is easy to construct a covariance matrix Σ with following properties: 1. ρ12 is the largest off-diagonal correlation, 2. ρ34 is nearly equal to ρ12 , 3. the 2×2 submatrix of Σ corresponding to x1 and x2 is very different than the 2×2 submatrix of Σ corresponding to x3 and x4 . In this case, there is nontrivial probability that ρb34 > ρb12 due to sample fluctuations. Therefore b performs a rotation on the third T (Σ) performs a rotation on the first two coordinates while T (Σ) and fourth coordinates. Since the two corresponding submatrices are quite different, the two rotab This does not pose tions will be quite different. Hence, T (Σ) can be quite different from T (Σ). any problem since inferring T (Σ) is not the goal. Under the stated conditions, we would consider b to be reasonable transformations. We examine the details and include the both T (Σ) and T (Σ) proof of Theorem 1 in Appendix A. Because T (Σ1 ) and T (Σ2 ) can be quite different even when the matrices Σ1 and Σ2 are close, it b n ). This can be done using the bootstrap. Construct might be of interest to study the stability of T (Σ b∗ , . . . , Σ b∗ . B bootstrap replications of the data and corresponding sample covariance matrices Σ n,1 n,B b∗ − Σ b n ||∞ , b = Let δn = Jn−1 (1 − α), where Jn is the empirical distribution function of {||Σ n,b 1, . . . , B} and α is the confidence level. If F has finite fourth moments and p is fixed, then it follows from Corollary 1 of Beran and Srivastava (1985) that lim PF (Σ ∈ Cn ) = 1 − α



n→∞



b n ||∞ ≤ δn }. Let where Cn = {Λ : ||Λ − Σ ( An =



) T (Λ) : Λ ∈ Cn . 14



It follows that P(T (Σ) ∈ An ) → 1 − α. The set An can be approximated by applying T to all b ∗ for which ||Σ b∗ − Σ b n ||∞ < δn . In Sec. 4.1 (Fig. 3), we use the bootstrap method to estimate Σ n,b n,b confidence sets for treelets.



3.2



Treelets on Covariance Matrices with Block Structures



3.2.1



An Exact Analysis in the Limit n → ∞.



Many real life data sets, including gene arrays, consumer data sets and word-documents, display covariance matrices with approximate block structures. The treelet transform is especially well suited for representing and analyzing such data — even for noisy data and small sample sizes. Here we show that treelets provide a sparse representation when covariance matrices have inherent block structures, and that the loading functions themselves contain information about the inherent groupings. We consider an ideal situation where variables within the same group are collinear, and variables from different groups are weakly correlated. All calculations are exact and computed in the limit of the sample size n → ∞. An analysis of convergence rates later appears in Sec. 3.2.2. We begin by analyzing treelets on p random variables that are indistinguishable with respect to their second-order statistics. We show that the treelet algorithm returns scaling functions that are constant on groups of indistinguishable variables. In particular, the scaling function on the full set of variables in a block is a constant function. Effectively, this function serves as an indicator function of a (sometimes hidden) set of similar variables in data. These results, as well as the follow-up main results in Theorem 2 and Corollary 1, are due to the fully adaptive nature of the treelet algorithm — a property that sets treelets apart from methods that use fixed wavelets on a dendrogram (Murtagh, 2007), or adaptive basis functions on fixed trees (Coifman and Saito, 1996); see Remark 2 for a concrete example. Lemma 1 Assume that x = (x1 , x2 , . . . , xp )T is a random vector with distribution F , mean 0 and covariance matrix Σ = σ12 1p×p , where 1p×p denotes a p × p matrix with all entries equal to 1. 15



Then, at any level 1 ≤ ` ≤ p − 1 of the tree, the treelet operator T ` (defined in Sec. 3.1) returns (for the population covariance matrix Σ), an orthogonal decomposition `



T (Σ) = with sum variables s`,i =



√1 |A`,i |



p−` X



s`,i φ`,i +



i=1



P j∈A`,i



` X



di ψi



(10)



i=1



xj and scaling functions φ`,i = √ 1



|A`,i |



Is`,i , which are



defined on disjoint index subsets A`,i ⊆ {1, . . . , p} (i = 1, . . . , p − `) with lengths |A`,i | and Pp−` 2 i=1 |A`,i | = p. The expansion coefficients have variances V{s`,i } = |A`,i |σ1 , and V{di } = 0. In particular, for ` = p − 1, T



p−1



(Σ) = s φ +



p−1 X



di ψi



(11)



i=1



where s =



√1 (x1 p



+ . . . + xp ) and φ =



√1 [1 . . . 1]T . p



Remark 1 Uncorrelated additive noise in (x1 , x2 , . . . , xp ) adds a diagonal perturbation to the 2×2 covariance matrices Σ(`) , which are computed at each level in the tree (see Eq. 35). Such noise may affect the order in which variables are grouped, but the asymptotic results of the lemma remain the same. Remark 2 The treelet algorithm is robust to noise because it computes data-driven rotations on variables. On the other hand, methods that use fixed transformations on pre-computed trees are often highly sensitive to noise, yielding inconsistent results. Consider, for example, a set of four statistically indistinguishable variables {x1 , x2 , x3 , x4 }, and compare treelets to a Haar wavelet transform on a data-driven dendrogram (Murtagh, 2004). The two methods return the same results if the variables are merged in the order {{x1 , x2 }, {x3 , x4 }}; i.e. s = 12 (x1 + x2 + x3 + x4 ) and φ = 1 [1, 1, 1, 1]T . 2



Now, a different realization of the noise may lead to the order {{x1 , x2 }, x4 }, x3 }.



A fixed rotation angle of π/4 (as in Haar wavelets) would then return the sum variable sHaar = ³ ³ ´ ´ 1 √1 √1 √1 (x1 + x2 ) + x4 + x3 and scaling function φHaar = [ √ , √1 , √12 , 12 ]T . 2 2 2 2 2 2 2 Next we consider data where the covariance matrix is a K × K block matrix with white noise added to the original variables. The following main result states that, if variables from different 16



blocks are weakly correlated and the noise level is relatively small, then the K maximum variance scaling functions are constant on each block (see Fig. 2 in Sec. 4 for an example). We make this precise by giving a sufficient condition (Eq. 13) in terms of the noise level, and within-block and between-block correlations of the original data. For illustrative purposes, we have reordered the variables. A p × p identity matrix is denoted by Ip , and a pi × pj matrix with all entries equal to 1 is denoted by 1pi ×pj . Theorem 2 Assume that x = (x1 , x2 , . . . , xp )T is a random vector with distribution F , mean 0 and covariance matrix Σ = C + σ 2 Ip , where σ 2 represents the variance of white noise in each variable and



   C= 



C11 C12 .. .



C12 C22 .. .



C1K C2K



. . . C1K . . . C2K .. .. . . . . . CKK



    



(12)



is a K × K block matrix with “within-block” covariance matrices Ckk = σk2 1pk ×pk (k = 1, . . . , K) and “between-block” covariance matrices Cij = σij 1pi ×pj (i, j = 1, . . . , K; i 6= j). If ¶ µ 1 σij ,  p − K are constant on groups of similar variables. In particular, for a full decomposition at the maximum level ` = p − 1 of the tree we have the following key result, which follows directly from Theorem 2: 17



Corollary 1 Assume that the conditions in Theorem 2 are satisfied. A full treelet decomposition P then gives T p−1 (Σ) = sφ + p−1 i=1 di ψi , where the scaling function φ and the K − 1 detail functions ψp−K+1 , . . . , ψp−1 are constant on each of the K blocks. The coefficients s and dp−K+1 , . . . , dp−1 reflect between-block structures, as opposed to the coefficients d1 , . . . , dp−K which only reflect noise in the data with variances V{di } = O(σ 2 ) for i = 1, . . . , p − K. The last result is interesting. It indicates a parameter-free way of finding K, the number of blocks, namely by studying the energy distribution of a full treelet decomposition. Furthermore, the treelet transform can uncover the block structure even if it is hidden amidst a large number of background noise variables (see Fig. 3 for a simulation with finite sample size): Remark 3 Both Theorem 2 and Corollary 1 can be directly generalized to include p0 uncorrelated noise variables, so that x = (x1 , . . . , xp−p0 , xp−p0 +1 , . . . , xp )T , where E(xi ) = 0 and E(xi xj ) = 0 for i > p − p0 and j 6= i. For example, if Eq. 13 is satisfied, then the treelet decomposition at level ` = p − p0 is T



p−p0



(Σ) =



K X k=1



p−p0 −K



sk φk +



X



di ψi + (0, . . . , 0, xp−p0 +1 , . . . , xp )T



i=1



Furthermore, note that according to Eq. 41 in the appendix, within-block correlations are smallest (“worst-case scenario”) when singletons are merged. Thus, the treelet transform is a stabilizing algorithm; once a few correct coarse-grained variables have been computed, it has the effect of denoising the data. 3.2.2



Convergence Rates



The aim of this section is to give a rough estimate of the sample size required for treelets to discover the inherent structures of data. For covariance matrices with block structures, we show that treelets find the correct groupings of variables if the sample size n À O(log p), where p is the dimension of the data. This is a significant result, as standard PCA – on the other hand – is consistent if and 18



only if p/n → 0 (Johnstone and Lu, 2004), i.e. when n À O(p). The result is also comparable to that in Bickel and Levina (2007) for regularization of sparse nearly diagonal covariance matrices. One main difference is that their paper assumes an a priori known ordered set of variables in which the covariance matrix is sparse, whereas treelets find such an ordering and coordinate system as part of the algorithm. The argument for treelets and a block covariance model goes as follows. Assume that there are K blocks in the population covariance matrix Σ. Define AL,n as the event that the K maximum variance treelets, constructed at level L = p − K of the tree, for a data set with n observations, are supported only on variables from the same block. In other words, let AL,n represent the ideal case where the treelet transform finds the exact groupings of variables. Let E` denote the event that at level ` of the tree, the largest between-block sample correlation is less than the smallest within-block sample correlation, (`)



(`)



E` = {max ρbB < min ρbW }. According to Eqs.31-32, the corresponding population correlations µ ¶ σij 1 (`) (`) max ρB < ρ1 ≡ max , min ρW > ρ2 ≡ p , 1≤i,j≤K σi σj 1 + 3 max(δ 2 , δ 4 ) where δ =



σ , mink σk (`)



(`)



(`)



for all `. Thus, a sufficient condition for E` is that {max |b ρB − ρB | < (`)



t} ∩ {max |b ρW − ρW | < t} , where t = (ρ2 − ρ1 )/2 > 0. We have that ! ! Ã Ã \ \ (`) (`) (`) (`) {max |b ρB − ρB | < t} ∩ {max |b ρW − ρW | < t} . E` ≥ P P(AL,n ) ≥ P 0≤` t) ≤ Lc1 p2 e−nc2 t P(AC ) ≤ L,n B B W W 0≤` 0, b jk − Σjk ||∞ > ²) ≤ c1 p2 e−nc2 ² . P(||Σ n 2



Hence,



Ãr b jk − Σjk ||∞ = OP ||Σ



log n n



(29)



! .



Proof. Under (A1), (29) is an immediate consequence of standard exponential inequalities and the p union bound. The last statement follows by setting ²n = K log n/n for sufficiently large K and applying (A2). ¥ Lemma 3 Assume either that (i) x is multivariate normal or that (ii) max1≤j≤p |xj | ≤ B for some finite B and minj σj ≥ b > 0. Then, there exist positive constants c3 , c4 such that, for every ² > 0, 2



P(max |b ρjk − ρjk | > ²) ≤ c3 p2 e−nc4 ² .



(30)



jk



Proof. Under normality this follows from Kalisch and B¨uhlmann (2007). Under (ii) note that h(σ1 , σ2 , σ12 ) = σ12 /(σ1 σ2 ) satisfies (



)



0 3 max |σ1 − σ10 |, |σ2 − σ20 |, |σ12 − σ12 | 0 |h(σ1 , σ2 , σ12 ) − h(σ10 , σ20 , σ12 )| ≤



b2



.



The result then follows from the previous lemma. ¥ Let Jθ denote the 2 × 2 rotation matrix of angle θ. Let µ JΣ =



¶



cos(θ(Σ)) − sin(θ(Σ)) sin(θ(Σ)) cos(θ(Σ))



(31)



denote the Jacobi rotation where 1 θ(Σ) = tan−1 2



µ



39



2Σ12 Σ11 − Σ22



¶ .



(32)



Lemma 4 Let F be a bivariate distribution with 2 × 2 covariance matrix Σ. Let J = JΣ and Jb = JΣb . Then, b Jb − J T ΣJ||∞ > ²) ≤ c5 p2 e−nc6 ² . P(||JbT Σ 2



(33)



Proof. Note that θ(Σ) a bounded, uniformly continuous function of Σ. Similarly, the entries of Jθ are also bounded, uniformly continuous functions of Σ. The result then follows from (29). ¥ For any pair (α, β), let θ(α, β) denote the angle of the principal component rotation and let J(α, β, θ) denote the Jacobi rotation on (α, β). Define the selection operator ∆ : Sp → {(j, k) : 1 ≤ j < k ≤ p} by ∆(Σ) = (α, β) where ρα,β = argmaxij ρij . In case of ties, define ∆(Σ) to be the set of pairs (α, β) at which the maximum occurs. Hence, ∆ is multivalued on a subset Sp∗ ⊂ Sp of measure 0. The one-step treelet operator T : Sp → Sp is defined by ( T (Σ) =



T



)



J ΣJ : J = J(α, β, θ(α, β)), (α, β) ∈ ∆(Σ) .



(34)



Formally, T is a multivalued map because of potential ties.



b n , we have Proof of Theorem 1. The proof is immediate from the lemmas. For the matrices Σ b n − Σ||∞ < δn except on a set Acn of probability tending to 0 at rate O(n−(K−2c) ). Hence that ||Σ b n : ||Σ b∗ − Σ b n ||∞ < δn }, we have that T (Σ b n ) ∈ Tn (Σ). The same holds at on the set An = {Σ n,b each step. ¥



B



Proof of Lemma 1



Consider first the case, where at each level in the tree, the treelet operator combines a coarsegrained variable with a singleton according to {{x1 , x2 }, x3 }, . . .. Let s0 = x1 . For ` = 1, µ ¶ 1 1 . A principal component the 2 × 2 covariance submatrix Σ(0) ≡ V{(s0 , x2 )} = σ12 1 1 40



analysis of Σ(0) gives θ1 = π/4 and s1 = √12 (x1 + x2 ). By induction, for 1 ≤ ` ≤ p − 1, √ ¶ µ ` ` (`−1) 2 . PCA on Σ(`−1) gives the (unconstrained) rotation Σ ≡ V{(s`−1 , x`+1 )} = σ1 √ ` 1 √ P`+1 1 angle θ` = arctan `, and the new sum variable s` = √`+1 i=1 xi . More generally, at level ` of the tree, the treelet operator combines two sum variables u = P P √1 √1 i∈Au xi and v = n j∈Av xj , where Au , Av ⊆ {1, . . . , p} denote two disjoint index subsets m with m = |Au | and n = |Av | number of terms, respectively. The 2 × 2 covariance submatrix µ (`−1)



Σ



≡ V{(u, v)} =



σ12



√m mn



√



mn n



¶ .



(35)



The correlation coefficient ρuv = 1 for any pair (u, v); thus, the treelet operator T` is a multivariate function of Σ. A principal component analysis of Σ(`−1) gives the eigenvalues λ1 = m+n, λ2 = 0, √ √ √ √ 1 1 and eigenvectors e1 = √m+n ( m, n)T , e2 = √m+n (− n, m)T . The rotation angle r θ` = arctan



n . m



(36)



The new sum and difference variables at level ` are given by P √ √ 1 1 s` = √m+n (+ mu + nv) = √m+n i∈{AuP ,Av } xi p p P √ √ 1 1 n d` = √m+n (− nu + mv) = √m+n (− m i∈Au xi + m j∈Av xj ) n



(37)



The results of the lemma follow.



C Proof of Theorem 2 Assume that variables from different blocks have not been merged for levels `0 < `, where 1 ≤ ` ≤ p. From Lemma 1, we then know that any two sum variables at the preceding level ` − 1 have the P P general form u = √1m i∈Au xi and v = √1n j∈Av xj , where Au and Av are two disjoint index subsets with m = |Au | and n = |Av | number of terms, respectively. Let δk = σ/σk . If Au ⊆ Bi and Av ⊆ Bj where i 6= j, i.e. the subsets belong to different blocks, then µ (`−1)



Σ



= V{(u, v)} =



2 √mσi mnσij



41



√



mnσij nσj2



¶ + σ2I .



(38)



The corresponding “between-block” correlation coefficient (`−1) ρB



√ σij σij mn q ≤ = p σi σj m + δ 2 n + δ 2 σi σj i



(39)



j



with equality (“worst-case scenario”) if and only if σ = 0. If Au , Av ⊂ Bk , i.e. the subsets belong to the same block, then µ (`−1)



Σ



= V{(u, v)} =



σk2



√



√m mn



mn n



¶ + σ2I .



(40)



The corresponding “within-block” correlation coefficient (`−1)



ρW



=q 1+



1 m+n 2 δ mn k



+



1 4 δ mn k



1 1 + 3 max(δk2 , δk4 )



≥p



(41)



with the “worst-case scenario” occurring when m = n = 1, i.e. when singletons are combined. Finally, the main result of the theorem follows from the bounds in Eq. 39 and Eq. 41, and the fact that (`−1)



max ρB



(`−1)



< min ρW



(42)



for ` = 1, 2, . . . , p − K is a sufficient condition for not combining variables from different blocks. If the inequality Eq. 13 is satisfied, then the coefficients in the treelet expansion have the general form in Eq. 37 at any level ` of the tree. With white noise added, the expansion coefficients have 2



2



m +n variances V{s` } = (m + n)σk2 + σ 2 and V{d` } = σ 2 mn(m+n) . Furthermore, E{s` } = E{d` } = 0.
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Figure 6: Top left: Learnt tree structure for nuclei (Tissue Type 1). In the dendrogram, the height of each U-shaped line represents the distance dij = (1 − ρij )/2, where ρij is the correlation coefficient for the two variables combined. The leaf nodes represent the p = 28 original spectral bands. Top right: 2D scatter plots of the data at levels ` = 1, . . . , p − 1. Each plot shows 500 randomly chosen data points; the lines indicate the first principal directions and rotations relative to the variables that are combined. (Note that a Haar wavelet corresponds to a fixed π/4 rotation.) Bottom left: Learnt orthonormal basis. Each row represents a localized vector, supported on a cluster in the hierarchical tree. Bottom right: Basis computed by a global eigenvector analysis (PCA).



46



14 Hierarchical tree decomposition Haar−Walsh wavelet packets
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Figure 7: Left: Average misclassification rate (in a 5-fold cross-validation test) as a function of the number of top discriminant features retained, for a treelet decomposition (rings), and for HaarWalsh wavelet packets (crosses). The constant level around 2.5% indicates the performance of a classifier directly applied to the 28 components in the original coordinate system. Right: The top 3 local discriminant basis (LDB) vectors in a treelet decomposition of the full data set.
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Figure 8: Left: The correlation matrix of the first 200 out of 760 variables in the order they were originally given. Right: The corresponding matrix, after sorting all variables according to the order in which they are combined by the treelet algorithm.
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LDA on Treelet Features
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Figure 9: Number of misclassified cases as a function of the number of treelet features. Left: LDA on treelet features; ten-fold cross-validation gives the lowest misclassification rate (2/38) for K = 3 treelets; the test error rate is then 3/34. Right: Two-way decomposition of both genes and samples; the lowest CV misclassification rate (0/38) is for K = 4; the test error rate is then 1/34.
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Figure 10: Left, the gene expression data with rows (genes) and columns (samples) ordered according to a hierarchical two-way clustering with treelets. (For display purposes, the expression levels for each gene are here normalized across the samples to zero mean and unit standard deviation.) Right, the three maximum energy treelets on ordered samples. The loadings of the highest-energy treelet (red) is a good predictor of the true labels (blue circles).
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