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Introduction



A large part of the sequential predictions theory is based on finding algorithm which track the best expert in an on line prediction model. The underlying model depends on several parameter such as the number of experts N or also the number of round denoted T. One of the most important concerns is the theoretical and practical efficiency of these algorithms. Many authors have established some results very competitive. For instance,in [1] authors show that in the worse case the cumulative loss of the predictor √ is of the form of the best expert loss plus a term proportional to T log N for any bounded loss function. In our study, we are interested by extend these algorithms when the number of experts is huge. Likewise in the article [3]we make the assumption that the set of expert has a certain structure which will be described further. In the first part we explain the key points of the algorithm established in [3], then we are able to introduce one extension to handle the case where N is huge. Finally, we
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illustrate the latter algorithm by an example in which we consider a path problem in a directed graph.



II



Tracking the best expert in a standard on-line prediction model



Let consider an on-line prediction model in which there are N experts and T rounds. We want to predict a sequence {y1 , ...yT } of outcomes which belong to Y. At each round t the forecaster have only access to the past outcomes {y1 ...yt−1 }, and the predictions of experts i for the round t denoted by fi,t . Moreover we can introduce the loss function l which compute at each time t the loss between a prediction and the real outcome. Further we detail the importance of the loss function form . A common explicit form of l is l(yt , yˆt ) = |yt − yˆt |, for the loss of forecaster at time t.



II.A



Structure of experts



We can define a partition of sequence on the base time sequence [0, T ] by the following form : Let t and t0 such as t < t0 . Let call S the interval [t, t0 ). Now, we can define the loss of the expert i on the contiguous segment [t, t0 ) by L(S, i) =



0 −1 tX



L(ys , fs,i ) .



s=t



Moreover, we can make the assumption that each interval of time is associated to only one expert. So, we can consider the k -partition of the interval [0, T ] in which there is k+1 segments [ti , ti+1 ](i ∈ {0, 1.., k} , t0 = 0, tk+1 = T ) and only k experts shifts. Finally, we define the loss over the whole k-partition for the sequence S = [t, t0 ). Let k the number of expert shifts, l = t0 + 1 − t the length of the trial, N the number of experts and e = (e1 , ..ek ) the sequence of each expert associated at each segment. We have L(Pl,N,k,t,e



([t, t0 )))



=



−1 k ti+1 X X



l(yt , fei ,s ) =



i=0 s=ti



II.B



k X



L([ti , ti+1 − 1), ei )



i=0



Some results about the Fixed Share Algorithm



The goal of tracking best experts algorithms consists to choice at each trial t the expert which minimize the loss at time t. This goal means that the algorithm efficiency 2



should not be so far from the best partition. That means regret should be as small T X as possible. We want to keep the quantity T1 ( l(yt , yˆt ) − min L(PT,k,t,e ) as small as t=1



te



possible. The main idea deals with a trade off between a step of exploitations of past results (s < t) and a step of exploration. The exploration step is very useful to make a possible shift of expert during the trial sequence. This step make the difference between the STATIC EXPERT algorithm [3] and the SHARE algorithms. To focus on this trade off we can notice that in the STATIC EXPERT, the weight of an expert decrease if it has made bad predictions on a time interval. Therefore, it becomes very hard to choose this expert in the next trials whether its predictions are efficient. Nevertheless, it’s possible that a bad expert in past trials becomes the best experts in future trials. The SHARE algorithm makes it possible to shift with a higher probability (weight). That is possible because at each trial we update all weights with a part depending of the individual loss (1 − α) and with another part depending of the whole loss (α) . This share parameters would be fixed or variable [3], but in this study we focus ourselves on the fixed share algorithm. This algorithm may be described by the follow pseudo code



Algorithm II.1: Update Weight(α, η) s Initialization : weights(w1,i )i∈{1,..,N } = N1 for t = 1..to..T Normalization of weight to define a distribution of prediction (i) Prediction yˆt (M(vt )i ) m s −ηl(yt ,fi,t ) Loss Update wt,i = wt,i e s m Update fixed share wt+1,i = α WNt+1 + (1 − α)wt,i



One remark : the fixed share expert is equivalent to the static expert and at each trial, the weight for expert i is reduced to the exponentially weight average over the past losses of expert i. We notice that the share update step is different from the equation in [3].
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Actually, in the paper of Herbster, we have s wt+1,i =



=



N X 1 m m α wm − αwt,i + (1 − α)wt,i N − 1 j=1 t,j



(1)



N −1 X 1 m m α wt,j + (1 − α)wt,i N −1



(2)



j=1,j6=i



Whereas, in our paper we have s wt+1,i ==



II.C



(3) α N



N −1 X j=1,j6=i



m wt,j +



m ((N − 1)α + 1)wt,i N



(4)



Implementation on R :



It’s particularly hard to develop an algorithm on real data because we need to define strategies for experts. We have decided to choose simulated binary data from a bernoulli law. We build 4 experts predictions based on these data. Each expert prediction is biaised by an uniform law with various parameters. For instance, the expert i is built by the following form : At time t, given the observation yt we consider fˆ1,t = yt if U[0, 1] > pi , 0 else. We know that is not very efficient but it seems to be the easier procedure to observe some results of the cumulative loss. The code is in annexe ??. The second expert has is the best expert because we affect a probability condition p2 = 0.5. We plot below the cumulative loss for each expert in comparaison Nevertheless we have implemented this algorithm in the case N = 3, but this algorithm should be computed for N very large. By ”very large” we listen N = T γ with γ > 1. In this case we could have some difficulties to compute the exponentially weight predictor average. To overpass this difficulties we can try to use efficient methods to compute the latter average. In fact we know that there exists methods to compute the exponentially predictors average in the case there is no tracking . Therefore we have to show that a generalization of this methods is available in the case of regret tracking.



II.D



Theoretical results to bound the cumulative loss



Let a sequence S as defined previously and k = length(i1 , ...ik ) the number of segments in the whole sequence. We can define a bound to the tracking regret which depends only of α, η, δ ∈ (0, 1) for a k fixed. We want to optimize this bound respect to η and α. The lower bound has the following form : s T X T log( 1δ ) 1 N k+1 Tη ) + l(yt , yˆt ) − min L(PT,k,t,e ) ≤ log( k + te η α (1 − α)T −k−1 8 2 t=1
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Figure 1 – Cumulative loss for 3 experts
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Implementation of Algorithm II.B for a large number of expert : (i)



Let stat by prove an equivalent formula to compute vt and Wt . Actually, we can prove that the formula in the previous algorithm [?] is equivalent to another recursive equation. In II.B, we have : (i)



vt = Wt =



s wt,i Wt N X αWt−1 i=1



N



s + (1 − α)wt−1,i e−ηl(yt−2 ,fi,t−1 )



And our goal is to show that is equivalent to the follow equations :



(i)



vt =



t−1 0 0 (1 − α)( t − 1) −ηL([1,t−1],i) α X α e + (1 − α)t−t Wt0 e−ηL([t ,t−1]) + N Wt N Wt 0 N



(5)



t−1 N N X 0 0 α X (1 − α)t−2 X −ηL([1,t−1],i) (1 − α)t−1−t Wt0 e−ηL([t ,t−1],i) + e N 0 N i=1 i=1



(6)



t =2



Wt =



t =2



 m . To prove this equivalence we start by proving a new recursive formula for weights wt,i



m wt,i =



t 0 0 α X (1 − α)t−1 −ηL([1,t],i) (1 − α)t −t Wt0 e−ηL([t ,t],i) + e N 0 N



(7)



t =2



(8) We prove easily this recursive form for t = 1 and t = 2. Then, we assume that formula holds for some t ≥ 2. Therefore we can write :
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m s wt+1,i =wt+1,i e−ηl(yt+1 ,fi,t+1 ) by definition from ?? α m −ηl(yt+1 ,fi,t+1 ) m e then by replacing wt,i = Wt+1 e−ηl(yt+1 ,fi,t+1 ) + (1 − α)wt,i N t 0 0 α α X = Wt+1 e−ηl(yt+1 ,fi,t+1 ) + (1 − α) ∗ [ (1 − α)t −t Wt0 e−ηL([t ,t],i) N N 0 t =2



(1 − α)t−1 −ηL([1,t],i) e + ] ∗ e−ηl(yt+1 ,fi,t+1 ) N t+1 0 0 α X (1 − α)t −ηL[1,t+1],i) (1 − α)t+1−t Wt0 e−ηL([t ,t+1],i + e = N 0 N t =2  m So, the recursive formula for wt,i holds true for t ≥ 1. (s)



By dividing this formula by Wt we get, the recursive formula for vt . Then, by summing this formula we obtain easily the recursive formula for Wt . Why theses new recursive equations are interesting ? In contrast with the first algorithm previously ??, this new formulation make it n defined o (i) possible to compute the distribution vt of expert i predictions in two step and a more efficient way under some conditions. Actually, the first step consists to choose randomly the number of past trials to compute the predictor. Let assume that we choose t0 . Then the second step consists to choose the predictors according to the time sequence. The advantage is that the probability of choosing a predictor i only depends of the exponentially weight of expert i on the sequence [t, t0 ) and the normalization term which is the sum of exponentially loss for each expert. What are assumptions to ensure the efficiency of this algorithm ? A theorem notice that, if the exponentially average weight can be computed in O(g(T )), that means that e−ηL([1,t−1]),i −ηL([1,t−1]),i and N can be computed respectively in O(g(T )) and if P[ˆ yt = fi,t ] can also be i=1 e  computed in O(g(T )) then the algorithm can be implemented in O T 2 + Tt=1 g(t) . Now we are going to verify the efficiency of this algorithm on a useful example.



IV



An application to a problem of path in a directed graph



In information theory, there is a common problem that is to find the ”efficient” path in a network. Applications are numerous ,for instance, in the field of telecommunications a data is sent between two nodes and it is interesting to find the fast path which suffer from delays due to traffic. Despite, the number of possible path depends of the number of nodes and increase exponentially with this number. Actually, it appears that this problem is close to our concern of prediction with a huge number of experts. Well, let consider a directed graph denoted by G = (V, E). Assume that each edge is affected by an exponential weight. Now, we can define our concern that is to find the best path between a couple of node (s, u). To measure the efficiency of a path we are computing a loss function based on the weight of all
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edges belong to the path. We have to define the set of experts predictions set as the set of all possible paths between node s and node u in this directed graph that is noted RM . The constant M defined the common length of paths belong to this set of experts. We know that there is a finite number of node so M is also finite. Moreover we note N = |RM |. Hence, at each time the forecaster decide to pick a predictor yˆt ∈ RM . We define an idea of regret as the sum of weight on every edges included in this chosen path. So we have X δt (a) l(yt , yˆt ) = a∈ˆ yt



Hence the cumulative loss at time T is the sum of all loss until time T, that may be written a follows : LT =



T X



l(yt , yˆt ) =



t=1



T X X



δt (a)



t=1 a∈ˆ yt



The aim is to achieve to minimize this cumulative loss by picking a well adapted combination of path as close as possible of the best combination. As in the part 1, we can define a m−partition on the set [0, T ] and a sequence of expert shift (equivalent to a path shift). So, the cumulative loss is clearly the sum of loss for each expert. But we have well defined the loss for an expert as the sum of every weight on each edges of his path. We obtain easily the follow form of loss : L(P(T, m, t, e)) =



m ti+1 X X−1 X i=0



δt (a)



t=ti a∈ei



We underline that this concern is very close of previous algorithm. At time t, the forecaster knows only the past outcomes and pick the prediction yˆt thanks to a uniform random variable. [2] So, the regret at time T is defined similarly as the effective loss mines the loss of the best combination. LT − min L(P(T, m, t, e)) t,e



However the theoretical results seems to be right we have to prove that a path can be found with the exponentially average weight algorithm. Actually, it is proved that finding the path can be implemented in O(T M ||). The sketch of the proof is based on the following arguments. First, we would turn up the formula of exponentially weight average. For that we note ∆t−1 (a) = t−1 j=1 δj (a) the sum of loss for the each edge a. Now, we can write the sum of exponentially weight at time t − 1 as X −(η ∆t0 ,t−1 (a)) X a∈r e r∈RM



. There are T operations,so the efficiency is in O(() T M ||) Then, through technical arguments we manage to apply the latter theorem and affirm that the algorithm of exponentially weight average can be efficiently implemented to find the minimum path in a graph.
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V



Conlusion :



This present paper offer a way to implement algortihm of prediction with a very large of experts. The lower bound and result about efficiency are the keys points of this algorithm. It would be interesting to find a data base and to define a set of expert to implement a such algorithm in order to compare the efficiency with classic algorithm.
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###PARAMETERS e t a =20 nbExperts 
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