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Abstract Objective: Tracking the level of performance in cognitive tasks may be useful in environments, such as aircraft, in which the awareness of the pilots is critical for security. In this paper, the usefulness of EEG for the prediction of performance is investigated. Methods: We present a new methodology that combines various ongoing EEG measurements to predict performance level during a cognitive task. We propose a voting approach that combines the outputs of elementary support vector machine (SVM) classiﬁers derived from various sets of EEG parameters in diﬀerent frequency bands. The spectral power and phase synchrony of the oscillatory activities are used to classify the periods of rapid reaction time (RT) versus the slow RT responses of each subject. Results: The voting algorithm signiﬁcantly outperforms classical SVM and gives a good average classiﬁcation accuracy across 12 subjects (71%) and an average information transfer rate (ITR) of 0.49 bit/min. The main discriminating activities are laterally distributed theta power and anterio–posterior alpha synchronies, possibly reﬂecting the role of a visual-attentional network in performance. Conclusions: Power and synchrony measurements enable the discrimination between periods of high average reaction time versus periods of low average reaction time in a same subject. Moreover, the proposed approach is easy to interpret as it combines various types of measurements for classiﬁcation, emphasizing the most informative. Signiﬁcance: Ongoing EEG recordings can predict the level of performance during a cognitive task. This can lead to real-time EEG monitoring devices for the anticipation of human mistakes.  2007 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights reserved. Keywords: Classiﬁcation; Support vector machine; Phase synchrony; Phase locking value



1. Introduction The prediction of mental states by classifying ongoing EEG signals is a challenging problem. Resolving this can lead to various applications, such as Brain–Computer Interfaces (Wolpaw et al., 2002). One part of the problem is the large number of relevant neurophysiological parameters that can be extracted from the EEG. For example, the amplitudes of various oscillations can be measured on each electrode and the long-distance interactions between the underlying *
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brain areas can be quantiﬁed using several methods (coherence, phase synchrony, etc.). The strategy employed by experts in clinical EEG that uses the qualitative detection of oscillatory activities in well-known frequency bands has led us to propose combining the outputs of ‘‘expert classiﬁers’’ derived from various sets of EEG parameters via a weighted vote of the classiﬁers. This voting approach is based on the statistical stacking framework (Wolpert, 1992). Here, we apply this method to classify the level of performance of subjects during a cognitive task. Estimating this level of performance may allow serious human mistakes in working environments, such as aircraft, to be anticipated. Cognitive task performance is related to
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many psychological variables, such as attention, arousal or workload, and there is much research in studying EEG correlates of these variables. For example, some studies have used Event Related Potentials to quantify the changes in information processing due to high workload or cognitive fatigue (Hohnsbein et al., 1995; Boksem et al., 2005). However, most work focuses on ﬂuctuations in the power of EEG signals in the theta (4–7 Hz), alpha (7–13 Hz) and beta (13–18 Hz) bands (Smith et al., 2001, 2004; Klimesch, 1999; Grandjean, 1988). Brain activity can also be quantiﬁed by assessing the interactions between diﬀerent parts of the cortex by measuring, for example, phase synchrony. This has already proved useful in various studies of cognitive and pathological brain activity. We have shown that these measurements from surface EEGs can discriminate between ‘‘face perception’’ and ‘‘no face perception’’ during a visual task (Rodriguez et al., 1999) and, with intra-cerebral recordings, can be used to anticipate epileptic seizures (Le Van Quyen et al., 2005). Recently, research in the domain of Brain– Computer Interfaces has shown that combining spectral power measurements with phase synchrony improves accuracy when classifying EEG signals (Gysels and Celka, 2004; Gysels et al., 2005), and thus should prove useful for predicting the level of performance. Moreover, those two measures can be used within the same biological framework of ‘‘Resonant Cell Assemblies’’ (Varela, 1995), with phase synchrony revealing synchronized activities of neural populations at large spatial scales (Varela et al., 2001), and spectral power possibly revealing the same phenomenon on smaller scales (Gray and Singer, 1989; Lopes da Silva, 1991; Tallon-Baudry et al., 1999; Whittington et al., 2000). Machine learning applications using EEG measurements have already been developed in similar research domains. For example, good results have been obtained for discriminating tasks having diﬀerent workloads, under either simulated or real working conditions (Wilson and Fisher, 1998; Wilson and Russell, 2003). However, the experimental framework used in these studies could not detect ﬂuctuations in the performance of a subject undertaking a unique task with constant workload. Neural networks have also been used to monitor the attentional state, using power features (Kiymik et al., 2004; Jung et al., 1997), correlation and coherence (Makeig et al., 1996) in an auditory cue detection task, revealing that these features are correlated with arousal. More recently, EEG power spectra have been used to give an objective index of driving performance (Lin et al., 2005). Continuing these studies, here, we have investigated how to classify slight ﬂuctuations in performance level (measured by reaction time) during a cognitive task. We have used information from spectral power and phase synchrony features in three frequency bands from each electrode and electrode pair, respectively. The Support Vector Machine (SVM) was chosen as the elementary classiﬁcation algorithm because of its good generalization ability (Burges, 1998; Cristianini and Shawe-Taylor, 2000).



However, some of the several sets of measurements chosen may be irrelevant for our classiﬁcation problem and dropoﬀ classiﬁer accuracy. This is due to the small number of data points available, comparatively to the high number of features, which makes classiﬁcation highly sensitive to noise. One simple solution is to use cross-validation to choose the best set of features, discarding the rest, although some informative features may be lost. The stacking framework (Wolpert, 1992) is a generalized cross-validation, which performs better than the ‘‘choose best’’ strategy (LeBlanc and Tibshirani, 1996). It combines various estimators according to their respective performance in the cross-validation. We used stacking to combine predictions of SVM classiﬁers trained with diﬀerent sets of features. The resulting combination rule is weighted so that the highest weights are allocated to the most accurate classiﬁers. Thus, in this study, we propose using a stacking approach to classify the level of performance from power and synchrony measurements computed during a cognitive task. Section 2.1 describes the general methodology. The layout of the paper is as follows. Section 2.2 describes the features extracted from EEG data. Section 2.3 reviews the SVM classiﬁer and the diﬀerent steps in the stacking approach. Section 2.4 explains how this classiﬁer is applied to EEG data. Section 2.5 describes the experimental data and explains how a performance index is extracted from a reaction time. Sections 3 and 4, respectively, present and discuss the results. 2. Methods 2.1. Scheme of the method Using EEG data, our approach aims to classify periods of high performance levels versus periods of low performance levels, which are deﬁned from the reaction times (see Section 2.5.3). We used the EEG data from a sliding time-window to compute spectral power (for all electrodes) and phase synchrony (for all couples of electrodes) in three frequency bands (h, a and b: see below for details). This gives six sets of features (h, a and b spectral powers, h, a and b phase synchronies). Each set is fed into an SVM classiﬁer, providing its own estimate of the performance level of the subject (‘‘high’’ or ‘‘low’’) associated with each time-window. The six SVM estimates are then combined with the stacking algorithm to give an optimal estimate of performance level (Fig. 1). The diﬀerent parts of this method are described further in the following sections. 2.2. Feature extraction 2.2.1. Frequency bands In this study, EEG signals are quantiﬁed in the following frequency bands: • h band (3–7 Hz) • a band (7–13 Hz) • b band (13–18 Hz)
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Prediction of performance Fig. 1. EEG classiﬁcation approach: power and synchrony features in three frequency bands are used to train six SVM ‘‘experts’’. Experts’ opinions is then combined by a stacking algorithm to provide a prediction of subjects’ performance.



Higher frequency bands were not considered since they were found too sensitive to muscle artifacts to be used in single trial analysis. After multiplication by a Hamming window to avoid side eﬀects, the vectors of sampled EEG signals zðtÞ; t ¼ 1; :::; T of the kth time window W k were band-pass ﬁltered in each frequency band using zero-phase FIR ﬁlters (computed by frequency sampling (Orfanidis, 1996)). Brain activities were quantiﬁed, via the ﬁltered signals, by two indexes: local oscillatory activities under each electrode by spectral power, and long-distance interactions by phase synchrony of each electrode pair. 2.2.2. Power values Spectral power was determined for each frequency band f by calculating the average power of the ﬁltered signal zfi ðtÞ of channel i during each time-window W k containing T time samples: P fi ðkÞ ¼



T 1 X j zf ðtÞj2 T t¼1 i



  T  f f 1 X iðui ðtÞuj ðtÞÞ  ¼  e   T  t¼1



2.2.4. Normalization For all channels and all electrode pairs, we independently normalized the power and phase synchrony values by subtracting the mean and dividing by the standard deviation over all time-windows. The diﬀerent features, P fi ðkÞ and S fij ðkÞ, can be used to construct a single vector xk associated to the kth time window. The resulting vector has a length N f  ðN e ðN2 e 1Þ þ N e Þ for N f frequency bands and N e electrodes. 2.3. Classiﬁcation methodology 2.3.1. Background Let y be the performance class (y ¼ þ1 for a good performance corresponding to rapid reaction times (RT), and y ¼ 1 for a bad performance corresponding to slow RT). The aim of a classiﬁer is to achieve a reliable prediction ^y of y from the feature vector x. This is solved by calculating a discriminant function ^y ¼ dL ðxÞ from a learning set L ¼ fðxk ; y k Þ; k 2 Ig, where I is the set of time-windows taken as learning examples. 2.3.2. The linear support vector machine The linear SVM is a classiﬁcation algorithm that separates two classes by calculating a separating hyper-plane in the learning data space and by penalizing badly classiﬁed data points (Vapnik, 1998; Burges, 1998; Muller et al., 2001). The resulting discriminant function is: dL ðxÞ ¼ signðxT x þ b Þ where x is a normal vector of the separating hyper plane and b is a bias constant that can possibly be modiﬁed to control the proportion of classiﬁcation errors in a particular class (false negatives for example). The coeﬃcients of the classiﬁer are computed according to: X 1 2 ðw ; b Þ ¼ arg min kwk þ C nk w;b 2 under the constraints y k ðhw; xk i þ bÞ P 1  nk ;



2.2.3. Phase synchrony The phase locking value has been previously described (Lachaux et al., 1999). It is widely used to measure the non-linear relationships between two signals. The phase locking value is calculated by converting the ﬁltered data of each channel i in the frequency band f, zfi ðtÞ, into an analytical signal using the Hilbert transform H. This allows us to deﬁne properly an instantaneous phase of the ﬁltered signal f (Pikovski et al., 2001): afi ðtÞ ¼ zfi þ iHðzfi Þ ¼ Afi ðtÞeiui ðtÞ , where i is the complex number of modulus 1 and argument p2. The phase locking value between channels i and j in a given frequency band is thus:
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and



nk P 0;



8k



For the implementation of the algorithm, the parameter C is to be chosen by the user, a larger C corresponding to assigning a higher penalty to errors. Using preliminary results, we set C ¼ 1 for all the experiments described in this paper. 2.3.3. Stacking algorithm Stacking has been described previously in a very general framework (Wolpert, 1992). In the present study, the aim of this method is to combine the decision rules of N classiﬁers ðdLn ðxÞÞn¼1;...; N to improve the ability of classiﬁcation to predict the class y if the feature vector x is known.
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The combinations considered here are weighted votes of the form: ! X L ^y ¼ sign bn d n ðxÞ



ous sources of inter-subject variability to impair the performance of the method. For each subject, using the previously deﬁned features, we compared two approaches for classifying scalp EEGs recorded with 60 electrodes.



n



where the optimal weights, bn , can be found by solving: ! !2 X X L  bn dn ðxk Þ  y k b ¼ arg min b



k



n



This is a least square regression ﬁt between the results of the decision rules on training data and the real class y. Unfortunately, this method produces poor results due to overﬁtting of the training data. Thus, certain classiﬁers can be given a greater weight despite performing badly on new data. Stacking solves this problem by evaluating the decision rules on new data. This can be done by cross-validation: the learning set is split into J subsets thus fLj gj¼1;...; J . One subset, Lj , is kept as a test set while the remaining elements (denoted as L n Lj ) are used for learning. This procedure is carried out iteratively on each subset, j and the decision rules dLnL are tested on unlearned data n and used to ﬁt a new regression: ! !2 J X X X LnLj  bn dn ðxk Þ  y k ð1Þ b ¼ arg min b



j¼1 ðxk ;y k Þ2Lj



n



Performance can be further improved by imposing positivity constraints and summing the weights to one. P bn ¼ 1 ð2Þ bn P 0; 8n Moreover, with these constraints, weights can be interpreted as posterior probabilities in the framework of model averaging (Hastie et al., 2001). Thus, Eq. (1) can be solved with a quadratic programming algorithm (see Appendix). The diﬀerent steps of the stacking algorithm are summarized in Algorithm 1. Algorithm 1. Stacking procedure ðL1 ; : : ; LJ Þ Split the learning set L into J-folds for j ! 1 to J do for n ! 1 to N do j d LnL train classiﬁer n on L n Lj n j LnL d n ðxk2Lj Þ test classiﬁer n on Lj end for end for b solve Eq. (1) under the constraints of Eq. (2)



2.4. Application to EEG data 2.4.1. Overview As in most of the EEG classiﬁcation studies, the classiﬁer was trained for each subject separately to avoid the numer-



(1) Stacking algorithm (STACK): The stacking algorithm is implemented with a 10-fold split (J ¼ 10) and six classiﬁers dedicated to extracting relevant information from each of the six following feature subsets (see Fig. 1): • h synchrony: 1770 features (corresponding to the Þ number of electrode pairs 60ð601Þ 2 • a synchrony: 1770 features • b synchrony: 1770 features • h power: 60 features (one by electrode) • a power: 60 features • b power: 60 features We thenPcompare the stacking classiﬁer output, ^y ¼ signð n bn d n ðxÞÞ, to the real performance class of the subject obtained from reaction time measurements: y ¼ þ1 for ‘‘high performance’’ and y ¼ 1 for ‘‘low performance’’ (see Section 2.5.3 for explanations). (2) Simple SVM algorithm (SVM): For comparison, we applied the classical SVM algorithm to the whole 3  1770 þ 3  60 ¼ 5490 features vector, x, giving a decision function that mixes the various power and synchrony measurements. These two methods were implemented on each subject separately using a speciﬁc validation procedure explained in the following part. 2.4.2. Validation To quantify the eﬃcacy of our approach, we computed classiﬁcation accuracy, which is the rate of good classiﬁed points in the test set. As estimating classiﬁcation accuracy using simple cross-validation had a high variance across the subjects (probably due to the size of the dataset being small and the number of variables used for classiﬁcation being high), we used a bootstrap algorithm to better estimate the accuracy of the classiﬁers on the dataset. We quantiﬁed the accuracy of the STACK algorithm by randomly splitting the temporally ordered time-windows into ten subsets of equal size using a circular permutation with a random shift, at each bootstrap iteration. Weights and SVM’s discriminant functions were then estimated by applying Algorithm 1 on nine of the ten subsets and the classiﬁcation accuracy was calculated by testing the resulting stacking classiﬁer on the remaining subset (taking care to discard the time-windows overlapping with windows from other subsets). We generated 100 estimates of classiﬁcation accuracy by carrying out this procedure at each bootstrap iteration and leaving out one time in each subset. The mean of the 100 estimates was the ﬁnal estimate of classiﬁer accuracy. This procedure is summarized in Algorithm 2. We used the same type of bootstrap algorithm to estimate the classiﬁcation accuracy of the SVM algorithm.
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At each iteration of this procedure, the learning set had approximately 80 elements and the test set had 10 elements. From classiﬁcation accuracy, information transfer rate (ITR) can also be computed. This concept, ﬁrst introduced in communication theory (Shannon and Weaver, 1964), measures the quantity of information per units of time carried by a random process. For a two class problem, if p is the classiﬁcation accuracy and T the time interval between two decisions of the classiﬁer, ITR is given by ITR ¼ T1 ð1 þ p log p þ ð1  pÞ logð1  pÞÞ. It is currently used in BCI to allow comparison between classiﬁcation methods which are based on diﬀerent experimental paradigms (Krepki et al., 2006). Algorithm 2. Bootstrap for the estimation of classiﬁcation accuracy for STACK algorithm for i ! 1 to 10 Di apply a random permutation to dataset D
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split the dataset into 10-folds of ðD1i ; : : ; DJi Þ equal size. for j ! 1 to 10 ðb; dLn Þ apply Algorithm 1 on the learning set Di n Dji pði; jÞ compute good classiﬁed percentage of stacking classiﬁer with parameters ðb; dLn Þ on Dji end for end for Return mean (p) We insist on the fact that at each iteration of this bootstrap algorithm, the classiﬁer is applied to a test set that was not in the learning set of the stacking algorithm. Indeed, the 10-fold cross-validation procedure of stacking takes a total learning set composed of 9 out of 10 subsets of the bootstrap procedure, and the ﬁnal test is done on the discarded subset (see Fig. 2).



Fig. 2. Identiﬁcation of learning and test set at each step of the bootstrap estimation of classiﬁcation accuracy of the stacking algorithm. It is noteworthy that, using 10-fold validation procedures, each classiﬁer (the six SVMs and the stacking) is tested on data that do not belong to the learning set. Moreover, to provide more stable results, the validation process is embedded in a bootstrap procedure, implementing at each step a circular permutation of the data points.
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2.5. Data acquisition 2.5.1. Experiment The experimental protocol was designed to study mental fatigue induced by cognitive tasks. Each subject performed three experimental cognitive tasks successively during one day: a Stroop color word test (St), a Sternberg-derived test (Sb), and a spatial stimulus–response compatibility task (SCT) (Ragot and Renault, 1981). The experiment was organized in two recording periods: morning and afternoon, which were themselves divided into three experimental sessions (one per task). Each St and SCT session consisted of two successive 10 min of recording with a short resting period of one minute between the two. Each Sternberg-like task consisted of one 20-min session. Each subject was seated in a chair one meter from the screen. They had been previously trained to carry out the tasks. In this paper, we describe the results from SCT recordings. During this task, an arrow appeared about every second for 700 ms on the left or right side of the screen. The subjects were asked to respond as fast as they could to the direction of the arrow (pointing left or right) on the screen ignoring the location of the arrow on the screen. Reaction times and errors were recorded during the whole experiment to give quantitative information about the ongoing level of performance. 2.5.2. EEG recordings and pre-processing The EEG data were recorded in 15 subjects using a 60electrode ears-referenced BrainCapTM. Electrodes were placed according to the standard 10-20 system with AFz used as ground. Data were ampliﬁed using a BrainAmpsTM



(Brain Products, Inc) 64-channel system sampled at 1000 Hz (including trigger signal) and band-pass ﬁltered between 0.3 and 300 Hz. Eye blinks were recorded using a diﬀerential montage involving electrode Fp1 and an electrode below the left eye. A common average reference was used oﬀ-line to enhance the oscillatory patterns (McFarland et al., 1997). We visually inspected data for contamination by muscular artifacts, with these segments being manually rejected. We did not use the data from three subjects due to high muscular activity. All algorithmic steps were implemented in the Matalb (The MathsWorks, Inc.) environment. Ocular artifacts were corrected using principal component analysis (PCA) (Wallstrom et al., 2004) successively on each 2-s segments of EEG data. We eliminated principal components giving a correlation coefﬁcient R > 0:9 with EOG activity. The corrected data were then rebuilt from the remaining principal components, lowpass ﬁltered at 25 Hz and down-sampled to 200 Hz. 2.5.3. Data segmentation according to performance The subjects made few mistakes, so we used the reaction times (RT) to measure the ongoing level of performance. First, each epoch was divided into 20-s long sliding windows (corresponding to about 20 successive stimuli of the SCT test) with a 10-s overlap. The ﬁrst recording of the morning session was discarded to avoid learning eﬀects. The stimulus response compatibility is known to aﬀect reaction time: compatible stimuli (the position of the arrow matches the direction of the arrow) give faster reaction times than incompatible stimuli (the position of the arrow is opposite to the direction) (Ragot and Renault, 1981). To eliminate this bias, the reaction times of compatible stimuli



Fig. 3. Performance index (extracted from the reaction time) of one subject during three recordings. The index was calculated using 20-s-long sliding blocks with a 10-s overlap. On the left, histogram of performance index through the sessions with the upper quartile in light gray and the lower quartile in dark gray. On the right, normalized performance index associated with each sliding window along the three 10-min recordings of one subject in the SCT task. The time-windows in dark gray are labeled ‘‘high performance’’ and the windows in light gray are labeled ‘‘low performance’’.
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and incompatible stimuli were normalized by dividing them by their respective median (more robust with outliers than the mean) over the three remaining 10 min recordings (one in the morning and two in the afternoon). We then calculated the overall average normalized reaction time (across compatible and incompatible stimuli at the same time) over each 20-s time-window. This average was used as an index of performance, pk , for the kth time-window. The histogram of this performance index was split into four equal quartiles and the two classiﬁcation classes were deﬁned by the ﬁrst and last quartile. The blocks belonging to the lowest quartile were labeled as a good performance, y k ¼ 1, and those from the highest quartile were labeled as a bad performance, y k ¼ 1, whereas the remaining blocks were discarded from the classiﬁcation study. This segmentation process is illustrated in Fig. 3 for one subject, the ﬂuctuation of performance across the session can thus be observed. It is noteworthy that performance does not always decrease during each session. Finally, the whole process results in a ﬁnal classiﬁcation dataset of approximately 90 blocks per subjects.
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Table 1 Mean classiﬁcation accuracies and information transfer rates (ITR) across the subjects for each algorithm STACK



SVM



STACKrand



SVMrand



Accuracy (%) 71.70 ± 2.49 68.89 ± 2.10 48.56 ± 2.64 49.00 ± 2.18 ITR (bit/min) 0.495 ± 0.100 0.367 ± 0.078 0.006 ± 0.002 0.006 ± 0.002



for the randomized data was about 50% for the two algorithms (see Fig. 4). We validated by a Wilcoxon signedrank test for matched samples that original classiﬁcation results are signiﬁcantly above this chance level (p < .01). Therefore, classiﬁcation with original data is better than random classiﬁcation, showing that EEG holds information about the performance level of the subject. The aver-
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The rates of correct classiﬁcation for the SCT task are shown in Fig. 4. The STACK classiﬁcation was signiﬁcantly more accurate than the SVM classiﬁcation according to a non-parametric test (p < 0.05) across the 12 subjects. This was also supported by quantitative analysis of average classiﬁcation accuracies and ITRs reported in Table 1, with the STACK classiﬁcation being 5% more accurate than the SVM classiﬁcation. Moreover, we calculated the recognition rates for the two algorithms ten times using the same data with randomized labels (mixing low and high performances) and found that the mean classiﬁcation accuracy
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Fig. 4. Recognition rates for each algorithm for each subject performing the SCT task. SVMrand and STACKrand are the mean recognition rates for randomized data. Error bars are standard error around the means.



Fig. 5. Weight distribution for algorithm STACK across the subjects: for each subject the repartition was computed using the mean of the weights of the stacking algorithm across bootstrap and cross validation iterations. Graph (a) depicts the proportions of synchronization weights and power weights for each subject. Graphs (b) and (c) are barycentric representations of the weights of frequency bands for, respectively, synchrony and power features: each weight corresponding to a frequency band is aﬀected to a vertex of the triangle and the resulting barycenter of the stacking weights is plotted as a dot for each subject.
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age confusion matrix for algorithm STACK is also reported in Table 2; the error rate is nearly the same for the two classes. The weight distributions (through frequencies and measurement types) of the stacking algorithm (Fig. 5) show that power features have greater weights than



synchronization features, although the contribution due to the synchronization weights cannot be neglected (they account for at least 30%). For the synchrony features, alpha activity dominates, whereas for spectral power, theta activity gives the biggest weights.



Fig. 6. Distribution of the feature’s mean t-value across the seven best subjects(see 3). Scale: hot colors when high performance is greater than low performance, cold colors for the contrary (on the right column the map at each electrode represents synchrony features between this electrode and the rest of the scalp, following (Alba et al., 2007)).
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We assessed the electrode position of the discriminating variables associated with performance using the Student’s t-test on each feature to determine the ability of each position to discriminate between ‘‘low performance’’ and ‘‘high performance’’ conditions. The test was carried out on the seven best subjects. The scalp distribution of the mean tvalue across subjects is shown in Fig. 6 for each features subset. The distribution of the feature sets shows that the discriminating theta power features are widespread on the scalp except on the central region, whereas the discriminating alpha and beta power features are almost parieto-occipital. We noticed signals from peripheral electrodes in the beta power distribution, which may have been due to residual muscle artifacts. The synchrony maps show, apart from local synchrony, discriminating long-distance interactions between fronto-central regions and the rest of the scalp for theta synchrony, whereas the most discriminating alpha and beta synchronies are between parieto-occipital and frontal areas (except for some possibly artifactual short distance interactions located on the temporal lobes). According to the spatial maps presented here, using only a subset of scalp electrodes could be possible, keeping for example one frontal, one parietal and one occipital electrode. To determine the common features of the classiﬁers, we assessed the reproducibility across the subjects of the electrode labels that have a high weighting coeﬃcient in the vector x of the SVM decision function. To this end for each subject and each subset of features, we listed the coefﬁcients that belong to the fourth quartile of the coeﬃcients distribution. The labels of the ﬁve most reproducible coefﬁcients across the seven best subjects are depicted in Table 3. According to this table, some coeﬃcients have a good reproducibility across the subjects (see the number of subjects in parentheses). This is especially the case for synchrony measures for which some of them are always high across six subjects over seven. Curiously, the coeﬃcients of power features have shown less reproducibility across
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the subjects, probably because these coeﬃcients are largely distributed over the scalp. As already shown in Fig. 6, the synchrony features of Table 3 exhibit short-range interactions (FC1–FC3) that can be due to volume conduction, but also long range synchronies reﬂecting anterio–posterior interactions in the alpha and beta bands (P7-AF7). For the power characteristics, the most reproducible coeﬃcients are mainly situated in the whole frontal lobe and also on the left posterior regions. The same methodology was applied for the Stroop task, recorded on the same experiment, leading to 65% good classiﬁcation accuracy across the subjects. The lower accuracy can be explained by the diﬃculty to estimate performance from the reaction time: the inter-stimuli interval was longer (only 10 responses are available to compute the performance index on a 20 s time-window). Thus, for such tasks, it will be useful to consider longer time-windows to compute the classiﬁcation or adopt another strategy to label periods of low and high performance. 4. Discussion A general analysis of the classiﬁcation results reveals a good discrimination between low and high performance states during a SCT task, with the accuracy of classiﬁcation being greater than 75% for four subjects. However, these results are not as good as those obtained in vigilance state classiﬁcation (Kiymik et al., 2004), which gives almost 95%, and motor imagery classiﬁcation (Pfurtscheller et al., 1997; Muller-Gerking et al., 1999), which gives between 80% and 90%. This is probably because the data used in the vigilance state classiﬁcation are segmented by an expert, meaning that they contain recognizable EEG oscillations. By contrast, our approach tends to classify according to an objective measure of performance even if there is no visible EEG signature. Moreover, unlike the motor imagery classiﬁcation used in brain–computer interfaces, our classiﬁcation approach is asynchronous in that the quantiﬁcations do not require knowledge of the external stimuli and their onset. It should also be noticed that these classiﬁcation results are obtained with few training data (80 time-windows in the training set). Classiﬁcation accuracy could then be increased with more recordings from each subject. Moreover, the obtained average accuracy (71.7%) has also to be interpreted in terms of informa-



Table 3 Common features across subjects in the classiﬁcation decision function h Synchrony



a Synchrony



b Synchrony



h Power



a Power



b Power



FC1–FC3(6) T8–C1(6) PO7–CPz(6) F7–AF7(5) FC3–AF7(5)



FT8–FC5(6) C2–FT8(6) PO3–C5(6) C4–C2(6) CPz–CP1(6)



C3–Fp2(6) T8–AF7(6) P7–AF7(6) TP7–F5(6) CPz–FC3(6)



F8(5) FC1(5) P8(5) PZ(4) AF3(3)



Fp1(5) P7(4) O1(4) AF4(3) AF8(3)



F8(4) FPZ(4) T7(4) C5(4) FC6(3)



Only the coeﬃcients of the SVM decision function that belong to the fourth quartile of the coeﬃcients distribution for each subject have been selected. For each one, its recurrence across the seven best subjects is computed, and the ﬁve most recurrent labels are listed. The results are given for each of the six feature subsets. For each label selected, the corresponding number of subjects is indicated in parentheses.
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tion transfer rate. Our present results correspond to an average ITR of 0.49 bit/min. To give an order of magnitude, it is equivalent to the one of a classiﬁer on 2 min-long time windows giving 99.8% of classiﬁcation accuracy. A reliable classiﬁer can thus potentially be achieved with a detection delay of a few minutes, which may be fast enough to prevent serious mistakes. For future applications, it could be useful to distinguish classiﬁcation errors regarding the high performance (false positives) states and low performance states (false negatives). The balance between false positive rate and false negative rate observed in Table 2 results from the SVM cost function that put an equal weight on the errors in each class. In future studies, focusing on real world applications may require the modiﬁcation of this balance to allow a maximal limit on the rate of false negatives. This could also be done by an appropriate tuning of the bias constant b of each SVM classiﬁer after the training. Our results also show that combining multiple SVM by stacking outperforms a single SVM algorithm. There may be two reasons for that. First, the split of the set of features in six subsets reduces the dimension of the features’ space, possibly improving the learning process of each SVM. Second, the voting algorithm limits the inﬂuence of noisy or uninformative feature subsets that impair SVM performance. Thus the stacking method, initially developed to combine diﬀerent learning algorithms, also seems to be useful for combining diﬀerent measurement types. Moreover, the use of weighting in the stacking allows a retroactive analysis of the weights determining the relative importance of each feature subset for the classiﬁcation. We focused our present study on a spatial compatibility task. This paradigm has been used in the literature to study the interference eﬀect caused by stimulus-response incompatibility, sometimes called the Simon eﬀect (Peterson et al., 2002; Fan et al., 2002; Liu et al., 2004). In this paper, we have exploited this task to ask a diﬀerent question: whether we can detect the level of performance of subjects on such a cognitive task from single trial EEG analysis. The predominance of theta in spectral power measurements is consistent with previous studies in related ﬁelds because theta oscillations give the clearest results for mental workload (Smith et al., 2001) and cognitive fatigue (Smit et al., 2004). The fact that theta power is lower during high performance compared to low performance can be interpreted as a stronger inhibition of long-term memory networks (Klimesch et al., 2006) which may improve the processing of external stimuli. Interestingly, the lateral distribution of these activities could reﬂect a hippocampal origin which plays a central role in long-term memory. Moreover, the parietal distribution of alpha power is consistent with results on drowsiness and cognitive fatigue (Tatum et al., 2006; Trejo, 2005). The superiority of spectral power weights over phase synchrony weights is a predictable result, as the large number of electrode pairs used for phase synchrony makes SVM learning more diﬃcult.



Regarding the long-distance synchrony maps, alpha and beta maps are very similar. They both account for an increase of anterio–posterior synchrony with better performance. This possibly reﬂects the activation of a network characterizing visual-attentional control. Such a network has already been reported in the beta band (Gross et al., 2004) and its potential impact on performance in visual tasks is straightforward. This is a paradigmatic example of the added value of synchrony analysis over spectral power analysis, as this phenomenon cannot be observed with the latter approach. Whether this network is taskindependent remains an open question; but, if so, this could enable the detection of decreases in visual attention, disregarding its origin (distraction, sleepiness or cognitive fatigue). The predominance of alpha phase synchrony over other frequency bands is diﬃcult to explain, but may be due to synchrony being calculated over long time-windows, thereby discarding transient b synchronies that appear over short time scales. Our study only investigated the classiﬁcation of extreme states. This is because intermediate performance levels, which obviously occur between the high and low performance levels, require speciﬁc classiﬁcation or regression methods that have to be validated on a larger dataset. Predicting performance from any EEG time-window requires that these methods be implemented in future work. This can be achieved from longer experiments (several hours of recordings for each subject instead of only 40 min). This paper presents ﬁrst results showing that EEG analysis and classiﬁcation can be applied to performance prediction. As our approach to EEG quantiﬁcation and classiﬁcation can be extended to real time algorithms, an on-line EEG-based estimation of performance may be achieved and could provide reliable information with a time constant of a few minutes. Such a device can be useful in various monitoring applications ranging from nuclear plant operators to car and aircraft drivers. Several improvements can be made such as using other behavioral measurement than reaction time. Indeed simulator and virtual reality environments allow quantifying more precisely the performance of a subject, for example by measuring the quality of a pilot’s trajectory. Apart from the potential methodological improvements discussed above, the feasibility of ‘‘real world’’ EEG-based monitoring devices also strongly depends on the future technological improvements of EEG electrodes, already initiated with, for example, the achievement of movement insensitive electrodes. Moreover, it is possible to reduce the number of electrodes. The automatic choice of these latter, using for example variable selection algorithms (Garrett et al., 2003), is out of the topic of this paper but should be the subject of future work. 5. Conclusion Signal processing and machine learning can be used to discriminate and predict good and bad performance levels
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from EEGs, in which there is no prior knowledge about dissociable brain activity patterns. The stacking framework is an intuitive and interpretable approach that can combine many measurements from EEGs to achieve this prediction. It removes the requirement for an EEG expert to analyze the data before classiﬁcation. We have shown encouraging classiﬁcation results that may be the ﬁrst steps toward realtime prediction of cognitive performance states. Acknowledgments The authors thank Dr. Frederique Amor and Dr. Mario Chavez for many helpful comments on the original manuscript. Appendix. Stacking optimization algorithm The stacking optimization problem of Eq. 1 is of the form ! !2 X X b ¼ arg min uk;n bn  y k b



k2L



n



under the constraints X bn ¼ 1 8n; bn P 0 Let us deﬁne the matrix U ¼ ðuk;n Þ. Then the optimization problem can take the matrix form b ¼ arg min b



ðUb  yÞT ðUb  yÞ



Developing the matrix product leads to the ﬁnal form of a quadratic programming problem   bT U T U b  2yT Ub b ¼ arg min b



under the same constraints. This kind of problem can be solved using various algorithms. In this work we used the quadsolve algorithm from The Spider toolbox (Weston et al., 2003). This is a primal dual method with a predictor–corrector approach (Altman and Gondzio, 1998) which is also used to implement the support vector machine. References Alba A, Marroquin JL, Pena J, Harmony T, Gonzalez-Frankenberger B. Exploration of event-induced EEG phase synchronization patterns in cognitive tasks using a time–frequency-topography visualization system. J Neurosci Meth 2007;161:166–82. Altman A, Gondzio J. Regularized symmetric indeﬁnite systems in interior point methods for linear and quadratic optimization. Optim Methods Softw 1999;11:275–302. Boksem MA, Meijman TF, Lorist MM. Eﬀects of mental fatigue on attention: an ERP study. Brain Res Cogn Brain Res 2005;25(1): 107–16. Burges CJC. A tutorial on support vector machines for pattern recognition. Data Min Knowl Discov 1998;2(2):121–67, [ISSN 1384–5810]. Cristianini N, Shawe-Taylor J. An introduction to support vector machines. Cambridge University Press; 2000.
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