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共Received 6 February 2002; accepted 5 December 2002兲 Thermal conductivity characterization with nanoscale spatial resolution can be performed by contact probe techniques only. The technique based on a hot anemometer wire probe mounted in an atomic force microscope is now a standard setup. However, no rigorous calibration procedure is provided so far in basic dc mode. While in contact with the sample surface, the electrical current I injected into the probe is controlled so that electrical resistance or the wire temperature is maintained by the Joule effect. The variation in current is assumed to be linearly related to the heat flux lost towards the sample and traditional calibration is carried out by relating the thermal conductivity of a set of samples to the measured current I. We provide analytical and numerical thermal modeling of the tip and sample to estimate the key heat transfer in a conductivity calibration procedure. A simple calibration expression is established that provides thermal conductivity as a function of the probe current or voltage measured. Finally, experimental data allow us to determine the unknown quantities of the parametric form obtained, i.e., the mean tip–sample contact radius and conductance. © 2003 American Institute of Physics. 关DOI: 10.1063/1.1544078兴



I. INTRODUCTION



power is assumed proportional to the heat flux Qs toward the sample and, consequently, to the sample thermal conductivity  s . 1 This means that heat losses 共except heat flux to the sample兲 are considered to remain unchanged before and in contact. The strategy for calibration then simply consists of measuring the heat flux dissipated in reference samples with well known conductivity to fix the parameters of the function relating conductivity and lost electrical power. A linear calibration function is accepted and was even demonstrated in the literature.2 Previous work3 provides a transfer function relating Qs to  s that emphasizes nonlinear behavior by assuming an isothermal tip. The assumptions of linear Qs –  s dependence, invariance of heat losses apart from Qs, and an isothermal tip cannot be reasonably accepted. Those points were already raised and experimentally demonstrated.4 We provide analytical and numerical thermal modeling of the tip and sample to show the role played by the different heat exchanges on a basic conductivity calibration. Converging numerical and analytical approaches lead to a simple expression that relates the difference in Joule power in and out of contact with  s . The correlation we obtain proves the impact of nonlinear, nonisothermal behavior. It also shows that the probe’s sensitivity is limited in the low thermal conductivity range to 0.1– 60 W m⫺1 K⫺1. Finally, we identify the size of the surface of the thermal tip–sample contact as well as the contact conductance from complementary experimental and modeling studies. We consider that the Pt wire diameter is larger than the heat carrier mean free path in platinum, and that the heated contact zone remains larger than the sample heat carriers’



The development of electronic and optical microsystems 共nanotransistors, diodes兲 as well as nanostructures 共films, superlattices, nanowires兲 leads to the renewal of thermal metrologies adapted to submicroscales. For instance, lifetime and power output of laser diodes, parameters which represent an essential stake in the development of information networks, are strongly conditioned by the temperatures and maximum gradients reached within their elementary structures. Nanoscale thermal imaging cannot be performed by optical measurements because of the diffraction limit; the use of contact probe techniques is therefore essential. Among these, the atomic force microscope mounted with a thermal probe, called a scanning thermal microscope 共SThM兲, provides the highest resolution, ranging from a few to several dozen nanometers. Here, the probe 共Topometrix®兲 consists of a Wollaston wire shaped as a tip and etched to uncover a core platinum–rhodium wire as shown in Fig. 1. The Pt–Rh core is 5 m in diameter and 2L⫽200  m in length. The tip– sample contact radius is not clearly known and will be considered as parameter b to determine. In thermal conductivity mode, the thermal element is a classical hot wire anemometer: the electrical resistance R probe is measured from current–voltage signals and is used as an input signal for a feedback loop to maintain the temperature which is linearly dependent on R probe . When the probe is brought within close contact of the film surface, the induced change of dissipated electrical a兲
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FIG. 1. Schematic diagram of the thermal probe.



mean free path. Under those conditions, the assumption of diffusive heat transfer may be valid. The finite volume element 共FVE兲 method is used to provide complete modeling of the tip–sample system in Sec. II. A simplified analytical approach is then provided for comparison in Sec. III. The resulting calibration relation is then discussed and compared to experimental data in Sec. IV. II. FINITE VOLUME ELEMENT MODELING



To simplify the model, planar symmetry crossing the middle of the two probe arms that includes the tip–sample contact point is considered. The resultant system consists of a straight Wollaston wire terminated by a 100 m long Pt wire. Cylindrical symmetry with the Wollaston wire as the axis considerably simplifies the model into a twodimensional 共2D兲 representation, illustrated in Fig. 2. The ambient temperature T a ⫽20 °C was imposed on rear and lateral sample faces as well as on the rear Wollaston wire face. The white arrows in Fig. 2 represent heat exchanges with the ambient through coupled convection and radiative modes. Convective heat transfer coefficients were estimated based on a classical correlation including the influence of the angle, since the system dimensions are larger than the air mean free path 共0.1 m兲. Mean heat transfer coefficients were considered and radiative coefficients were deduced by writing heat flux as linearly dependent on the temperature. Thermal properties of silver ( Ag ⫽420 W m⫺1 K⫺1 ) and a platinum–rhodium alloy 共⫽37.6 W m⫺1 K⫺1兲 are the reference data. Sample thermal conductivity  s and contact conductance G are the input parameters. We consider the temperature dependence of probe electrical resistance R probe⫽  L/S(1⫹ ␣ ⌬T), with S the probe section,  ⫽19⫻10⫺8 ⍀ m⫺1 the Pt–Rh electrical resistivity, and ␣ ⫽16.6⫻10⫺4 K⫺1 the temperature coefficient. The finite volume element method was carried out based on annular elements with square sections of 25 共sample兲 or 6.25 m2 共tip and Wollaston兲. The sample is a 20⫻20 element distribution, the uncovered Pt wire consists of a 2⫻80 mesh, and the silver coating is modeled by 14⫻41 elements. A total of 1136 thermal nodes is computed. The heat conduction equation was integrated for each volume element by a simple matrix inversion procedure. The FVE calculation was validated by checking the heat flux balance for the probe. In this specific simulation, the sample is germanium ( s ⫽60 W m⫺1 K⫺1 ), the contact conductance is set to G⫽10⫺6 W/K, 3 and the contact radius b



FIG. 2. Schematic of the probe–sample. Arrows represent an exchange with the ambient.



⫽50 nm. 4 Table I also indicates that, in this configuration, radiative heat flux is negligible and convective heat flux represents only 4% of the input Joule power. The major portion of the Joule flux goes to the silver coating 共66%兲 and the sample 共30%兲. Figure 3 presents the 2D temperature field of the tip–sample system where a nonisothermal probe can be observed. Note that the sample temperature at the contact zone is considerably underestimated because the size of the volume element in the sample is much larger than the contact surface. A detailed sensitivity study was carried out. The heat TABLE I. Heat flux lost by the Pt wire 共in mW兲, input current I⫽0.05 A, G⫽10⫺6 W/K, and  s ⫽60 W/mK. The average tip temperature was 112 °C. Heat flux 共mW兲 Heat flux to Ag Heat flux to the sample Convective heat flux Radiative heat flux Joule heat flux Net heat flux from the probe



2.10 0.949 0.13 2.149E⫺4 3.18 1.74E⫺4
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by the source term, but we still consider it a good reference here. This hypothesis 共i兲 was also checked based on FVE results. 共2兲 Under assumption 共i兲, the probe heat conduction equation with convective heat loss and temperature dependence of R probe is 



FIG. 3. 2D temperature field in the probe–sample system derived from the finite volume element method. The spatial coordinate units are in meters. Specific points are temperature labeled.



flux Qs dependence on sample thermal conductivity  s and thermal conductance G is reported in Fig. 4. This graph clearly shows that 共i兲 a linear dependence between Qs and  s is not acceptable and 共ii兲 the probe sensitivity appears to be limited to a certain range of thermal conductivity starting from 0.1 to a few dozen W m⫺1 K⫺1. As expected, the larger the contact conductance the better the sensitivity.



III. CALIBRATION RELATION A. Probe and sample models



Heat flux Qs is first obtained under the following assumptions for the probe modeling: 共1兲 The probe section is isothermal since the Biot number was found to be four orders of magnitude smaller than unity.4 The Biot number does not include a contribution



 2 p共 x 兲 h p共  p 兲 p  p共 x 兲  I 2 ⫹ 2 关 1⫹ ␣ p 共 x 兲兴 ⫽0, 共1兲 ⫺ x2 S S



where  p ⫽T p ⫺T a is the axial temperature and h p the tip– ambient heat transfer coefficient. p denotes the probe perimeter and x the spatial parameter. Since we are aiming at deriving a simple calibration relation between the difference in Joule power in and out of contact P j ⫺ P ⬘j versus sample thermal conductivity  s , we show how Eq. 共1兲 can be reduced by neglecting both convection and temperature-R probe coupling. In the specific case of maximal probe temperature  p max⫽142– 20⫽122 K, obtained in previous FVE calculations, the contribution by convection in Eq. 共1兲 is h p p  p max䊐1.9 W m⫺1 . When the probe current is set to I ⫽0.05 A, the Joule term can be estimated to be  I 2 /S䊐24 W m⫺1 . Consequently, convective heat flux 共W m⫺1兲 is about 8% of the Joule term in Eq. 共1兲. Since the probe temperature can be assumed proportional to I 2 , this estimation is also acceptable for other current and tip temperature values. Comparing additional heat flux Q ␣ ⫽  I 2 ␣ p max /S and basic Joule heat flux  I 2 /S means comparing ␣ p max ⫽0.195 to 1. Deviation Q ␣ can obviously not be dismissed and the result of both competing convective and electrical effects may lead to a contribution of 10%–20%. The difference in temperature profile solved in both situations is emphasized in Fig. 5 where I⫽0.05 A and  p (x⫽0,x⫽L)⫽0. We however suppose identical current I be input in Joule power expressions. Let us recall that the current is actually controlled, so the mean probe resistance and temperature remain constant. We consider problems 共a兲 solving Eq. 共1兲 with input current I and 共b兲 solving the reduced equation: 



 2  p 共 x 兲  I C2 ⫹ 2 ⫽0, x2 S



共2兲



but with corrected current I C such that the mean probe temperature, ¯ ⫽ 1 p L



FIG. 4. Results of the FVE method for heat flux to the sample 共squares兲 and the silver coating 共diamond兲 as a function of the sample thermal conductivity and tip–sample contact conductance G.



冕 L



0



p 共 x 兲 dx,



共3兲



obtained from Eq. 共1兲 with current I is equal to the same quantity ¯ p computed with current I C input in simplified Eq. 共2兲. In Fig. 5, probe temperature profiles computed for cases 共a兲 and 共b兲 out of contact and in contact with different samples reveal a maximum difference of 0.1%. A 2.5% difference was obtained for Joule power values. Since only P j appears in the final expression, we develop our calculations based on problem 共b兲 remembering that P j can be calculated
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FIG. 5. Temperature profiles of the tip from the complete 共solid lines兲 and simplified 共crosses兲 models. The parameters are  p ⫽100 °C, G⫽5 ⫻10⫺6 W/K, b⫽300 nm, and substrate thermal conductivity 共from top to bottom兲  s ⫽01, 10, 100, and 1000 W m⫺1 K⫺1.



from experimental current I and R probe(T) with satisfactory accuracy. Note that keeping Eq. 共1兲 would generate inextricable analytical expressions. Under conditions 共i兲 and 共ii兲, the classical heat conduction equation, Eq. 共2兲, written for the Pt wire and including the Joule source term leads to the local probe temperature,



 p共 x 兲 ⫽



⫺  I C2 2
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d 共r兲 ⫽0, dr 2



Qs⫽⫺ e  b 2



d dr



冊



共7兲 ⫽ e  b  0 ,



共8兲



r⫽b



and the temperature at the sample side as



b0 共 r 兲⫽ , 2r



dp Qs⫽⫺S dx



冊



 p 共 x⫽L 兲 ⫽



冉



冊



共6兲
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L 2 ⫹AL⫹B.



Q Ag⫽G Ag p 共 0 兲 ,



共5兲



 I C2 L ⫽⫺S ⫺ ⫹A . S 2 x⫽L



⫺  I C2



共9兲



The heat flux lost in the silver coating Q Ag , can be formulated as



Q Ag⫽S



where  0 is the temperature imposed by the tip in the hemisphere of radius b centered in the contact point. The factor of 2 takes into account the two arms of the probe. Equation 共5兲 clearly indicates that thermal penetration depth d⫽ ␤ ⫻b if d is defined as the length for which the temperature has decreased by a factor of ␤. The heat flux lost to sample Qs can be expressed as a function of  p :



Qs⫽



Qs⫽G 共  p 共 L 兲 ⫺  0 兲 ,



共4兲



A and B are two constants to determine. To model the sample, we assume that the heat diffusion length in the sample is longer than contact radius b. In the kinetic approximation the thermal diffusivity is  ⫽ v ⌳/3 where v and ⌳ are the phonon velocity and mean free path; this hypothesis is equivalent to stating that the mean free path remains smaller than b, which was already mentioned. The heat conduction equation written in terms of spherical coordinate r then reads: 2



Let us now write the heat flux continuity at the tip–sample interface as



dp dx



冊



共10兲 ⫽SA,



共11兲



x⫽0



where thermal conductance G Ag includes all conductive phenomena in the silver coating. Finally, constant B is simply



 p 共 x⫽0 兲 ⫽B.



共12兲



B. Heat flux Qs expression



The equations, Eqs. 共6兲–共12兲, allow one to determine the seven unknown variables: (A,B,  p (L),  p (0),  0 ,Qs,Q Ag). The heat flux Qs solution can then be expressed as follows:



 s G 共 LG Ag⫹2S 兲  b  I C2 L S 共 2LG AgG s  b⫹2SG s  b⫹SG AgG⫹2SG Ag s  b 兲



.
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TABLE II. Comparison of numerical and analytical values of the Joule power and probe conductance.



P J /2 (W) G Pt (W K⫺1 ) G Pt/2 b 共W K⫺1 m⫺1兲



Analytical model



FVE method



共%兲



1.591⫻10⫺3 5.89⫻10⫺6 1.87



1.5604⫻10⫺3 6.33⫻10⫺6 0.700



2 8 91



and in contact P J ⫽¯ p /K with K⫽



 s  bG/2⫹2 s  bG Pt⫹2GG Pt . 6G Pt共 2 s bG⫹ s  bG Pt⫹GG Pt兲



We then write the heat flux to sample Qs⫽K ⬙ P j ⫽K ⬙¯ p /K including K ⬙⫽



Knowing that the Joule power is P J ⫽  LI C2 /S and identifying the probe conductance, G Pt ⫽S/L, parametric form Qs⫽



a s b⫹ s



共14兲



leads to identification of parameters a and b: PJ G 共 G Ag⫹2G Pt兲 2 a⫽ , 共 G Ag⫹G Pt兲 G⫹G PtG Ag GG AgG Pt . b⫽  b 关 G 共 G Ag⫹G Pt兲 ⫹G PtG Ag兴



共15兲



Considering that G Ag⫽3.7⫻10⫺3 W K⫺1 ⰇG Pt⫽5.9 ⫺6 ⫺1 ⫻10 W K expressions a and b become PJ G 2 , a⫽ G⫹G Pt G Pt G b b⫽ . G⫹G Pt



共17兲



共18兲



Relations 共17兲 and 共18兲 belie predictions of previous analysis including the hypothesis of the isothermal tip. The parametric form of Eq. 共14兲 is retrieved with a good degree of accuracy from the FVE model as seen in Table II where both analytical and numerical identification of Joule power and probe conductance is reported. The discrepancy between both approaches concerning G Pt /  b values is explained by the fact that the radial size of sample volume elements is 5 m. This means that Qs cannot be applied on a disk with radius b⫽50 nm. C. Relating Qs and Joule power in and out of contact



In conventional thermal conductivity measurements, heat flux Qs is usually considered equal to the difference between input Joule powers in and out of contact ⌬ P⫽ P j ⫺ P ⬘j . This operation is supposed to remove contributions by probe heat exchange other than that of Qs. However, the probe temperature profile as well as the heat flux lost in the silver coating Q Ag differ when the tip is in contact or it is not. We show that the changes involved fortunately provide a linear dependence between Qs and ⌬ P. By solving Eqs. 共6兲–共12兲, we are able to write the Joule power out of contact P J⬘ ⫽¯ p /K ⬘ where K ⬘⫽



1 , 3G Pt



G s  b .  s  b 关 G⫹G Pt兴 ⫹GG Pt



共19兲



共21兲



Equations 共19兲–共21兲 allow us to relate the ⌬ P quantity measured to heat flux Qs as the following: ⌬ P K ⬘ ⫺K 3 G Ag⫹2G Pt ⫽ . ⫽ Qs K ⬘K ⬙ 2 G Ag⫹3G Pt



共22兲



Note that Eq. 共22兲 is, surprisingly, neither dependent on sample thermal conductivity, nor on contact conductance or radius. In the approximation of G AgⰇG Pt , Eq. 共21兲 turns into a straightforward equation, ⌬ P⫽ 23 Qs .



共16兲



共20兲



共23兲



A quantitative correlation between Joule power relative deviation ⌬ P/ P j and sample thermal conductivity  s is finally obtained: ⌬ P U 2i ⫺U 2o 3 A s 共 G/G⫹G Pt兲  s ⫽ ⫽ ⫽ , 2 Pj 4 共 GG Pt /  b/G⫹G Pt兲 ⫹ s B⫹ s Ui 共24兲 where U i and U o are the measured voltage in and out of contact. The probe resistance remains the same in and out of contact due to control of the probe temperature. Therefore, probe electrical current I or voltage U is indeed sufficient to define the left-hand side term. But Eq. 共24兲 still includes unknown parameters, i.e., contact conductance G and radius b. By diminishing the probe conductance through section S reduction or length L augmentation, for instance, the condition G PtⰆG would allow one to remove the G dependence in the correlation, ⌬U 2 U 2i



⫽



 s /G Pt 3 , 4 G Pt /  b⫹ s



共25兲



but the dependence on radius b remains. While local values b and G are difficult to determine and require refined image processing and inversion techniques, we intend to identify mean quantities based on basic experimental results.



IV. EXPERIMENTAL RESULTS



Experiments were carried out by scanning sixteen reference samples with known thermal conductivity ranging from 1.48 to 429 W m⫺1 K⫺1, reported in Table III. Two Explorer® microscopes 共shown by circles and diamonds兲 and different tips 共gray and black兲 were used 共Fig. 6兲. Voltage U was measured before and after contact and the term (U 2i ⫺U 2o )/U 2i was indicated as ordinate while on the abscissa are the thermal conductivity values. First, the G quantity was deduced from the asymptotic behavior at high thermal conductivity values of the correlation, Eq. 共24兲,
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TABLE III. Sample thermal conductivity data used to plot the calibration graph. s 共W m⫺1 K⫺1兲



Material Amorphous quartz Glass Mica Graphite Crystalline quartz Yttrium oxide Tantalum Germanium Platinum Iron Nickel Zinc Silicon Gold Copper Silver



lim s⫽⬎⬁



冉 冊 I 2i ⫺I 2o I 2i



⫽



1.48 2 5 6.3 10.4 12 57.6 60 72 80 91 116 148 318 401 429



G 3 , 4 G⫹G Pt



FIG. 7. Sensitivity to sample thermal conductivity  s (%/W m⫺1 K⫺1 ) and contact radius b 共nondimensional兲 vs the sample thermal conductivity.



共26兲



with G Pt⫽5.9 W K⫺1 . A mean value of G⫽10⫺6 W K⫺1 was calculated to within 15% inaccuracy. We emphasize that this value is fairly reliable due to the coherence of the high thermal conductivity data. The discrepancy between the results cannot be explained by the different tip temperatures imposed in the various experiments. The correlation, Eq. 共24兲, is clearly tip temperature independent and allows one to



compare the performance of different devices. The identified contact radius value b⫽400 nm ⫾35% is prohibitive compared to initial estimates. We presume that the tip–sample surface varies with the tip and the topography but also that the thermal contact is larger than the mechanical one due to side microheat exchange.4 Figure 7 provides signal sensitivity to  s obtained by direct derivation of Eq. 共24兲: s s ⫽ 



⌬U U 2i



/   s⫽



AB 共 B⫹ s 兲 2



,



共27兲



with average values of A⫽0.196% and B ⫽0.72 W m⫺1 K⫺1 . The sensitivity clearly decreases as  s⫺2 when  s ⬎10 W m⫺1 K⫺1 and the highest sensitivity is obtained for the lowest sample thermal conductivity values with a maximum of s s ⫽A/B⫽0.27%/(W m⫺1 K⫺1 ). Our device provides accuracy of the order of 1 mV, i.e., 0.1% precision of quantity U and 0.6% of ⌬U/U 2i . The sensitivity to contact radius b, s b , s b⫽ 



⌬U U 2i



/  b⫽



A s , b 共 B⫹ s 兲 2 2



共28兲



is also plotted in Fig. 7 against the thermal conductivity for mean radius b⫽400 nm. The graph shows that the signal is affected more by the topography when lower thermal conductivity samples are scanned. As a consequence, we state that the experimental device has to be preferentially used for low thermal conductivity samples with low-roughness surfaces. 1



FIG. 6. Calibration data obtained with two microscopes 共diamonds and disks兲 and different tips 共black and gray兲. Fitting curves 共black lines兲 are computed from the correlation, Eq. 共24兲, with 共from top to bottom兲 b ⫽450 nm and G⫽1.18⫻10⫺6 W K⫺1 , b⫽535 nm, and G⫽0.98 ⫻10⫺6 W K⫺1 , and b⫽260 nm and G⫽0.89⫻10⫺6 W K⫺1 .
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