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Theoretical Models of the Motion Aftereffect

particularly rich in motion-sensitive cells (see chapter 6). Human brain .... so the opponent-energy unit produces a positive response to upward motion. On the right ..... For static tests, interocular M A Es lasted only 30 to 50 percent as ..... contrasts. The key idea in the explanation is that adaptation to a high stimulus contrast. 
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Chapter 7 Theoretical Models of the Motion Aftereffect GeorgeMather and John Harris



In a rather short chapter, Holland (1965) reviewed a number of early theoretical explanations of the motion aftereffect (MAE ) from the 1800s up to the 1950s, such as eye movement and blood flow theories, but he did. not discussthe new theory that emerged in the early 1960s inspired by cortical cell physiology . This theory placed the MAE in a unique position among perceptual phenomenain terms of the directnessof the proposed links between cortical cell activity and perception. It is founded on two psychophysical linking hypotheses: (1) that perception of motion is mediated by some form of comparison between the responsesof cells in the visual system sensitive to different directions; and (2) that following adaptation to a moving stimulus there is a change in the responsiveness of these cells, so that cells tuned to motion directions congruent with the adapting stimulus show a reduction in responserelative to cells tuned to other directions. In the spirit of Brindley (1970), we should first confirm the plausibility of thesehypothesesby correlating properties of neural events with corresponding properties of perceptual phenomena. This is a straightforward task in the case of motion perception and aftereffects. Data from direct cell recordings show that the middle temporal area (MT ) in primates is particularly rich in motion -sensitive cells (see chapter 6). Human brain imaging studies show high activity in a corresponding region of cortex the occipitotem~oral parietal junction in the presenceof M AEs (T ootell et al., 1995), and closed head injuries in the samearea of cortex lead to impaired motion perception ( Vainaet al., 1990). It is also not difficult to And more specificevidencesupporting the involvement of cortical cells in the MAE . For example, classic M A Es are confined to the area of retina exposed to the adapting stimulus, a property that can be related to the restricted receptive field of cortical cells; the perceptual phenomenon is also usually short-lived, in agreement with data on changes in neural responsivenessfollowing adaptation; and the degree of interocular transfer of the aftereffectcan be related to the binocularity of cortical cells, and may be used to infer the probable sites of adaptation, as discussedbelow
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and in chapter 4. There are exceptions to these clear psychophysicallinks which are theoretically significant (e.g ., von Gronau, 1986; Masland, 1969), but on the basis of a large body of evidence, much of it surveyed in this book, we can accept the two hypotheses as a firm basis for constructing theoretical models. The first section begins by discussing the first, and simplest modem theoretical model of MAE , and then discusses a more complex model that is also able to accommodateother phenomena in motion perception. Section 7.2 examines the functional significance of perceptualadaptation in relation to M A Es. 7.1 Models of Direction



Coding



The MAE has both a direction and an apparent speed. However , theoretical models have restricted themselves to explaining the directional properties of the effect. Apparent speed has been used predominantly as a measure of MAE magnitude , since it correlates very well with duration (Pantie , 1974 ). As there have been no attempts to built explicit assumptions about velocity coding into explanatory models of the MAE , this section deals only with models of direction coding .



7. 1. 1 Opponent ProcessCoding Preciselyhow do the two hypothesesabove pennit an explanation of the MAE? Sutherland (1961) proposed the first minimally sufficient model of the MAE - the ratio or " opponent-process" model: Hubel and Wiesel (1959) have, however, found cells which respond differentially according to the direction in which a stimulus is moved acrossthe retina. If direction of movement is coded in single cells in human beings, adaptation in these cells might clearly underly [sic] the after-effect of movement. Once again the direction in which something is seen to move might depend upon the ratios of firing in cells sensitive to movement in different directions, and after prolonged " movement in one direction a stationary image would produce less firing in the cells which had just been stimulated than normally [sic], hence apparent movement in the opposite direction would be seento occur. (p. 227) Sutherland's prediction of adaptation effects in single visual cells was first confirmed by Barlow and Hill (1963), who measuredresponsesin rabbit retinal ganglion cells, and later confirmed by a number of workers recording from cat and monkey cortical"cells (see chapter 6). Barlow and Hill (1963) themselves concluded that the after-effects of motion may result from the temporary imbalanceof the maintained dischargesof cells " responsiveto opposite directions (p. 1346).
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There is a subtle difference in wording between Sutherland's and Barlow and Hill ' s proposals, in that the former deals with comparisons between cells tuned to " different" directions, and the latter deals with II " comparisons between cells tuned to opposite directions. The opponent -process account has become the standard explanation of the MAE . Direction-selectivecells tuned to opposite directions provide paired inputs to a comparator cell, one excitatory and the other inhibitory . Perceived direction is said to depend on the difference between the outputs of the oppositely tuned detectors, signaled by the comparators. The sign of the differencein detector output is crucial, of course, since this specifiesdirection sense. For example, assumethat detectors tuned to upward motion provide excitation at the comparator, while detectors tuned to downward motion provide inhibition . Net excitation at the comparator then signifies upward motion, and net inhibition signifies downward motion. However, it is not feasible physiologically for a comparator cell to signal both excitation and inhibition (i.e., signed differences) over a wide dynamic range. The solution to this kind of problem, as we know from studies of retinal ganglion cells that signal intensity differences, is to have separate comparator cells supply the positive and negative portions of the difference signal as positive responses. Some comparators supply the positive half of the response(i.e., are excited by upward motion and inhibited by downward motion ) and others provide the negative half of the response (i.e., are inhibited by upward motion and excited by downward motion ). This schemeis illustrated in figure 7.1.
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OpponentEnergyLayer Figure 7.1 -processmodelof directioncoding. Direction-selectivemotionsensors(upper Simpleopponent - energyunits (lower layer). One input is excitatory layer) providepairedinputsto opponent (light gray), andthe otherinput is inhibitory(darkgray). On the left, sensorstuned to upwardmotion provideexcitationand sensorstunedto downwardmotion provideinhibition - energyunit producesa positiveresponseto upwardmotion. On , so the opponent the right, excitatoryand inhibitory inputsare reversed - energyunit , so that the opponent a positiveresponse to downwardmotion. produces
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The model contains two layers of units. Motion sensors in the first layer provide initial measurementsof motion energy. Their opposed outputs feed a pair of units in the opponent-energy layer, one of which provides a positive signal to upward motion, while the other provides a positive signal to downward motion. Motion in one direction is perceived when the output of the opponent-energy unit signaling that direction exceedssome internal threshold. The opponent-energy units correspond to those proposed by Adelson and Bergen's (1985), partly on the basis " that adaptation phenomenasuch as the MAE suggest that motion perception involves the balancebetween opposing leftward- and rightward motion signals" (p. 293). Note that responsesat the sensor layer of this scheme interact competitively , but responses at the opponent-energy layer do not. In principle, adaptation could arise at the sensor layer, or at the opponent-energy layer, or at both. What are the predicted effectsof adaptation in the two layers? We assumethat adaptation in either layer hastwo consequencesfor cell activity . First, the resting level of the affected cell is depressed.Second, the amount of stimulation required to reachaparticular level of responsein the cell is elevated. Figure 7.2 illustrates the pattern of responsesin the two layers during an MAE experiment. The upper row of graphs plots the output of units in the sensor layer sensitive to upward and downward motion , and the lower row of graphs plots the output of units in the opponent- energy layer. All responsesare shown relative to a resting level of activity (which could also representthe small responseto a nondirectional stimulus). As indicated, the responseof each unit in the opponent-energy layer is given by the sum of its resting level and the difference between the responsesof two sensorunits. Responses in this layer that exceedsome minimum magnitude, shown by the dashed line at threshold, lead to the perception of motion. Before adaptation and in the absenceof motion (figure 7.2a), the system is in equilibrium, with all units at resting level. During adaptation to upward motion (figure 7.2b), the upward sensor U Ps responds strongly , but the downward sensorD OWNs remainsat resting level. This leads to an above-threshold responsefrom the upward opponent-energy unit UP0 and a suppressedresponse from the downward opponent-energy unit DO WNo . Consider first the result of adaptation that is confined only to the sensorlayer (figure 7.2c). The resting level of the upward sensor will be depressed , whereas the resting level of the downward sensor will be unaffected. This difference will be reflected in the outputs of the opponent-energy units, with the upward unit showing a depressedresponse and the downward unit showing an above-threshold responsethat should lead to perception of an MAE . Now consider the consequencesof -energylayer (figure 7.2d). adaptation that is confined only to the opponent
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Figure 7.2 -processmodelin Explanationof the motion aftereffect( MAE), accordingto the opponent figure7.1. The upperrow of graphsshowsthe output of motion sensorstunedto upward motion (UP.) and to downwardmotion ( DOWN.) in differentstimulusconditions . Sensor of motionis shownby the brokenline. Eachgraphin the lower row outputin the absence showsthe outputof opponent - energyunitsconnected to the sensorsdepidedin the graph - energyunitssignalingupwardmotion( UP0) receivepositive immediatelyabove. Opponent andnegativeinputsfrom downwardsensors inputsfrom upwardsensors , andviceversafor - energyunits signalingdownwardmotionD OWNo). It is assumedthat each opponent - energyunit hasa restinglevel of response , and that motion is seenonly when opponent - energyoutput exceedsa thresholdvalue(brokenlines). Differentcolumnsshow opponent sensorand opponent -energyoutput (a) beforeadaptationand in the absenceof motion; (b) duringadaptationto upwardmotion; (c) afteradaptationand in the absence of motion,
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) Figure '/.2 (cohtinued ; (d) after adaptationand in the absenceof assumingthat only sensoroutput is depressed - energyoutput is depressed . The graphsrevealthat motion, assumingthat only opponent - energyresponsesin the only sensoradaptationcan lead to above-thresholdopponent absence of motion, that is, MAEs. Seetext for moredetails.
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Following adaptation there will be no imbalance in sensor outputs, but despite this the opponent-energy unit that was active during adaptation will show a suppressedresponse, whereasthe unit that was not active will be unaffected. Neither opponent- energy unit will respond above threshold , so there will be no MAE , but the depressedoutput in the adapted unit should lead to a loss of sensitivity to the adapted direction, since more stimulation will be required to exceedthreshold than before adaptation , perhaps reflected in higher motion detection thresholds. In reality, adaptation may be present in both layers, but the main point is that only adaptation in the sensorlayer is associatedwith an MAE . The very existence of the MAE points to the presenceof adaptation in the sensor layer. Is there any evidence for the presenceof adaptation in the opponent-energy layer? Raymond (1993a) measuredmotion coherence thresholds for motion in the four cardinal directions (up, down, left, ) right following adaptation to rightward motion. She found significantly reduced sensitivity to rightward motion, but no significant changes in sensitivity to the other three directions. This result can be explained by the opponent-process model if we assumethat the obtained coherence threshold elevation mainly reflected adaptation at the opponent-energy layer in figures 7.1 and 7.2. In a second experiment, Raymond (1993b) found that coherencethresholds for unidirectional motion were raised by approximately 22 percent after bidirectional adaptation, but were raised by 47 percent after unidirectional adaptation. According to the model, unidirectional adaptation should drive units in both layers strongly, whereasbidirectional adaptation should drive only sensors(the opposite sensorsignals tend to cancelout at opponent-energy units). The obtained differencebetween unidirectional and bidirectional adaptation effects may therefore reflect adaptation in opponent-energy units. The effect reported by Raymond and Braddick (1996; see chapter 5, figure 5.6) can also be explained by adaptation at the opponent-energy layer.
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and Wilson and Kim (1994) contains three layers of units, the first two of which correspond to the sensor and opponent-energy layers sketchedin figure 7.1. The third layer contains integrator units which receive both excitatory and inhibitory inputs from opponent-energy units tuned to a wide range of directions, in order to compute global motion direction. Figure 7.3 is a simple illustration of the model. The top row depicts the preferred direction of units in the sensor layer, the middle row depicts units in the opponent-energy layer, and the bottom row depicts units in the integrator layer. Units tuned to directions within :f: 120 degrees from vertical are shown, with each unit having directional tuning of :f: 11 degrees. Thus units in the first two layers correspond to the units depicted in figure 7.1. Eachintegrator unit in the third layer sumsinputs from a range of opponent-energy units signaling directions within a range of :f: 120 degrees. For illustration, only connections to the integrator tuned to upward motion are shown. Opponent-energy inputs within :f: 7S degrees are excitatory (light -gray connections), and the remainder are inhibitory (black connections), weighted so that the maximum responsein the integrator unit layer will be from a unit tuned to the vector sum direction of the input activity . There are recurrent inhibitory (feedback) connections between integrator units, so that each integrator unit inhibits other units with preferred directions differing by between :f: 4S degrees and :f: 120 degrees. The figure illustrates the inhibitory connections feeding back from the upward integrator (black connections). This inhibition generates a form of " winner-take-all" interaction, and the restriction of interactions to :f: 120 degreesallows for more than one winner to be computed, that is, motion transparency. Wilson and Kim (1994) proposed that the opponent-energy layer contains both " first-order" and " second-order" units. In first-order stimuli (Cavanagh and Mather, 1989; Chubb and Sperling, 1988) the motion signal is carried by stable differencesin intensity (e.g ., drifting luminance gratings). In . second-order stimuli there are no stable intensity differences correlated with the motion signal. Motion is carried by differencesin texture ! properties (e.g., contrast, spatial scale, temporal modulation). Wilson and Kim tentatively identified the opponent energy layer of the model with cells in cortical areasVI and V2 , and identified the integrator layer with cells in cortical areaMT . 7. 1.3 Multiple Sites of Adaptation Sincethis model is built &om the samesensorand opponent-energy units as those in figure 7.1, it can provide the same explanation for simple M A Es, if we assumethat adaptation occurs in the sensor layer (H. R. Wilson, personal communication, 1997). Selectiveadaptation in this layer
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will be expressedas an imbalancebetween excitation and inhibition in the opponent-energy layer, leading to an MAE . The presenceof integrators in the three-layer model introduces two more potential sourcesof MAE signals. Recall that in the original opponent-processmodel selectiveadaptation in the opponent- energy layer alone could not lead to an MAE . In the three-layer model, selective adaptation in the opponent-energy layer could potentially result in an MAE . For example, upward adaptation would depress the response of the upward opponent-energy unit , but would leave the downward unit unaffected (figure 7.ld ). The resulting imbalancebetween excitation and inhibition arriving &om the opponentenergy layer may be sufficient to generate a motion signal at the integrators. Indeed, as far as integrators are concerned, it should not mattel whether the imbalancearises from sensor adaptation or &om opponentenergy adaptation. M A Escould also arise &om adaptation that was confined only to the integrators. In this case the resultant change in thE pattern of recurrent inhibition between integrators may be sufficient to generatea motion signal. Initial results of computational modeling (H. R. Wilson, personal com- ~- r ~- _.:__i of integrator units can certainly excoherence munication) indicate that adaptation , and changesin the perceived plain changesin perceived : ~~~_I direction of moving stimuli. There is some psychophysical evidence that integratoladaptationalso contributes to M A Es. Verstraten et al. (1994a, - -~- --~ in -~ 0' adaptation to two transparentmotion p. 356) measuredM A Es follow fields which individually generated M A Es of different duration. They reasonedthat if the resulting MAE arose from adaptation of individual responsesto eachfield, then the MAE should changedirection as the effect of the weaker adapting component disappeared. No change in direction was reported, so the aftereffectmust have beengeneratedat a site after the individual responseshad been combined. Van Wezel, Verstraten, et al. (1994b) measuredmotion discrimination thresholds and MAE durations using a checkerboardpattern in which alternating checkerscontained texture drifting .in opposite directions. The two measureswere differentially affected by checkersize, leading the authors to conclude that the adaptation effect occurred at an integration stage which covers a much greater retinal areathan that occupiedby the receptive fields of individual sensors. Recall from chapter 5 that consistent differences have been reported between static M A Es and flicker M A Es, leading a number of workers to conclude that they reflect adaptation at different levels of motion analysis (see chapter 5, table 5.1). To take one example, Nishida et al. (1994) measuredthe relative duration of monocular and interocular M A Es using static and flickering tests. For static tests, interocular M A Es lasted only 30 to 50 percent as long as monocular MA Es, but there was little difference between monocular and interocular conditions for flicker M A Es. Nishida
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et al. argued that more complete interocular transfer indicates adaptation at higher levels of processing, and on this basis argued that static M AEs reflect adaptation at low -level detectors and flicker M A Es reflect adaptation at high-level integration. They speculatively identified the latter with ' cells in cortical area MT . A simple application of the authors interpretation to the three-layer model would identify static M A Eswith adaptation at the sensor layer, and flicker M A Es with adaptation at the integrator layer. The empirical differences between static and flicker M A Es shown in table 5.1 are certainly consistent with this idea. For example, integrator units are likely to have larger receptive fields, show less spatiotemporal specificity, and be more binocular than sensorunits. However, this interpretation does beg the following question. Why should static test stimuli favor the contribution of sensoradaptation to the visible MAE , and flickering test stimuli favor the contribution of integrator adaptation? The argument that sensorsare sensitive to stationary test patterns and integrators are sensitive only to dynamic patterns (cf. McCarthy , 1993; Nishida and Sato, 1995) is not tenable. Any sensor responsethat leads to a motion percept must necessarily generate a directional signal in inte" " " " grators, so anything that sensors see, integrators must see also. It is fair to assumethat dynamic test stimuli will drive motion sensorstuned to many directions much more effectively than will static tests. Perhaps differences between the responsesof adapted and unadapted units are greatest at relatively low responselevels (cf. response normalization in spatial vision), so dynamic tests minimize the contribution of sensor adaptation, and static tests maximize its contribution. There is no clear answer to this question at present, so further researchis needed. We have seen that some MAE phenomenacan be attributed to sensor adaptation, and others can be attributed to integrator adaptation. If this is the case, the middle layer of opponent-processunits in the model may be superfluous we could omit the top layer from figure 7.3 and relabel the opponent energy layer as the sensor layer. Adaptation induced differences in sensoroutput would result in imbalancesbetween inhibition and excitation arriving directly at the integrators. However, it is not possible to determinethe significanceof the opponent-energy layer without detailed computational analysis of the model. In the meantime, the issue remains open. Adaptation-induced changesin global motion thresholds were earlier (section 7.1.1) attributed to the opponent-energy layer, and it is not clear how well the model can account for such effects without this layer. With thesecaveatsin mind, the general motion -processingschemeoutlined in figure 7.4 includes only the sensor and integrator layers of the model in figure 7.3, since these seem the minimum necessaryto accommodate much of the MAE data. A few points are worthy of emphasis.
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First, the perceptual manifestation of an MAE must represent the combined effect .of adaptation at both sites. Neurons in the two layers are likely to differ in their responseproperties, such as receptive field size and binocularity ( Wilson and his colleagueshave speculatedthat sensorsare located in VI , and integrators in MT) , so their relative contribution to the resultant MAE should depend on stimulus conditions (i.e., the nature of adapting and test stimuli), leading to the different properties listed in the figure. Second, in the figure, static MA Es are attributed to sensors, and dynamic M AEs are attributed to integrators, but as we have seenthere is as yet no coherent account for this division. Third , the differencein duration between sensor and integrator adaptation refteds the conclusion in chapter 3, section 3.1, that there is an associationbetween binocularity, spatial specificity, and duration of M A Es. Fourth, given the empirical
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properties of adaptation effects from second-order motion (e.g ., similar ities with dynamic MAE properties; see chapter 5), they may predominantly reflect integrator adaptation. 7. 1.4 Summary The original opponent-processmodel attributed the MAE to adaptation at a single neural site (motion sensors). This model can no longer offer an adequateaccount of the phenomenon. Instead, the complex pattern of MAE data implicates a motion -processing system that involves at least two stagesof analysis, incorporating 2-D interactions, with the potential for adaptation at both stages. Models of motion perception containing either two or three layers of analysis appear capable of accommodating much of the MAE data, if assumptions about adaptation are included. However, a firm conclusion on the most capable model must await detailed computational research. Important questions remain regarding the explanation of differencesbetween static and dynamic M A Es. 7.2 What is the Fundional Role of Seledive Adaptation ? As the rest of this book shows, selective adaptation has been one of the most important tools in the study of the early stages of processing in human vision. It has been critical not only in helping to identify the rangt:. of stimulus attributes which are independently processedand to characterize the tuning of the underlying mechanismsbut also in providing strong links between psychophysic studies on people and physiologic studieson animals. However, despite its undoubted utility in experiments, the phenomenon of adaptation itself remains puzzling. Why should it occur at all? The reason for the puzzle is as follows. One might supposethat it is important for vision, or any other sensory system, to provide its owner with as veridical a picture of the world as possible. Consequently, any design fault which introduced distortions would be maladaptive and be weeded out by natural selection. However, aftereffectsseemto break this rule: they show in a very immediate fashion that the visual system can produce profoundly distorted messagesabout the world , so that an object that is physically upright may appear to tilt and one that is physically stationary may appear to be moving . On the face of it , this appearsto be an example of bad design which should have been removed during evolution. " " Nevertheless, the idea that aftereffects result from the fatigue or " satiation" of visual neurons has been a pervasive one (Kohler and Walan driven lach, 1944), implicit analogy between the supposed perhapsby effectsof continued stimulation on sensorynerves and those of continued
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exerciseon skeletalmuscles. Fatigue might reflect, for example, the inability of neurons to continue to produce neurotransmitter at high concentrations for long periods. However, there are several lines of evidence against this idea. First, visual aftereffectscan result from very short adapting exposuresof 200 ms or less (e.g ., Wolfe , 1984; J. P. Harris and Calvert, 1989; Raymond and Isaak, 1998). It is hard to envisage that such brief periods of activity could lead to serious depletion of neurotransmitter stores. Second, there is physiologic evidence that even prolonged activation does not cause a decline in output of some visual neurons. Thus, although cortical neurons in the cat certainly do adapt to motion (Hammond et al., 1985) and to flicker (van de Grind, Grosser, et al., 1972), retinal and geniculate cells do not (van de Grind et al., 1972). This last result implies that there are some visual neuronswhich do not fatigue with continued activation, suggesting that fatigue is not the reasonfor the adaptation of others. Third , the time course of recovery from adaptation does not seem to match that expected from neural fatigue. For example, Stromeyer (1978) reports that some visual aftereffectscan be elicited days or even weeks after the end of adaptation. It seemsthat the adaptedneurons would have replenished their stores of neurotransmitter within a shorter time than this. Thus the notion of neural fatigue does not seemto offer a total explanation for visual aftereffects, though it might be one component. Other suggestedanswers to the puzzle have had two parts. The first has been to point out that the production of aftereffects requires somewhat unusual circumstances , namely, continuous fixation on the same invariant stimulus. This may be common in the laboratory but is rare in the " real world : ' The secondpart has been to postulate some mechanism or processwhich is normally beneficialto its owner but producesperceptual distortions in these rather special situations. The rest of this section considers various suggestions for what this mechanismmight be. There are three related themes underlying these ideas. One is that aftereffects are produced by error- correcting mechanismswithin the visual system. The secondis that aftereffectsreflect the visual system's attempts to optimize its coding of the environment. Visual neurons have a restricted dynamic range becausetheir firing rate will not increaseabove a certain amount, and so there are limits to the range of stimuli which they can code. Adaptation aims to use this limited dynamic range most effectively, by shifting it around to match the range of stimuli in the current environmental conditions. The third theme is that of calibration: how the brain interprets sensory messsages(or the pattern of firing in sensory neurons). Although most of the studies have not involved the MAE , many of the experimentscould be redone in, and the theories extended to , the motion domain.
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orientation veridical despite unwanted changes (or drift ) in individual componentsof the visual system. However, prolonged viewing of, say, a vertical grating would lead to an excessof activity in vertical neurons, which would be mistaken for a changein their gain, and lead to areduction in their output . This reduction would manifest itself as a tilt aftereffect (TAE) (e.g ., J. P. Harris and Calvert, 1985). One can give a similar account of the processes underlying contingent aftereffects, such as the McCollough (1965) effect. To obtain this aftereffect , the observer staresfor about 10 minutes at a field of vertical black stripes on a red background, alternating every 10 secondsor so with horizontal black stripes on a green background. After this adaptation regimen, black-and-white stripes appear tinged with green when vertical and tinged with pink when horizontal. Anstis (1975) suggeststhat the system which keeps the coding of, say, color and orientation separate is imperfect , and produces unwanted intermodulation or crosstalk. A possible analogy here might be that of a cable which contains many separate wires, in which activity in one wire (A ) can produce spurious activity in a neighboring wire (B). Since this activity in B would always occur when wire A was active, it could be detected and edited out by a suitable filter. During adaptation to colored gratings, then, the brain would treat the correlation in the stimulus between red and vertical as unwanted noise, and turn down the gain of the red mechanismwhen the vertical mechanism was active. Thus black-and-white vertical edges would produce " antired " or ( green) activity in the color channels. Such a mechanism would also act to remove the effects of chromatic aberration in the retinal image &om the neural image. Although such accounts clearly explain the basic phenomenaof aftereffects , we can ask how well they explain more detailed aspectsof the data. They seem to imply that aftereffects should take time to build up and also to decay, since the underlying processes need to sample appropriate ' aspects of the visual input over time. This fits with Stromeyers report of th.e longevity of the McCollough effect, noted above. On the face of it , it does not fit so well with reports of aftereffects&om very brief exposures. However, such studies involve a series of short adapting exposures, each followed by presentation of one of a range of test fields in, say, a staircaseprocedure. Thus, it could be argued that the aftereffects result &om the cumulative effect of many short exposures. Errorcorrecting accountsalso imply that recovery &om adaptation should not occur simply with the passageof time, but require exposure to a relevant perceptualdiet different &om that during adaptation. Consistent with this, Spigel (1962a) reported that the MAE can still be obtained if an interval is left between the end of adaptation and presentation of the test field. The MAE still occurs when this interval is longer than the duration of the
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7..2..2 Coding Optimi ZRtion Accounts 7.2.2.1 Redistributing Sensitivity The central problem in explaining selective adaptation is that at first sight it appears to make perception worse. Several studies have tried to show that in fact adaptation can improve some aspectsof perception. Barlow, Macleod, et al. (1976) measured various aspectsof detection and discrimination of gratings before and after adaptation to gratings which varied in their similarity to the test grating . They found no improvements for the stimulus variables of contrast , spatial &equency, and orientation. However, it may be that the method and, especially, the relationship between the adapting and test stimuli are critical for such improvements to become apparent. Both Oe Valois (1977) and Tolhurst and Barfield (1978) report increasesin sensitivity in detecting gratings after adaptation. However, this did not occur at the adapting spatial &equency (for which sensitivity was reduced, as found in many other studies), but rather when the test grating differed by about two octaves &om the adapting grating . Oe Valois suggeststhat improved detection arises becauseneurons tuned to different spatial &e when one channel in normal circumstances inhibit each other. So , , quencies is excited by a stimulus, it will not only pass on that information to the rest of the visual system but actively try to prevent other channels (which may be excited to a lesserextent) &om doing so. The effect will be to increasethe precision of the neural responseof the whole system to any stimulus. However, adapting to one spatial &equency reduces not only the output of the most active channel (so that it is less sensitive to its preferred spatial &equency) but also reduces the inhibition which it . exerts on other spatial-&equency channels. Thus the latter become more sensitive. Greenlee and Heitger (1988) measuredhow different in contrast two successivelypresentedgratings had to be for an observer to discriminate which had the higher contrast. They found that the just noticeable difference (] NO) in contrast rose with the absolutecontrast of the gratings. The authors then repeated the experiment, preceding every presentation of these test gratings with a period of adaptation to a high-contrast (0.8) grating . Although they still found a dependencyof the ] NO on absolute contrast, the slope of the graph was much shallower than that without adaptation, and the two graphs crossedover at around the value of the
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Figure 7'.5 Size of the contrast difference ( contrast threshold) needed by one subject ( MWG) to discriminate which of two gratings had the higher contrast. Values on the abscissashow the background (or standard) contrast on each presentation. Filled symbols show the contrast thresholds before adaptation, open symbols the thresholds after adaptation to a grating of 0.8 contrast. Note that thresholds are lower (disaimination is easier) after adaptation for gratings whose contrast exceedsabout 0.5.



adapting contrast (figure 7.5). In other words, for absolutecontrasts lower than the adapting contrast, discrimination performance was worse than before adaptation, and for contrasts higher than the adapting contrast, was better. performanceo This result was explained as follows. The visual system has a nonlinear response to contrast, so that the plot of perceived or neurally signaled contrast against physical contrast is an S shaperather than a straight line (figure 7.6). At very low or very high contrasts, for which the slope of the graph is very shallow, the changein physical contrast neededto produce a given change in perceived contrast will be large, whereas for medium contrasts (for which the slope of the graph is steeper) this change will be relatively small. Presumably, the ] NO reflects the size of this changein contrast. Greenleeand Heitger suggest that adaptation to high contrasts shifts the contrast responsefunction, so that some contrasts which previously fell on a steep region now fall on a shallow one, and vice versa.



Theoretical Models of the Motion Aftereffect



175



U 0



' ~ -



'



-



,



Q E oCt u "



' c 0



,



Q "



' u



; -



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



-



r



-



CT Contrast



Stimulus



Figure 7.6 Explanation of the result shown in figure 1.S. It is supposedthat the output (responseamplitude ) of the neural mechanismsresponding to stimulus contrast follows that of the S-shaped functions shown in the graph. Thus at very low , or very high, contrasts, a larger change of stimulus contrast is neededto produce a given changein responseamplitude than at intermediate contrasts. The key idea in the explanation is that adaptation to a high stimulus contrast shifts the responsefunction from position crfo to position crf. . Thus, before adaptation, the changein stimulus contrast (Acz) neededto produce a changein responseamplitude (Arz) is larger than that (Ac~) neededto produce the samechangein responseamplitude (Ar~) after adaptation. In other words, after adaptation, contrast disaimination thresholds for high contrast gratings will be smaller than before adaptation, as the data in figure 1.S suggest.



This would improve discrimination for some contrasts and impair it for others, as their data suggest. One potential problem with this account is the time course over which the effects operate. One might suppose that the shift in the contrast responsefunctioh would need to be fast, since, to be useful, it would pre fixation as one a changes sumably need to operate within single glance from a low - to a high-contrast part of the scene. Greenlee and Heitger provide no evidencethat such fast changescan occur, though there is certainly evidence, noted above, that aftereffectscan result from a series of very brief stimulus presentations. There is a distinction to be made between the models of De Valois and of Tolhurst and Barfield, on the one hand, and of Greenleeand Heitger, on the other. The results of all three studies show a redistribution of sensitivity to a particular stimulus attribute produced by adaptation to some value of that attribute. Thus, after adaptation, observers are more sensitive to some value of the attribute and less sensitive to others. For
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Greenleeand Heitger, this occurs becauseadaptation acts to readjust the nonoptimized coding system within a single channelto the presently prevailing visual diet. Although the other authors do not explicitly discuss its functional significance, in their accounts adaptation appears to act by disrupting a system already optimized by mutual inhibition between separateneural channels. 7.2.2.2 Decorrelation These ideas about aftereffectsreflecting mechanisms that optimize neural coding have been extended by Barlow (1990). He suggests that the cortex is a device for detecting the occurrenceof novel events, and changesits own organization on the basis of correlations between different featuresof the environment. Barlow first considers contingent aftereffects, using the example of the aftereffect of color contingent on orientation (the McCollough effect- see above). He explains this effect as follows, with referenceto figure 7.7a- d. In figure 7.7a, I/IA on the vertical axis and 1/1B on the horizontal axis represent two perceptual variables, eachcapableof discriminating only four values (say blue, green, yellow , red; and horizontal, left oblique, vertical, right oblique), which depend on the values of two physical variables, A and B (color and orientation). The points on the graph show how which combinations of values of the two physical variables have occurred over some period of time. The variables are uncorrelated, so that all colors are about equally likely to have occurred with a particular orientation (and vice versa). Moreover, the combination of perceptual variables representsthe combination of physical variables well, since all sixteen regions of the graph have some points in them. In figure 7.7b, the physical variablesare correlated , and so particular colors occur only in combination with particular orientations (as they do during McCollough adaptation). In this case, many cells in the graph have no points in them becausethose combinations of color and orientation never occur, so that the coding of environmental events is inefficient, with only seven out of sixteen regions containing points. The solution is, in effect, to rotate the axes of the graph, so th~t the perceptual dimensions represent the physical dimensions more efficiently, since all cells now have some points within them, " " as shown in figure 7.7c. When this oblique graph paper is stretched (figure 7.7d), so that the perceptualaxesare orthogonal again, the axesfor the physical dimensions are now oblique. Thus the physical variable A , which was originally plotted vertically, now has a negative component on the perceptual axis plotted horizontally , giving , say, the negative contingent aftereffectof color found by McCollough . Barlow suggests that the lesson to be drawn &om such aftereffects is that " perceptions are intended to occur independently, and define independent " axes in perceptual space. When stimulus dimensions are
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Figure 7.7 Two perceptualvariables , eadt capableof discriminatingonly four levels, depend , ' PA and ' PB , A andB. In figure1.la, the two physicalvariables principallyon two physicalvariables showsthat they 6ll all the cells areuncorrelated , andthe scatterdiagramof joint occurrences . If the . In 6gure1.lb , on the otherhand in the diagram , the physicalvariablesarecorrelated variablesweresimplyproportionalto A andB, the codingschemewould be inefficient perceptual somejoint valuesdo not occurandmanyof the cellsareempty. The solution , because is to rotatethe perceptualaxes(figure1.1c), so that the grid fits the joint valuesof A andB whichaduaUyoccur, andall sixteencellsof the grid are6lled. Thiscanbe seenwhen the grid is replotteqwith ' PAand ' PBas orthogonalaxesinsteadof A and B (figure 1.id ). " is . The rotationof the perceptual Now the "perceptualsurface fully coveredby the joint values axesis thoughtto be the equivalentof adaptationto McColloughstimuli. In 6gure 1.id, the axisof the physicalvariableA hasa backwardtilt , implyinga negativecomponent of the McCollougheffect. on the percept' PA, aswouldbe expectedfrom theoccurrence
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artificially linked, as in McCollough adaptation, then a repulsive force develops between the perceptions which spreads "out the duster of " in . This responses perceptual space repulsive force might be mutual inhibition between the neural systems underlying each separatepercept. The result of a large number of such repulsive forces, built up by the correlations and redundanciesof a particular visual environment, would be a visual system which tended to produce little activation in responseto familar combinations of stimulus attributes, but a lot of activation to novel stimuli. this idea, that aftereffects reflect mechanismswhich " decorrelate Although " different stimulus attributes, applies most obviously to contingent aftereffects, Barlow extends it to simple aftereffects, such as the MAE . He argues that these occur becauseadapting stimuli are large enough to cover the receptive fields of many neurons. During continuous motion, many ' neurons will be active simultaneously, and so will inhibit each others activity . When a stationary test field is viewed, the inhibition will be sustainedand so the appearanceof reversed motion will be produced. On this view , aftereffects result becausethe adapting stimuli produce correlated activity in a group of neurons, rather than activity in single neurons. Some physiologic evidence in support of this idea has been provided by Carandini, Barlow, et al. (1997). They measuredthe responsesof cells in the primary visual cortex of the monkey to each of two gratings, oriented at 90 degreesto each other, and to the compound stimulus (or plaid) formed by presenting the gratings simultaneously. One of the gratings (G 1) was oriented in the preferred orientation of the cortical cell, while the other (G2) was oriented at right angles to G1. The authors varied the contrast of the gratings and of the plaid, and measuredthe responsesto a range of stimulus contrasts, after continuous stimulation of the cell by (or adaptation to ) high-contrast versions of these stimuli. An follows. The responsesof the cells important aspectof the findings was as to G2 (always orthogonal to the cell' s preferred orientation) were negligible . Thus, if it were simply the physical characteristicsof the stimulus which governed the adaptation of the cell, adapting to G 1 alone should have the same effect on tests of G 1 alone and G 1 + G2 as adapting to G1 + G2. However, this was not so. Adaptation affectswere much larger when the adapting and test stimuli, whether plaid or grating, were the same than when they were different. In other words, although G2 itself was an ineffective adaptor, the compound G1 + G2 had adapting effects for a G 1 + G2 test which were greater than the effectsfor adapting to G 1 alone. This result is consistent with the authors' suggestion that the cells were adapting to the contingent occurrenceof Gland G2, and is physio' logic support for Barlow s ideas about the role of selectiveadaptation.
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7.2.3 Rec" libr " tion A central problem for the brain must be the interpretation of sensory activity . Unlike the laboratory scientist, who can measurewith a ruler, for example, how many centimeters a lever must be moved to produce a given changeof voltage in some apparatus, the brain has no metric of the external world which is independent of its own activity . Calibration of sensorymessagescan only be done on the basisof assumptionsabout the nature of the world . Examplesof such assumptionsmight be that, averaged over a long enough time period, all orientations or directions of motion are equally likely to occur in any region of the retinal image. Theseideaswere touched on earlier in discussingerror-correcting devices. Like Andrews, J. J. Gibson (1937) noted that the brain has a potential problem in keeping the physical and phenomenologicalworlds in correspondence . He pointed out that many sensory dimensions have a norm or null point . For example, stationarity (or absenceof motion ) can be thought of as a null or midpoint on a continuum running from, say, fast motion to the left through to fast motion to the right (or as the midpoint ' of a two -dimensional space). Gibson s account essentially suggests that this null point , or norm, is somehow calculated by the brain from the stream of sensory information about that particular stimulus dimension. " As he put it , there is a tendency for sensory activity to becomenormal, " standard or neutral (Gibson, 1937, p. 226). Put another way, his view is that the value of the null point of a sensory dimension is not wired into the brain, but represents, say, the averageactivity on that dimension over the recent past. Adaptation blases that activity , and so shifts the null point . This means that after adaptation to , say, movement to the left, stimuli which fall on the old null point (stationary) now no longer do so, but appear to move to the right . This idea suggeststhat the brain must continually recalibrateits inputs to optimize the correspondencebetween the external world and its internal visual representation. If this view of perception is correct, then interpreting sensorymessages must involve a oomparisonof the present sensory state with some longerterm measureof sensoryactivity , sincethe latter provides the only reliable reference. In their discussionsof the functions of the processes underlying the McCollough effect and related contingent aftereffects, both Dodwell and Humphrey (1990) and Durgin and Proffitt (1996) point out that this ' idea is essentially that behind Helson s (1948, 1964) adaptation level ' " theory . In Dodwell and Humphrey s 'words, The most important idea in ' the neutral level is that theory point (adaptation level), in adaptation some sensethe Icenter' of psychophysicaljudgements, is a weighted average " of the set of stimuli so far presented (p. 79). For moving stimuli in the real world , then, stationarity (lack of retinal " " motion, or the neutral point of the motion scale ) would be the time-
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averagedactivity of motion -sensitive neurons. The brain would not have to make strong assumptionsabout the consistency and reliability of its own internal machinery, but rather assumethat the world was consistent, and that this consistency provides a potentially reliable reference. There have been various suggesHons about what the brain does with this reference once it has been extracted. Dodwell and Humphrey suggest that an error-correcting device (like that of Andrews) operates to change the values ascribed to particular patterns of sensory activity , in order to maintain a correspondencebetween the world and its internal representation ' . Durgin and Proffitt prefer the ideas underlying Barlow s model: the referencecan be used in a system giving efficient sensory coding, while at the sametime highligh Hng novel sensory events. The problem with a system which relies on long-term staHstical properties of the input is its vulnerability to atypical short- and medium-term changes. Inevitably, thesewill bias the referenceand so changethe way in which subsequentsensory events are interpreted, as initially suggestedby Gibson. All the above accounts have in common that they discuss relatively local processes, conAned to adapted areasof the retina. However, some can produce more global changes in perception in types of adaptation ' which the subjects entire frame of reference may be altered. Much of ' Gibson s experimental work on adaptaHon concerned the TAE (Gibson and Radner, 1937). One important aspect of this work was the demonstration that the vertical and horizontal axes of visual space could be linked in some way . So, after adapting to a line slightly off verHcal, a small aftereffectwas found on a horizontal test line. Gibson called this the " " " indirect" effect to dis , Hnguish it from the direct effect on a vertical test line. This indirect effect implies that adaptation to a line close to vertical can distort the whole visual frame of reference, rather than simply affect the perception of stimuli which are similar to the adapHng sHmuli. Morant " " and Harris (1965) showed that in addition to this global effect on the " " visual frame of reference, there is also a local effect, which is conAned to test sHmuli similar to the adapHng stimuli. Presumably, the local and global effects of adaptation to HIt (and by implicaHon to motion also) reflect processingat different levels of visual analysis. As noted earlier, adaptation is known to occur at several cor Hcalsites, and the local and more global effects of adaptaHon may be the perceptual correlates of acHvity in these different anatomical sites. Wenderoth (e.g ., Wenderoth and Johnstone, 1987) has suggested that different effects originate in different cor Hcal areas, local effects perhaps in VI , more global effects in extrastriate cortical areas, such as V 4 or MT . For example , MT may be involved in the perception of the speedand direcHon of a drifting plaid (and the MAE which results from it ), whereasmechanismsin
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VI may respond to the component gratings of which the plaid is formed or the "blobs " of luminancewhere the gratings cross (see, e.g., Wenderoth et al., 1994; and chapter 5). A similar account can be given for the direct and indirect components of the tilt illusion ( Wenderothand Johnstone, 1987). More recently, Wiesenfelder and Blake (1992) have reported evidence for multiple sites of adaptation in the MAE , based on the use of binocular rivalry , in which a stimulus presented to one eye can suppress the information from the other eye. It had already been shown that the strength of monocular M A Es from adaptation of the same eye is unaffectedby the presenceof a rivalrous stimulus seenby the other eye, which suppressedthe perception of adapting motion (Lehmkuhleand Fox, 1975). This suggeststhat the MAE is generatedbefore the site at which visual information is blocked by binocular rivalry suppression. When, however, Wiesenfelder and Blake looked at the effect of a binocularly suppressedtest field on storage of the MAE , they found a different picture . If, after monocular adaptation, the presentationof the test field to the adapted eye is delayed until the MAE obtained with immediate presentation of the test field would have decayed away, an MAE can still be obtained. It turns out that rivalrous suppression of an immediately presented test field permits this storage of the MAE , just as physically removing the test field would. This suggeststhat storageand decay of the MAE must be mediated at least in part by processes which lie after the site of rivalry suppression. It is tempting to attribute the presuppression adaptation stage to changesin motion sensors, and the postsuppression storage stage to activity in the integrator or higher levels. M A Es do not store perfectly, in the sensethat stored M A Es are weaker than M A Es measuredimmediately after the sameadaptation regimen, as noted by Wiesenfelderand Blake, as well as by other workers. Thus some of the MAE occurs even in the absenceof any test field.Wolfe and decay O ' Connell (1986) measured the TA Esproduced by varying periods of adaptation. They found that the T AE from 2 minutes of adaptation decayed away within 4 minutes, whereas the T AE from 4 minutes of adaptation could still be measuredafter 2 weeks, even though, at the end of adaptation, the T A Es from the two periods of adaptation were of similar that the fast-decaying component magnitude. The authors " suggested in tuned channels," and perhaps reflects of adaptation occurs broadly neurotransmitter depletion (arguably, neural fatigue). On the other hand, the longer-lasting component was thought to reflect a change in the activity of "labelled-lines," which detect ratios of' activity between the broadly tuned channels. Although Wolfe and O Connell invoke neural fatigue in their explanation of the TAE, the data do not force such an explanation upon us. The best evidencefor neural fatigue seemsto be the apparent decay of the MAE in storage experiments in the absenceof a
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test field. However, the walls of an experimental laboratory or the surfaces of experimental apparatushave a microtexture, as well as the dark field produced by closing the eyes. Thus the visual system is being presented during the storage interval with information about stationary patterns , as would be required by accountssuchas recalibration. Although some of the detail seemsopen to dispute, this suggestion of multiple sites of adaptation seemsto fit well with the data from the binocular rivalry experiments. Thus imperfectionsof storage of M A Es would result from changesin presuppressionopponent-energy sensors, whereas the stored component of M A Es would reflect changesof integration. 50 far, it has been suggestedthat visual calibration takes place relative to the statistical properties, over time, of the retinal image alone. However , there are other sources of information which could, in principle, affect the interpretation of visual activity , namely, vestibular and proprio ceptive (and perhaps auditory) information, and the corollary discharges associatedwith motor activity . L. R. Harris et al. (1981) suggested that the MAE might result from a process which calibrates the relationships between different sensory inputs. They pointed out that the most common causeof retinal motion is not motion of the environment but motion of the observer. Thus, for example, the expanding optical flow on the retina produced by forward locomotion is normally accompanied by correlated signals from the vestibular system. To check the idea that the MAE might result from an unusual mismatch between vestibular and retinal signals, they placed the adapting display, and in some conditions the observer, on a movable trolley . 5inusoidal-to -and-fro motion of the trolley was converted via the voltage acrossa potentiometer into expansion and contraction of a field of dots on an oscilloscope screen. The authors found a strong contracting MAE , from retinal expansionwithout observer motion, but this was markedly reduced when the observer moved with the display, as the intersensory recalibration hypothesis suggests . However, one might have expected a similar reduction in strength of the MAE resulting from retinal expansiondue to backwardmotion, and this was not found: the expansion MAE was only slightly reduced when the observer moved backward with the display. Nor was the MAE enhancedwhen the direction of motion on the retina and the direction of observer motion were put into conflict. Despite these apparent discrepancieswithin their experiment, however, there is other evidence for the kind of intersensory recalibration suggested by these authors. An experiment complementary to that of L. R. Harris et al. (again changing the usual relationship between retinal and vestibular signals) would be to have the observer move during adaptation , but to keep the retinal image motionless. After logging on a tread-
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mill for 10 minutes , subjects report a sensation , when walking normally on solid ground , of moving at an accelerated rate (Pelah and Barlow , 1996 ). The authors , who describe other related illusions , conclude that disturbing the normal relationship between self induced motion and of the relationship to a recalibration leads expected sensory input between optic flow , vestibular signals, and movements of the legs . One way to describe this illusion is as an MAE produced by the absence of visual motion where such motion would normally occur . It is not yet certain whether the site of these intersensory M A Es is the integration level described in the previous section . If so, they should show the same patterns of binocularity and spatial tuning as other M A Es which are thought to reside there. Such experiments have yet to be done , though Pelah and Barlow note that , after adaptation with a textured wall on one side, their effect was stronger when walking with a wall on that side rather than the other . Without such evidence , it is not clear whether one needs to postulate a third , higher , level of motion adaptation , at which visual and nonvisual information is integrated . Whatever the answer , it seems that the mechanisms underlying these global (integrator ) effects may save the same functions as those underlying the local (sensor) effects. That is, drift or optical errors mean that , say, the perceived vertical or the perceived stationarity of the whole visual field needs to be continuously recalibrated ; or the range of possible orientations or directions of motion need to be redistributed across the available mechanisms to suit particular visual environments .



7.2.4 Which Account Is Best? One difficulty in deciding between error-correcting, coding optimization, and recalibration accounts of motion adaptation is that they appear to make very similar predictions. They allinvolve monitoring activity in visual mechanismsover time, suggesting that aftereffectsshould build up relatively slowly , and also decay slowly , since the visual system needs time to take account of the change of visual (or other perceptual) diet between adaptation and testing. They all appear to predict storage of aftereffectsbetween adaptation and presentation of the test Aeld, since it is an alteration of visual or other input, not simply the passageof time, . However, there which is needed to readjust the underlying mechanisms are situations in which the three accountsseemto make different predictions . For example, the error-correcting accountimplies that M A Es should be stronger the more characteristicsare shared by the adapting and test Aelds, since it is a subsetof motion -sensitive mechanismswhich would be affectedby the test Aeld. On the recalibration account, however, evidence of, for example, absenceof movement could come from a test Aeld with spatial charateristicsvery different from those of the adapting Aeld.
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Although the error - correcting , optimization , and recalibration accounts have been presented as alternatives , they do not exclude one another . The same kind of mechanism or process within the visual system could fulfill all these roles . To illustrate this point , consider the human nose. Although one can ask whether the function of the nose concerns respiration or " " olfaction , the answer is dearly both . Indeed , it is just because breathing through the nose produces a regular flow of air over the nasal membranes that it is a prime site for olfactory receptors . Thus it may be that " " devices of the kind outlined here can fulfill all these self tuning " " housekeeping functions in vision . One possibility is that adaptation in opponent -energy sensors is best thought of as error correction , whereas that in higher - order integrators reflects optimization and calibration processes.



7.2.5 Conclusions Early views that selective adaptation reflects neural satiation or fatigue are probably inadequate, since they are not consistent with evidence on the buildup and decay of aftereffects, or the evidence that some visual neurons do not fatigue with continuous stim~ ation. Alternative accounts (error correction, coding optimization, and recalibration) fit the evidence better, and present evidence does not decisively favor one of these over the others. They are not mutually exclusive, and all may be correct. Adaptation occursat severalcortical sites, and this may be reflectedin a range of motion, tilt , and other aftereffects. For example, there seemto be two types of TAE, one to do with local orientation processing, the other " " with the more global frame of reference( perceivedvertical ). There seem to be analogousMA Es. M A Escan result from the interaction of visual and nonvisual signals. It is not yet clear at which level of motion analysisthis interaction occurs. 7.3 General Conclusions . A strong theme to emerge from section 7.1 was the need for models of motion analysis containing several layers of processing , with adaptation at each . Without layer arising computational modeling, it is not clear just how well such models can account for the detailed properties of many MAE phenomenareported in this book. However, the recent emergence of new stimulus paradigms in MAE research has provided new data against which to test computational models, so the way is open for significant theoretical advancesin the nearfuture. New ideason the significance of adaptation, describedin section 7.2, hint at the functional logic behind multiple adaptation sites in motion processing. Short-term imbalances between excitation and inhibition are highly significant, becausethey indi -
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cate directional bias in the image , either locally if they arise from sensor responses, or globally if they arise from recurrent connections between integrators . Selective adaptation may serve to ensure that , over a longer time scale, excitation and inhibition in different layers tend to balance out . Note as of processing 1. Second -ordermotionsensoncanbe construdedusingthe samesequence : a nonlineartransformation usedby 8nt-ordermotionsenson , with oneadditionaloperation (e.g., recti6cation ) is appliedto the signalbeforeit is subjectedto motion- energy " , to converttexturemodulationinto intensity " modulationin the neuralimage. analysis the of Thereis good evidmcefor existmce both kinds of detector , and Wilson and - energy that both 8nt-orderandsecond -orderopponent Kim (1994) accordinglyassumed sumtheir responses in the patternlayerof the model. responses
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