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Preface When I started working on this dissertation, I did not expect that the word “structure” in the (then preliminary) working title would take on such prime importance. Initially, my main goal was to give an analysis of Estonian overlength within the framework of Government Phonology. In the course of time and many discussions with Jonathan Kaye and Reinhard Bachmaier on theoretical aspects of Government Phonology, it turned out that certain properties which had formerly been assumed to be melodic should rather be encoded structurally. Such a shift in perspective made many complex and most interesting interactions with length transparent. One of those properties that was wrongly assumed to be melodic was the element H. H was used to distinguish e. g. an English d (as in bid) from an English t (as in bit). This difference is understood as a melodic one in basically all current phonological theories. Evidence from English, however, makes it clear that such a view cannot be upheld. As I shall argue, H is not an element, but rather a particular structural configuration. Another property that used to be treated as melodic is the element P, responsible for stopness. As has already proposed by Jensen (1994), there is a fair amount of evidence showing that that element, too, ought to be replaced by structure. What distinguishes, say, a p from an f, then, is not their internal melodic makeup, but rather structural properties. Yet another element that literally seemed to scream out that it has structural properties is the element A. In the course of this dissertation we will see that A, though not really structural itself, has a clear effect on structure. In other words, the perspective shifted away from melody and more and more towards structural issues. Obviously, this also had a big impact on the representation of length. It became clear that a large-scale revision of the theory of constituent structure was inevitable. While this meant throwing 8



out huge parts of the framework I was working in and while it literally felt as if the theoretical ground under my feet gave way, it made one thing quite clear: Estonian overlength is far from being a “rare phenomenon”. In fact, it can even be found in languages like English. This was of course a welcome result. One of the basic assumptions of the general framework of Government Phonology is that cross-linguistic variation is highly restricted. That Estonian and English should become largely identical is therefore a strong argument of the fundamental correctness of that approach to phonology. However, as reassuring as this insight was, it could not be incorporated within standard gp’s theory of constituent structure. What this called for was a complete overhaul of the theory, an enterprise I am going to undertake in this dissertation. This dissertation is organised as follows: In chapter 1 the main reasons for shifting the attention from melody to structure will be presented. I will discuss the particular problems with the element H and the Non-Arbitrariness Principle. I argue that the element H be replaced by a structural configuration. In addition to that I review a proposal by Jensen (1994) to the effect that the element P be reinterpreted as a structural property as well. The advantages of both moves will be discussed, but at the same time we will see that they are difficult to implement in standard Government Phonology. In chapter 2 I illustrate some further shortcomings that Standard gp suffers from. After that, I outline the basics of a new model that is to replace the standard model of constituent structure. We will discuss the basic axioms of that new model and see how they apply in the internal structure of onsets. We will arrive at a structural representation of the properties formerly associated with H and P. Chapter 3 elaborates on the basics presented in the previous chapter. We will discuss simple phonological domains and the interactions that hold within them. There will be three types of domains that will be of interest to us, and those three types of domains will help us understand the distribution of length. In chapter 4 we take our model beyond English and apply it to Estonian. Due to its allegedly outstanding system of length, Estonian is often assumed to be radically different from languages like English. As our new model of constituent structure will show, however, those differences are nothing but an optical illusion. As a matter of fact, Estonian is to a great extent nearly identical to English. 9



Chapter 5 takes a closer look at the role of morphology, a factor that previous analyses of Estonian generally disregarded, but which is crucial for an understanding of length. We will see that analytic morphology is the one area where Estonian and English differ in crucial ways. This will also lead over to a brief discussion of how the model presented in this dissertation can be applied to Italian. Finally, in chapter 6 we will discuss how clusters can be implemented in the model advocated here. We will discuss the most important cases from English and Estonian and see that the parallels between the two languages continue. We will be concerned with the distribution of length within the clusters as well as with questions of phonotactics.
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Chapter 1 From melody to structure In this thesis a large-scale revision of standard Government Phonology (gp) is proposed, and it is thus necessary to discuss the reasons that first led up to such a change. This chapter presents some of the problems standard gp faces; those problems pertain to both element theory and the theory of constituent structure. These days there are a number of competing versions of element theory around: my starting point is the particular version used in what is commonly referred to as standard gp. Section 1.1 provides a general discussion of the set of elements employed in standard gp and the problems of overgeneration. Section 1.2 illustrates a particular problem with the element H and the Non-Arbitrariness Principle. I argue that the element H be replaced by a structural configuration, which, however, runs into problems with the theory of constituent structure that standard gp uses. In section 1.3 I review a proposal by Jensen (1994) to the effect that the element P be eliminated from the set of elements and reinterpreted as a structural property as well. The advantages of such a move will be discussed, but at the same time we will see that once again it is difficult to implement in standard gp. The problems get even worse once the configuration replacing H and the configuration replacing P are combined. I propose that the standard model of constituent structure be done away with and outline the basics of a new model that is to replace it.
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1.1



Elements, phonological expressions and over-generation



In contrast to many other phonological theories, which employ phonetically based binary features to encode melodic properties, gp makes use of monovalent cognitive units, so-called elements.1 The set of elements currently employed in Standard gp, e. g. by Kaye (2000), is given in (1); examples of where each element occurs will be given in a moment. (1)



The set of elements E: E = {A, I, U, H, L, P}



While each one of those elements is interpretable by itself (i. e. there is no under-specification or default fill-in of melodic information of any kind), elements can in turn be combined with other elements to form compound expressions. Elements occur in so-called phonological expressions (pe’s), which is the technical notion underlying the sounds of the world’s languages. The definition of the notion of pe is given in (2), following Kaye (2000: 2). (2)



A phonological expression is an ordered pair of a head H and a (set of) operators O: (O, H), such that a. O ⊆ E (O possibly empty) b. H ∈ E (possibly the identity element) c. H 6∈ O



The head of a pe is written to the right and underlined by convention: Thus, ({I, A}U) has U as its head and I and A as its operators, ({I} ) has an operator I but no head (it is headless), while ({} ) has neither head nor operator. The chart in (3) shows what the individual elements represent and where they can be found. The ultimate interpretation of a pe depends on whether it is associated to a nuclear position (a position dominated by a nucleus node) or a non-nuclear position. 1



Privative melodic units are not unique to gp, however, but are also employed in Dependency Phonology (Anderson & Ewen 1987) and Particle Phonology (Schane 1984).
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(3)



element pe A ({A} ) I ({I} ) U ({U} ) ({}U) H ({H}U) L ({A}L) ({L, P}A) ({P, A}L) P ({P} )



nuclear position non-nuclear position bat right bit young put west rude vest high-toned u´ find nasal ˜a night French deux ‘two’ * go



Notice the gap (indicated by a ‘*’) in the case of the element P, to socalled “stop element”: P is universally barred from the nuclear position, an issue we will discuss in more detail in section 1.3. Elements define natural classes, in that any set of pe’s can always be divided into a subset that contains a certain element and the complement subset which does not contain the element in question. For example, in the discussion of New York City English in section 1.2, we will be dealing with the set of pe’s containing H as opposed to its complement set, i. e. all the pe’s not containing H. The number of elements has not always been as low as today. In the very beginning of gp (Kaye, Lowenstamm & Vergnaud 1985, 1990), the ten elements A, I, U, H, L, N (nasality), ATR, h (noise/release), R (coronality) and P were employed, which led to a serious over-generation of pes.2 A formula for calculating the total number of pes is given in (4), where n represents the number of elements in use. (4)



2n−1 × (n + 2)



Using the formula in (4), the following chart illustrates the dramatic overgeneration that a theory with too high a number of elements brings with it. 2



In earlier versions of the theory, each element had a certain charm value (positive, negative or neutral) which restricted both the possibilities of elements to combine with each other (elements of like charm could not combine) as well as the distribution of pes (a negatively charmed pe could not be dominated by a nucleus). Charm is only of historical interest these days and therefore disregarded here.
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Substituting n by 10, the number of elements in earlier models of element theory, we generate 10 × 210−1 + 210 = 6144 pes, which of course is way beyond the number of pe’s that natural languages employ. pes only encode what is phonologically relevant, and current estimates are that the number of expressions needed will be well below 100. Any theory generating more than that is certainly wrong. (5)



number of elements 10 6 5 4



expressions generated 6144 256 112 48



For example, Southern British English has only six pe’s that can be dominated by a non-branching nucleus (giving us a short vowel), and eight pe’s that can be dominated by a branching nucleus (for long vowels). (6)



short vowels ({} ) but



long vowels ({} ) fur



({A} ) pat ({I} ) pit ({U} ) put



({}A) far ({}I) beat ({}U) boot



({A, I} ) pet ({A, U} ) pot



({A}I) ({I}A) ({A}U) ({U}A)



bait bear boat bought



In other words, Southern British English exploits a grand total of 13 pe’s for nuclei,3 a miniscule fraction of the phonological objects a theory with ten elements would provide. And as if to add insult to injury, the inventories of pe’s we find across languages are to a large extent very similar to each other. That is, we cannot even hope that all the pe’s not found in English 3



The expression ({} ) occurs twice in (6).
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could be found in other languages, thus somehow justifying a high number of expressions. As the chart in (7) shows, the set of pe’s we find in the tonic position in Standard Central Catalan is virtually identical to the one that underlies long vowels in Southern British English; the only difference is the lack of ({} ) in Catalan. (7)



Standard Central Catalan ({}A) a sac ‘sack’ ({}I) i ric ‘I laugh’ ({}U) u suc ‘juice’



({A}I) ({I}A) ({A}U) ({U}A)



e E o O



cec ‘blind’ sec ‘dry’ s´ oc ‘I am’ soc ‘log’



Furthermore, the seven-vowel system illustrated in (7) is of course not unique to a certain variety of Catalan, but is the same we also find in Standard Italian. In other words, the margins of variation are not very wide. Certain patterns and inventories are repeated time and again, and therefore any theory that predicts the existence of a large number of pe’s must be treated with suspicion. Trivially, the smaller the number of elements, the better a theory fares with respect to over-generation. Earlier versions of element theory certainly provided too large a number of pe’s a language could choose from, e. g. for the nuclear position, but this was not the only defect they suffered from. As a matter of fact, a substantial portion of the 6144 expressions generated by a ten-element system would not be ‘eligible’ for the nuclear position, since some of the elements, viz. R, h and P, could only occur in non-nuclear positions. All expressions containing them could therefore not be associated to nuclear positions. This certainly reduces over-generation, at least to some extent, but only at the cost of creating an even bigger problem: Why should certain elements such as U and I be allowed to freely occur in both nuclear and non-nuclear positions, while R, h and P were restricted to non-nuclear positions and ATR to nuclear positions? Harris & Lindsey (1995) distinguish between “elements for vowels” and “elements for consonants”, where their notions of vowels and consonants are short-hand for “position dominated by a nucleus” and “position not dominated by a nucleus”, respectively. But the distinction between nuclear and non-nuclear positions is part of the theory of constituent structure and should not have to be recapitulated in the theory of elements. 15



Elements should not have to be sub-divided according to where they can associate. The null hypothesis would certainly be that any element can occur in any position. The mere existence of asymmetries in the distribution of individual elements show that the particular choice of elements is burdened with some unwanted redundancy. Such asymmetries as well as the problem of over-generation led to a large-scale revision of element theory in the course of time. The system we have today, i. e. the one with the six elements in (1), is the result of various simplifications and unifications in the set of elements. N and (old) L have been merged into (new) L (Ploch 1999), R and (old) A have been merged into (new) A (Broadbent 1991), h and (old) H have been merged into (new) H and ATR is now expressed as headedness (Charette 1994). What was left over was a set of six elements, A, I, U, H, L and P. The mergers that have been proposed not only restrict the expressive power of element theory, generating a total of 256 pe’s as compared to 6144, but also to give a better empirical match with existing phonological processes. This happy reduction of elements came to a screeching halt when arriving at the element P. Unfortunately, the remaining set of six elements was still somehow heterogeneous: While the elements A, I, U, H and L could associate freely to any kind of constituent, P was the odd one out in that it was the only survivor from the original set which was still limited to non-nuclear positions, as we have already seen. In a brave attempt to remedy this situation, Jensen (1994) set out to eliminate the offender. Eliminating P would not only restrict the expressive power of the theory, but also leave us with a more balanced set of elements, where each and every element can in principle associate to any position. This is the issue we will turn to in section 1.3. Before that, however, we will discuss the element H, which might come as a surprise given what we just said: H is inconspicuous in that it can attach to both nuclear and non-nuclear positions: in nuclei it gives us a high tone, in non-nuclear positions it encodes differences like the one between English d and t, the latter of which contains H; i. e. it represents the property traditionally referred to as “voicelessness”. However, treating H as an element on a par with, say I and U, does not allow us to express a certain generalisation that can be made about many varieties of English (and other languages). In order to investigate this particular problem, we now turn to the English spoken in New York City.
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1.2



New York City English



The particular phenomenon we will have a look at is often referred to as “lengthening before voiced consonants” (Belasco 1953, 1958: Chen 1970: Delattre 1962: Denes 1955: Hoffman 1958: House 1961: House & Fairbanks 1953: Maddieson 1997: Peterson & Lehiste 1960: Zimmermann & Sapon 1958).4 This phenomenon can be seen in pairs like bid and bit, where the nuclear expression in bid is much longer than the one in bit. The distribution of length is dependent on the kind of onset that follows the nucleus. The phenomenon is by no means restricted to New York City (NYC) English, but can be found in many other varieties of English as well. However, there are certain details about NYC English that make it particularly interesting for us.



1.2.1



The basic pattern



The chart in (8) gives some examples of the distribution of length in NYC English. On the left side we have words where the final onset adds extra length to the preceding nucleus, and on the right side those where it does not. 4



The term lengthening suggests that there is some process going on; in order to use a more neutral, non-derivational term, I will just talk about the distribution of length.
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(8) extra length bid bead big league rib lube bin bean dim deem bill peel live leave his (to) use



bI:d bi::d bI:g li::g rI:b lu::b bI:n bi::n dI:m di::m bI:l pi::l lI:v li::v hI:z ju::z



final onset ({P}A) ({P}A) ({P} ) ({P} ) ({P}U) ({P}U) ({L, P}A) ({L, P}A) ({L, P}U) ({L, P}U) ({A}P) ({A}P) ({}U) ({}U) ({}A) ({}A)



no extra length bit beat sick beak rip loop — — — — — — stiff leaf hiss (a) use



bIt bi:t sIk bi:k rIp lu:p



final onset ({H, P}A) ({H, P}A) ({H, P} ) ({H, P} ) ({H, P}U) ({H, P}U)



stIf li:f hIs ju:s



({H}U) ({H}U) ({H}A) ({H}A)



(8) illustrates several issues. The nucleus in a word like bid bI:d is clearly longer than the one in bit bIt. The same effect can be observed with lexically long nuclei, as the pair bead /beat bi::d/bi:t serves to show: The nucleus is lexically long in both words, but before d we have additional length. Note furthermore that also a qualitative difference exists between bid and bit on the one hand and bead and beat on the other. In the former set we find a lax I, which is assumed to be ({I} ), in the latter set we have tense i, i. e. ({}I). In other words, we have four different objects altogether that need to be represented in some way: short and long nuclei without extra length (bit, beat) and short and long nuclei with length (bid , bead ).5 5



It is often assumed that this is “phonetic only” and a “physiological necessity” (Chen 1970) and that it therefore does not have to be taken into account in phonology. In the course of this dissertation we will see that there are several contexts where this alleged “physiological necessity” does not take place, thus making clear that what we are dealing with is truely phonological, and not just a “phonetic effect”. For arguments against the phenomenon under discussion being automatic and non-phonological even from a phonetician’s point of view, cf. Maddieson (1997).
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As can also be seen from (8), this additional length is of course not only found before d, but also before b, g, v etc. As far as length is concerned, rib is to rip what bid is to bit. Likewise, leave and leaf are entirely parallel to bead and beat. How can we formally characterise the two sets in (8), i. e. the set of onset allowing for extra length vs. those that do not? A quick look at the internal composition of the pe’s that underly the final onsets makes clear what the responsible factor is: Any pe without H allows for extra length of the preceding nucleus, while pe’s containing the element H do not: The d in bid contains no H, its pe is simply ({P}A), and as a result we get extra length; the t in bit on the other hand contains H, it is ({H, P}A), and no extra length is to be found. The same holds for all the other final onsets in (8). We can state a principle like the following. (9)



NYC Lengthening Lengthening ensues if the vowel is not immediately followed by a pe containing H.



In other words, a formal characterisation is fairly easy. All we have to know is whether an onset contains H or not.6 The crucial question of course now is: Why does H play such a crucial role in the distribution of length? Why should it be special? This will be the issue we turn to now.



1.2.2



In search of a non-arbitrary explanation



It has become clear that H is the crucial factor in the distribution of additional length in NYC English. (9) is a fair statement of the facts in that it correctly captures the environment where additional length is to be found, but of course it is nothing more than a description of what is going on. We might have reached the level of observational adequacy, but certainly not of descriptive, let alone explanatory adequacy: Crucially, why would the the presence or absence of H, i. e. a melodic property, have an influence on length, which is encoded by the number of skeletal points a given pe is associated to?7 Melody and structure are independent of each other, so we should expect 6



Additional conditions will be discussed in the course of the following chapters. Those conditions are irrelevant to my point here.
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that one has no influence on the other. Put differently, the distribution of length as stated in (9) fails to meet the Non-Arbitrariness Principle. In order to make this point crystal-clear, let us quickly have a look at this principle and the notion of non-arbitrariness. The Non-Arbitrariness Principle is at the very core of gp, it is a formal requirement that any phonological process has to adhere to. Non-Arbitrariness demands that there be a direct relationship between a phonological process and the environment it takes place in, i. e. there is always a local trigger. As a short example, taken from Kaye, Lowenstamm & Vergnaud (1990: 194– 195), consider a process whereby a high tone following a low tone is turned into a rising tone, i. e. the sequence low–high changes into low–rising. Such a process is non-arbitrary in that there is a clear connection between the target of the process and the phonological environment. In gp, such a process can be modelled in a straightforward way: the rising tone is created by spreading the low tone to the same slot the high tone is already linked to, cf. (10a). Compare this to the characterisation of the very same process in terms of an spe-like rule in (10b), which does not meet this requirement of nonarbitrariness: nothing in the general rule format A → B / C D prevents that A, B, C and D are replaced by whichever features we care to employ (10c–d). (10)



a.



b.



L



H



LL



H



×



×



×



×



LLL LLL LL



H → LH / L



c. * H → HL / L d. * H → LH /



L



(10b) simply states that a high tone is turned into a rising one if it follows a low tone. The structural change sc (H → LH) has nothing to do with the structural description sd (L ). Both sc and sd refer to an L, but the 7



We shall see in section 2.3.2.4 that conceiving of pe’s as being linked to slots is problematic itself. This has no bearing on the issue under discussion here.
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L in sc is independent of the L in sd. Nothing connects the trigger (the environment) with the process. Our statement about H in (9) fares no better than any of the rules in (10b–d). There is no connection between the phonological process (distribution of length) and its environment (following pe must not contain H). Let us have a look at that in detail. No previous account has been given for length in NYC English within standard gp and accordingly, the representations assumed for the words give and whiff would look as in (11), where no additional length is indicated. The nuclei in give as well as in whiff used to be represented in identical fashion, i. e. as a non-branching nucleus dominated by a non-branching rhyme. b. whiff (standard gp)



(11) a. give (standard gp) O1



R1



O2



N1



R2



O1



N2



×1



×2



×3



g



I



v



R1



O2



N1



×4



({}U)



R2 N2



×1



×2



×3



w



I



f



×4



({H}U)



What kind of an analysis could we propose within standard gp? The structure in (11a) does not show the additional length of the nucleus that is due to the v . What we would have to assume in order to express this additional length is that representations as in (11) “grow a point” iff the following pe contains no H. Of the two structures above, only (11a) fulfills this requirement and we would end up with the following two representations, where the additional point in the representation for give is boxed.8 8



I leave that newly created point unassociated for the time being. Precisely where it is associated (be it the nucleus, the rhyme, or even the following onset) is not our concern at the moment.
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(12) a. give (standard gp) O1



R1



O2



N1 ×1 g



×2 ×3 yy yy y yy



I



b. whiff (standard gp) R2



O1



N2 ×4



R1



O2



N1



×5



v ({}U)



R2 N2



×1



×2



×3



w



I



f



×4



({H}U)



While this allows for representing the I: in give, the process we have just described (“growing a point” ×3 in (12a)) is a blatant violation of the Non-Arbitrariness Principle. The proposal in (12a) could not possibly be correct. There is no connection whatsoever between the absence of H and this emergence of an additional point. H is a melodic property, while the extra skeletal slot ×3 is a structural property. One has nothing to do with the other. The structures in (12) thus fail to meet basic requirements of gp. In addition to that, even if we did allow for a violation of the Non-Arbitrariness and said that the absence of H mysteriously creates an extra point, we would still have no answer to our crucial question: What is special about H? Why does its absence allow us to grow a point and cause length? If length is sensitive to H, why should it not also be sensitive to other elements, e. g. I or U? Our central question remains unanswered. That H has a key role to play in length as stated in (9) is a true description of what goes on, but at the same time it reveals a major defect in our theory, which is incapable of expressing a phonological event in a non-arbitrary way: There is no connection between H and the lack of extra length. What is the way out of this dilemma? We have assumed so far that a melodic property (H) has an influence on a structural property (length), which gets us into trouble by violating non-arbitrariness, as melody cannot have an effect on structure. In order for a trigger to have an effect on structure, it would have to be structural itself. If, instead of a melodic property like 22



H, we found some structural property that all the pe’s which were believed to contain H (or, alternatively, the complement set) share, a non-arbitrary solution would be within our reach. If we can argue that all pe’s that we thought contain H are associated to a particular structure, then it is clear that it must be the structure that is responsible for the lack of extra length, and not a melodic property.9 Once such a structural property is found, H could be removed from the set of elements of course, as it would be highly redundant to have both a particular structure and a melodic prime encode the same property. What we need is a language that makes it crystal clear what this structural property is. In our search for such a language we will have to move on to Italian.



1.2.3



Parallels between English and Italian



Let us now see whether there are similar phenomena in other languages, which can serve as a model for our analysis of NYC English. A particularly clear example of the distribution of length comes from Italian—a case that everyone considers purely structural.10 In other words, a structural phenomenon (distribution of length) is triggered by structural properties. Melody has no role to play whatsoever. A closer look at this particular phenomenon will give us some insight into the kind of solution we will also want for NYC English. However, as we shall see in section 1.2.4, the structures of Italian cannot be adapted to English without violating yet further principles of standard gp. What this means is that standard gp is incapable of expressing the NYC facts in a non-arbitrary way. The purpose of the present section is thus to illustrate that length phenomena can be treated in a structural way, but that such an analysis squares poorly with the theory of constituent structure in standard gp. (13) gives two pairs of Italian words that illustrate a certain trade-off relationship.



9



This idea is of course not new. For a recent claim along similar lines in West Germanic cf. van Oostendorp (2003).



10



For valuable discussion cf. Bertinetto (1981): Chierchia (1986): Nespor & Vogel (1986).
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(13)



a. fato casa



"fa:to ‘fate’ "ka:za ‘house’



b. fatto cassa



"fat:o ‘done’ "kas:a ‘till’



(13a) shows words with a simpleton onset between two nuclei; the nuclei preceding that onset, i. e. the a’s of fato and casa come out as long. In (13b) we have a geminate and the preceding nucleus is short. The (first) a in fatto or cassa is clearly shorter than in fato or casa. In other words, either the nucleus is long (fato, casa), or the following onset is (fatto, cassa). There is a total amount of room that must be taken up, and it can be taken up either by the nucleus or the onset. The phenomenon in (13) is commonly referred to as tonic lengthening, i. e. as lengthening under stress, but that is too crude a characterisation: It is correct that all long vowels in Italian are stressed, but the reverse is not true: Not every stressed nucleus is automatically long, cf. the words citt` a ‘city’ or m` usica ‘music’ (stress being indicated by a grave accent `), where the stressed nucleus is not long. Long nuclei are only to be found in penultimate position, and only if the nucleus is not followed by a geminate or a cluster, as we saw in (13). The details of where and when length occurs are irrelevant to us here, what we are interested in now is the structural properties of this trade-off relationship and whether it can help us understand the facts from NYC English. (14) illustrates this trade-off for the words casa "ka:za ‘house’ and cassa "kas:a ‘till’. The point ×3 is not linked to any constituent node, an issue we will come back to in a moment. What (14) is intended to show is that this point ×3 can either be taken up by the nucleus as in casa (14a) or by the onset as in cassa (14b). The point cannot be taken up by both at the same time, but on the other hand it has to be taken up by one or the other. This gives us the trade-off we observe.
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(14) a. casa "ka:za ‘house’ O1



R1



O2



N1



b. cassa "kas:a ‘till’ R2



O1



N2



R1



O2



N1



R2 N2



×1



×2 ×3



×4



×5



×1



×2 ×E3



×4



×5



k



a



z



a



k



a



s



a



yy yy y yy



EE EE EE



The intervocalic s: in cassa is simply the longer version of the z in casa. We also observe a qualitative difference between s: and z, but, as fato "fa:to ‘fate’ vs. fatto "fat:o ‘done’ in (13) served to show, no such qualitative difference is required. What counts is the length of the nuclei and the onsets. What is crucial now is that the representations in (14) allow for a nonarbitrary explanation of the lengthening of the vowel in casa. The z in casa takes up just one point (×4 ); since ×3 has to be filled by something, the preceding a will have to occupy it. The result is casa "ka:za. Contrast this to the long s: in cassa, which takes up both ×3 and ×4 . The point ×3 is taken care of by the onset and, as a consequence, the preceding a is short. Another important fact about Italian is that the distribution of length is completely independent of melodic considerations. What is important is how many points a given pe is assigned to. The particular melody of that pe (i. e. which elements it contains) has no role to play: the first a in casa is long, just like the first e in mele "mE:le ‘honey’ or the u in luna "lu:na ‘moon’. Likewise, the pe preceding the long s: in cassa will be short just like the one preceding the long f: in buffo "buf:o ‘funny masc.’. Everything revolves around a purely structural issue, viz. the number of points a pe is associated to. While all this is well and fine, there is one issue that the structures in (14) leave unanswered. The lexical representations of casa "ka:za and cassa "kas:a are usually only assumed to contain the geminate ss in cassa, but not the long vowel in casa. The representations given in (14) are generally assumed to be the result of the application of phonology. That is, the representations contained in the lexicon would look like this.
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(15) a. casa "ka:za ‘house’ O1



R1



O2



N1



b. cassa "kas:a ‘till’



R2



O1



N2



R1



O2



N1



R2 N2



×1



×2



×3



×4



×1



×2 ×E3



×4



×5



k



a



z



a



k



a



s



a



EE EE EE



Crucially, (15a) does not contain any point where the length of the nucleus could be expressed, as a comparison with (14a) makes clear. In other words, we still have no answer to the question why the structure of casa would grow a point. Where does the point ×3 in (14a) come from? Why does it have to be there, why can we not simply get "kaza as the realisation of casa, i. e. with the a staying short? This (still) mysterious appearance of the point responsible for length in casa is an important issue we will have to come back to later in the discussion. For the time being, however, let us concentrate on the insight that with structures as under (14) a non-arbitrary account of the trade-off relation between nucleus and onset becomes possible. We might not know yet where the point ×3 in (14a) comes from, but we have seen that it allows for the distribution of length to be expressed in an insightful way. And importantly, unlike in NYC English before, no reference to melody was necessary. Italian relies purely on structure. Certainly, we would want to able to say something similar about NYC English. The crucial difference between Italian and English is that for English we seem to be forced to make reference to melody: a nucleus gets additional length unless H follows. A structural property, viz. how many points are available for a certain pe, is dependent on a melodic property, the element H. This, as we have seen, runs afoul of the Non-Arbitrariness Principle. Obviously, there must be a mistake then somewhere in our reasoning. Let us go through our assumptions again. We had assumed that H, the crucial factor in the distribution of length in NYC English, is melodic. In Italian we saw that length can only refer to structural properties, i. e. whether a certain point is taken up by the pe dominated by the nucleus or by the pe dominated by the onset. Treating H as a melodic property like any other element is the 26



very source of our problems in NYC English. H seemed to have an effect on structure, which is not what we expect of an element. The obvious conclusion to draw from this then must be that H cannot be melodic, i. e. it cannot be an element. If H has an effect on structure, then it certainly must be treated as structural itself, i. e. a kind of length. That is, instead of saying that a given pe contains or does not contain H, we should be saying that a pe which up to now has been assumed to contain H is really the longer version of the corresponding pe without that H. For example, in the discussion of give gI:v and whiff wIf above, we assumed that a v and an f in NYC English are only different in that the latter contains H, while the former does not: v was assumed to be ({}U) and f ({H}U). This was the only difference that set the two apart and that difference was melodic in nature. Their structure was identical, i. e. they both occupied only one point. Once we understand that we ought to model NYC English after Italian, what we want to say is that an English f is a longer version of an English v. That is, there is no melodic difference, but only a difference in length. Melodically, v and f are identical, they are both ({}U). The same would hold for pairs like hiss hIs and his hI:z, where s is the longer version of z, or bit bIt and bid bI:d, where t is the longer version of d. Let us call this claim the fortis/lenis hypothesis. It states that there is no element H; the work that H used to do for us is taken over by a structural configuration.11



11



The proposal that the distinction between voiceless and neutral consonants is expressed in the structure, i. e. as length, instead of melodically, is not new, of course, but has a long tradition in the analysis of many languages, cf. e. g. Bloomfield (1956) for Eastern Ojibwa, Sherzer (1970) for Cuna or van Oostendorp (2003) for Dutch (fricatives). The notion of virtual geminates, as proposed in e. g. Larsen (1994) and Lowenstamm (1996) for Danish or S´eg´eral & Scheer (2001) for Cologne German and Somali, is similar to the present proposal, though not completely identical.
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(16) Fortis/lenis hypothesis: The element H is to be replaced by length: Any pe that formerly contained the element H is associated to an additional position. old (with H): ×



new (without H): ×M × MMM q MMM qqqqq q



(. . . H. . . )



(. . . )



Where (. . . H. . . ) denotes a pe containing H and (. . . ) the pe that remains once H has been removed. If H can be expressed as length, it will become superfluous as a melodic property and can accordingly be eliminated from the set of elements.12 At this point we are down to five elements: A, I, U and L, which can in principle associate to any point, as well as P, which is restricted to non-nuclear positions and, exactly because of that unwanted property, the odd one out (to which we proceed in section 1.3). We might also want to say that we have four elements (A, I, U, L) and a problem case (P). In order for this change in theoretical perspective to be reflected in the discussion, I will employ the terms fortis and lenis from now on. A nonnuclear expression is said to be fortis if its pe formerly contained H and is now re-interpreted as being associated to two points as per (16). A lenis onset is an onset whose pe never contained H; under the fortis/lenis hypothesis its melody is associated to only one point.13 Let us compare the Italian and the English structures now. (17a) repeats the structure of Italian cassa "kas:a ‘till’ from (14b) and compares it to the structure of NYC English whiff (17b). In order to focus the attention on the part that really matters, I will only represent the relevant structures from 12



Obviously, once H is gone as a melodic prime, high tone in nuclei will also have to be expressed structurally.



13



The exact wording about the melody being “associated to only one point” will become crucial in section 1.2.4, where we will see that lenis onsets have the same number of points as fortis onsets, but that their melody is associated to one point less. The difference is not in the number of points, but in the number of associations. For the time being such an (apparent) hair-splitting is rather meaningless.
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now on, i. e. the long/short nucleus and whatever follows it. This way we do not have to worry whether the initial onset is fortis or lenis, as this is irrelevant to the present discussion.14 (17) a. Italian cassa "kas:a ‘till’ R1



O2



N1 ...



R2



R1



N2



N1



×1 ×E2



×3



×4



a



s



a



EE EE EE



b. NYC English whiff wIf



...



O2



R2 N2



×1 ×E2



×3



EE EE EE



I



×4



f ({}U)



Now, the picture is not complete until we have compared the Italian word casa "ka:za ‘house’ with NYC English give gI:v. Those two structures are contrasted in (18), where (18a) is a repetition of (14a). b. NYC English give gI:v



(18) a. Italian casa "ka:za ‘house’ R1



O2



N1 ...



R2



R1



N2



N1



×1 ×2



×3



×4



a



z



a



y yy yy y y



...



×1 ×2 y yy yy y y



I



O2



R2 N2



×3



×4



v ({}U)



14



A detailed discussion of the word-initial position is given in section 3.4.
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At this point, NYC English and Italian merge. In terms of constituent structure and the number of skeletal slots, Italian cassa is identical to NYC English whiff , while casa is the same as give. Note in particular that the pe underlying the final fricative in whiff and give is the same, viz. ({}U). Whether we are dealing with an f or a v only depends on how many points that pe is associated to, which is the consequence of the fortis/lenis hypothesis in (16). With the structures of English being identical to those of Italian, the lengthening phenomenon we had observed for NYC English falls out. Again, like in Italian, we observe a trade-off. There is a total amount of positions that have to be divided up between the nuclear pe and the following nonnuclear pe: either the nuclear pe takes up more room, or the non-nuclear pe. In the case of whiff (17b), the point ×2 is taken up by the final f ; the fact that ({}U) is associated to both ×2 and ×3 , i. e. that it is long, makes sure that we get a fortis f, not a lenis v. Since ×2 is taken up by the final f, it cannot be taken up by the preceding nuclear expression at the same time. This is quite different in give (18b). Here, ({}U) only takes up ×3 , which gives us a lenis v, and ×2 is taken up by the preceding nuclear pe. That is, the nuclear expression in give extends over two positions, ×1 and ×2 , which gives us the length we observe. The problematic interaction between melody and structure has been replaced by a purely structural relationship. We are moving towards a theory where reference to melody is no longer necessary. Let us sum up what we have seen in this section. We discussed length in Italian and saw that it is in no way dependent on melody, which is exactly the state of affairs we wanted to attain for NYC English, too. By reinterpreting the difference between so-called voiceless and neutral consonants, which had been assumed to be distinguished by the element H, as a structural difference, the representations of Italian and English became virtually identical. We introduced the fortis/lenis hypothesis in (16) and showed that all the pe’s that were assumed to contain H could be interpreted as long, i. e. as involving two skeletal slots. This effectively allowed us to remove H from the set of elements. While all this is certainly encouraging, our work is not done yet. We have not yet established a satisfying connection between trigger and process in accordance with the Non-Arbitrariness Principle. That is, we have seen that the notion of trade-off helps us to understand NYC English, but we still do not know where the point ×2 in give (18b), nor ×2 in the Italian example in 30



(18a), would come from. Why does it have to present? We know that ×2 in whiff (17b) has to be present in order to give us a fortis f, but what is the role of ×2 in give? The same question had already come up in the discussion of Italian before, and it is now time that we take up this issue. This also brings us to the question which constituent the point ×2 in (14), (17) and (18) is associated to. Those issues will be the topic of the next section.



1.2.4



Fortis/lenis and constituent structure



Let us start with the question which constituent ×2 is associated to. (19) repeats the structures of the English words whiff and give shown in (17b) and (18b). (19) a. whiff wIf



b. give gI:v



R1



O2



N1 ...



×1 ×E2



×3



EE EE EE



I



R2



R1



N2



N1



×4



...



f



×1 ×2 y yy yy y y



I



({}U)



O2



R2 N2



×3



×4



v ({}U)



So far we have left the point ×2 unassociated. Which constituent is ×2 associated to? In principle, there are three candidates: it could be associated to O2 or to N1 , or to R1 . All three possibilities are given for both words in (20).
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b. give gI:v



(20) a. whiff wIf R1 N1 ...



×1



O2



        ×E2 ×3 EE EE EE



I



R2



R1



N2



N1



×4



...



       



×1 ×2 yy yy y yy



I



f



c. whiff wIf O2



ND1



×1 ×E2



×3



EE EE EE



I



N2 ×4



v



d. give gI:v



R1



...



×3



R2



({}U)



({}U)



DD DD DD



O2



R2



R1



N2



ND1



DD DD DD



×4



...



×1 ×2 yy yy y yy



I



f ({}U)



O2



N2 ×3 v ({}U)
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R2



×4



f. give gI:v



e. whiff wIf R. 1



O2



.. .. . N1 ... .. ..



...



.. .. . N1 ... .. ..



N2



×1 ×E2



×3



EE EE EE



I



R. 1



R2



×4



...



×1 ×2 yy yy y yy



I



f



O2



R2 N2



×3



×4



v ({}U)



({}U)



The representations that are normally used in the analysis of such tradeoff phenomena are (20e–f), cf. Johnsen (1990) for the analysis of Norwegian. Johnsen claims that a lexically long nucleus is to be represented as a branching nucleus, while a nucleus involved in a trade-off relationship with the following onset is to be represented as a branching rhyme. All other structures except for (20e–f) are somewhat problematic. (20a) is excluded since no melodic material may be shared within branching onsets (Kaye, Lowenstamm & Vergnaud 1990: 212). (20b) would be the first case where material from a nucleus is shared with the head of a branching onset: branching onset are head-initial governing domains, i. e. ×2 is the head and governs ×3 . No such structure has ever been proposed, and as a matter of fact it is doubtful that it could exist. (20c) is in a sense the mirror image of (20b), in that it would be the first case where a geminate is associated to the complement of a branching nucleus and a following onset. This also violates the Minimality Condition proposed in Charette (1989). (20d) is excluded since a headless expression like I ({I} ) cannot be the head of a branching nucleus. In other words, (20e–f) seem to be the only structures that are well-formed and we should assume that those are the correct structures underlying whiff and give, respectively. What this suggests is that a fortis f is spread across two constituents (×2 is dominated by the rhyme and ×3 by the following onset) and that a lenis v occupies just one point (×3 , dominated by an onset). This lenis v requires a preceding rhymal point (×2 ) where the length of the preceding nuclear pe 33



can be expressed. Recall that so far we have no explanation as to why the point ×2 would even have to be there in the word give. The claim I want to make is different. What I want to argue is that the point ×2 in (20e–f) could not be where it is standardly assumed, i. e. under the rhyme, but rather that it is part of the onset, both in lenis and fortis onsets. A more detailed discussion of the theory of constituent structure I propose in this dissertation will be given in the following chapters, but let us have a quick look at the representation of a fortis f and a lenis v right away.15 (21) a. fortis f : OM0



qM qqq MMMMM qqq



xM



xO



MMM q MMM qqqqq q



b. lenis v : OM0



qM qqq MMMMM qqq



x



xO U



U



Several things have to be said about (21). Both the ‘x’ and the ‘xO’ are skeletal points. They are different in kind, though: xO, a so-called onset head, is the head of the structure, while x is the complement. The head xO is to the right of its complement and projects to a higher level, giving us the O0 , i. e. a constituent of the type onset. The most important aspect of (21) is that both a fortis onset and its lenis counterpart have exactly the same number of points, viz. two in the representation of v /f in (21). What distinguishes a v from an f, then, is the number of points the pe is associated to, not the number of points present. That is, an f is the longer version of a v, but only in terms of how much room is taken up by the specific melody, not by how much room there is in total. The f has its melody U extending over both points, while in v the same U takes up the rightmost point only. What this means is that every lenis onset comes with an “unused” skeletal point, i. e. one that is not taken up by any melody.16 This automatically gives 15



In the new structures I only indicate the elements, but not complete pe’s. Also, in (21) the elements are shown as being associated to skeletal points, which, as I will show, cannot be correct. I use association lines here for expository reasons only. We will come back to both issues in chapter 2.
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us the effects with respect to length that we have observed. Assume that the empty point of a lenis onset, e. g. ×1 in (21b) always has to be occupied by some melody. Obviously, if the melody of the onset itself does not make use of it (because if it did we would be dealing with a fortis onset, not a lenis one), then it follows that the preceding nucleus has to take care of that point and take it up. Thus, in a word like give, the nucleus will have to be long and we get gI:v. We finally have an answer to our question, viz. where does the point come from where length is expressed in give. It is part and parcel of the lenis onset. Extra length does not come out of nothing, but it comes with the lenis onset. This idea is illustrated in (22), where xN represents a nuclear head to be discussed in chapter 2. For the time being it is enough to know that it represents the nucleus. (22) a. whiff (relevant part) OB0 |B || BBB ||



xN I



xB



xO



BB | BB ||| |



U



b. give (relevant part) OB0 |B || BBB ||



xN



x



n n n n



I



xO U



However, as we said above, this is not how standard gp sees it. Standard gp uses the structures in (20e–f). What we will have to do now is a kind of reductio ad absurdum: We need to demonstrate that the fortis/lenis hypothesis does not square with the standard theory of gp. In order to show that the standard theory has to be wrong, we will assume that it is right after all (and that my claim in (21) was wrong) and see what problems we run into. This method will demonstrate that the structures employing branching rhymes face insurmountable difficulties and that a new way of representing fortis/lenis onset, such as under (21), is required. Let us go through this step by step now. (23) compares the representations of Italian casa and cassa with those of NYC English give and whiff , assuming that all four have a branching rhyme. This is essentially a repetition of (17) 16



Again, in chapter 2 we will see that this reference to melody being attached to particular positions or not being attached to a position is actually incorrect. For our present purposes, this is irrelevant.
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and (18), except that the association line between ×2 and the preceding rhyme has been added in. (23) a. Italian casa R+ 1



O2



++ ++ + N1 +++ ++ ++



...



b. English give R+ 1



R2



++ ++ + N1 +++ ++ ++



N2



×1 ×2



×3



×4



a



z



a



yy yy y yy



...



O2



R2 N2



×1 ×2 yy yy y yy



I



×3



×4



v ({}U)



c. Italian cassa R+ 1 ++ ++ + N1 +++ ++ ++



...



O2



d. English whiff R+ 1 O2



R2



++ ++ + N1 +++ ++ ++



N2



×1 ×E2



×3



×4



a



s



a



EE EE EE



...



N2



×1 ×E2



×3



EE EE EE



I



R2



×4



f ({}U)



All the structures in (23) are well-formed. The only difference between casa in (23a) and give in (23b) as well as cassa in (23c) and whiff in (23d) is that in Italian the last nucleus is filled, while in the English words given it is empty. In all four cases, the point ×2 is associated to the rhyme. This point is used by the nuclear pe in (23a–b) and by the fortis onset in (23c–d). While the structures in (23) are fine for Italian, we run into serious problems in English once we extend our analysis to words like leave and leaf . Both words contain a lexically long nucleus and the v in leave provides extra 36



room, i. e. we have li::v vs. li:f. A lexically long nucleus in English is assumed to be a branching nucleus, i. e. both leave and leaf have to contain branching nuclei. But if that is correct, where do we have room to express the extra length in leave, or the fortis f in leaf ? In addition to the branching nucleus we would need a branching rhyme in both cases, which violates the Binarity Theorem, as the rhyme would dominate three positions. The illicit structures that leave and leaf seem to require are given in (24). (24) a. leave (illicit) * R O1 |N00 UUUU || ||U1UUUUUUUUUUUU 1



| UUUU U*



1 | || UU | 



1 >| N0 BB |O00 || ||B1BB BBB || ||B5BB | | | || ~| || BB BB | |



xN1 {U} x2



x3



00



N7 nnPPPPP n n PPP n nnn



N0



B7 || BBB | B ||



xN7 {I} O18



OB05 



11 



1



N010 B



|B || BBB | |



O19 



11 



1



xN10



|B || BBB ||



x4 ←xO5 {U} (21) contains a sequence of an empty nuclear head (xN6 ) followed by another nuclear head (xO7 ). The first one, xN6 , is removed from the structure as required by the definition of tconcat() in (3). This leaves us with a unary branching node (circled in).
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(22)



Ni00000 1P



iii PPPPP iiii i PPP i i i PPP ONML HIJK PPP 0000 Ni1 PPP i PPP i i i i i PPP i iiii



NP000 1



| PPPP || PPP || O1 |> NU001 UUUUUUU | | | UUUUUU UUUUU 



111 || ||| UUUU *



U |



>| N0 BB |O00 || ||B5BB || ||B1BB BBB | | | || ~| || BB BB | |



xN1 {U} x2



x3



00



N7 nnPPPPP n n PPP n nnn



NB07



N010 B



|B || BBB | |



|B || BBB | |



xN7 {I} O18



O19 



11 



1 



11 



1



OB05



xN10



|B || BBB ||



x4 ←xO5 {U} The tree is further pruned by Structure Minimality to get rid of the unary branching node and the derivation comes to its end. The final outcome is shown in (23). (23)



0000



N dddd1ZZZZZZZZZZZ d d d d d d ZZZZZZZ ddddd ZZZZ ddddddd



N00



NP000 1



| PPPP || PPP | | > 00 UUUU O1 ||N | |U1UUUUUUUUUUUUUU 1 



11 || ||| UUUU *



U |



0 00 >| N BB ||O | |B1B BB B5B | | | || ||| BBB B ~|| ||| BBB | |



xN1 {U} x2



x3



8 nnPPPPP PPP nnn n n n



NB08



|B || BBB ||



xN8 {I} O19



OB05 



11 



1



N011 B



|B || BBB ||



O110 



11 



1



xN11



|B || BBB ||



x4 ←xO5 {U} In other words, the theory as it stands so far predicts that any analytic suffix should leave the distribution of length within the base it is attached to 220



unscathed. This, however, is not borne out by the facts. The result we have in (23) must be incorrect. Consider the crucial forms in (24). (24)



to lube to loop



lubing looping



lu::b lu:p



lu:bIN lu:pIN



As a comparison of to lube lu::b and lubing lu:bIN shows, the length of the u:: is not retained. While the infinitive has an overlong u::, the participle has a long u:. The participle forms lubing and looping are identical in the length of the u:, they only differ in that lubing has a lenis b and looping a fortis p. The infinitive forms to lube and to loop are clearly different in the length of the nuclear expression. This is in stark contrast to the pair stately/staidly we were talking about before. Affixation of -ly had no influence on the length of the domain head, while -ing does. What this means is that (23) cannot be the correct result. The fact that in lubing the unused x-slot in the lenis b is not accessible to the domain head suggests that the word has a structure similar to the (non-complex) word lady (which is of the Libby-type). The final representation we want for lubing lu:bIN is thus not the one in (23), but rather the one given in (25). (25)
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