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KEYWORDS Game, 3D audio, usability, Navigation, Virtual world ABSTRACT The work presented here is the first part of a global research on auditory navigation. It has been particularily focused on navigation with a first person view, and try to highlight and study critical aspects of usability of 3-D Audio technology in this particular context. An experiment has been conducted where forty subjects had to find nine sound sources in a virtual town, navigating by using spatialized auditory cues that were delivered differently in four conditions: by a binaural versus a stereophonic (through headphones) combined by a contextualized versus decontextualized beacons. A decontextualized beacon uses a sound indicating the azimuth of a target while a contextualized beacon uses a sound indicating the shortest path toward the target. Behavioral data, auto-evaluation of cognitive load and subjective-impression data collected via a questionnaire were recorded. As was expected, using binaural or contextualized beacons improves the by enhancing the performance of dynamic localization and correlatively reduces player's workload. However, contextualized beacons (using either binaural or stereophonic rendering) was not as relevant as expected for navigation itself, failing to reduce the reliance on physical space. INTRODUCTION In an exterior map of a First Person Shooter game, it is simple to enable the player to determine



where he is, by adding setting elements that are visible from a distance. For exemple, the Eiffel Tower in Paris is known to play such a role. However, vision is often restricted to local perception because of the constraints of the environment (e.g. walls, building, etc.). There is a challenge in term of ease of navigation : to help the player understand what path he can take to reach his mission objectives. The typical method to provide such navigation aid is to display a minimap, showing the entire world or a part of it from the top. More recently, overlay icons has been used, as in Splinter Cell – Pandora Tomorrow and Chaos Theory, to mark mission objectives and the paths that lead to them. Nevertheless, as pointed out by Pascal Luban (Luban 2006), the Lead Level Designer on the “versus” multiplayer version of those two games, the efficiency of these icons is questionable. The following will then present how and why, in this case, those visual displays could and sometimes should be substituted by an auditory display. What is 3-D Sound Good For ? By using a 3-D Audio API, such as Microsoft’s DirectSound3D®, and extensions such as Creative Labs’s EAX®, one can create a realistic three dimensional audio world, including complex environmental effects (reverberation, reflected sound, muffling, etc.). Now that the researchs on 3-D Audio rendering are well advanced and the technology avalaible on personnal computer, it is necessary to address the problem of their use outside the laboratory. Indeed, how these technologies can improve the quality and ease of interaction within a Human Computer Interface ? First, 3-D sound is often used to provide an auditory feedback redundant to visual cues. It is essential to enhance the sensation of presence



(related to immersion). Larson et al. (Larson et al. 2001), for example, has shown that "subjects in a bimodal condition experienced significantly higher presence, were more focused on the situation and enjoyed the Virtual Environment more than subjects receiving unimodal information did". It can also provide feedback for actions and situations that are out of the field of view of the listener. This is a use of 3-D sound for situational awareness. As pointed out by Begault (Begault 1994), 3-D sound has the advantage over vision in that multiple virtual sound sources can occur all around the listener. Moreover, "the focus of attention between virtual sound sources can be switched at will; vision, on the other hand, requires eye or head movement. This is important especially for speech intelligibility within multiple communication channel systems". This is typically referred to as the Cocktail Party effect (Cherry 1953). That is the reason why sound can be an important element of gameplay in stealth intrusion game, where, most of the time, the player can not see his/her opponent. Indeed, spatial auditory displays are known to be very effective for conveying alarm and warning messages in highstress environments. At last, 3-D Sound can be used to enrich user interface, adding information through another medium. This is particularly relevant for mobile system. Firstly, the use of sound can avoid visual clutter of small screen device. Secondly it can minimize demands upon user’s visual attention. It is a critical issue for classical GPS navigation system which should avoid to keep user attention away from the critical task of safely operating a vehicle (Day et al. 2004). So, 3-D Sound can also have a great potential for the design of a more transparent interface, offering a good complementarity between visual and auditory modality. Enhancing accessibility of a game’s map with an auditory display A need for complementarity between modalities According to Luban (Luban 2006), accessibility is "a major problem for players who discover a new map, and especially for beginners. Designers should keep in mind that the stress and the game rythm decrease the player’s capacity to properly analyze the setting". The settings mentionned here



refer to all the objects of the perceived world that are usefull for navigation, like a tower when walking in a city, or a foghorn when navigating a ship in the sea. In more of these settings, in-game interface elements are generally added to extend user perception of the game world. Minimaps split the screen to represent multiple view of action, requiring to share visual attention between multiple screen. As for overlay icons, even if they are more usable, they can disturb the player by overloading the screen. So, why does not make the best of the complementarity between modalities ? Indeed, a spatial auditory display should be better suited to give information about what is going on offscreen. Usability of auditory display for navigation task Enhancing the accessibility of a game's map with an auditory display involve the study of its usability for a navigation task. Now, such study is different from classical psychoacoustic one. According to Walker and Kramer (Walker and Kramer 2004), "first there is simple perception […]. Second, there is subtask of parsing the auditory scene into sound sources or streams […]. Finally there is the subtask of associative and cognitive processing". Perception is only one stage of a complex process for meaning construction and decision making. So, in order to enhance the performance of the setting’s analyse, one can first enable effective localization of sound sources and pattern recognition in sound mixture. But, at a more abstract level, learning to navigate a virtual world is also reffering to the formation of a cognitive map whitin a person’s mind. This map, also called visual image, "is an internal representation of an environment which one uses as a reference when navigating to a destination" (Passini 1992). Particularily in games, knowing whether a visual experience is a pre-requisite for such image formation is still an issue. Both, auditory and visual experience, contribute to the acquisition of spatial knowledge and "visual images, even in the sighted, may be representations based on information collected through a range of different sensory modalities" (De Beni and Cornoldi 1988). The role of auditory and visual modality in navigation in constrained environment



As pointed out by Gröhn (Gröhn 2006), navigation is often divided into two tasks, wayfinding and travel. Wayfinding is knowing where you are and how to get where you want to go and travel is the act of moving through a space (Sherman 2003). Now, when visual perception is constrained to the immediate surrounding, auditory modality can play the role of minimap, allowing the player to be aware of what was going on in the game-world not visible onscreen. In this case, wayfinding is rather an auditory task and travelling a visual task. For exemple, in a city-like virtual world, as illustrated in Figure 1, the role of visual experience in wayfinding is reduced to the choice of a direction at each crossroad, according to the azimuth of a given auditory target.



Perception Vision Hearing



Figure 1: auditory modality playnig the role of minimap That way, depending on the presence of visual landmark in the environment, auditory cues could have a proeminent role to spatial knowledge acquisition. This will depend on "the ability of individuals to encode and learn the layout of multiple locations relative to a common origin and then to spatially update their position relative to the locations while walking" (Klatsky et al. 2003).



3-D SOUND FOR NAVIGATION-BASED CHALLENGES Spatial sound rendering accuracy Positional 3-D audio There are two disctinct approaches for positional 3-D audio. The "physical approach", based on holophony (Jessel 1973), does not take into account perceptive mechanism and only tries to reproduce a soundfield as acurratly as possible in delimited zone using loudspeakers. This approach is the most reliable a priori because it is supposed to reproduce perfectly the spatialization effects, but it is also the more complex. Wave Field Synthesis (Berkhout et al. 1993) and Ambisonic (Gerzon 1992) technics are based on this approach. On the other hand, the "psychoacoustic approach", such as stereophony or binaural technics, use the property of human auditory system to simplify the reproduction processus. The stereophony uses the minimal amount of information necessary to reproduce an "acceptable" soundfield, so that an individual is not able to notify differences with the original soundfield. This is a rough method because spatialization effects rely exlusively on interaural time and intensity difference (ITD and IID) cues (Blauert 1983). The binaural technics is based on the same principle, except that it attempts to reproduce rigorously the soundfield in the vicinity of each ear of the listener. Using Head-Related Transfert Function (HRTF), it takes not only interaural differences into account but also the spectral coloration caused by the pinnae, head and torso. To address the influence of sound rendering accuracy on game map's accessibility, the previous technics should be compared. However, they can not be all put to a common "continuum of accuracy". Indeed, they do not invole the same level of complexity. For this study, "accuracy" will be considered as related to the amount and quality of spatial auditory cues. Such "psychoacoustic" approach suggests the comparison between stereophony and binaural because it is the only methods between wich a clear relation of impairment exists. At last, stereophonic sounds can be easily reproduced over headphone but it is difficult to reproduce binaural sounds through loudspeakers.



Indeed, it requires cross-talk cancellation (i.e. transauralization technics (Moller 1992), which is notoriously nonrobust to slight movements of the head. For this reason, it has been decided to compare stereophony and binaural rendering over headphone. The benefit of binaural rendering Navigating with a first person view involves generally to move around in a 2D space. Then, spatial hearing, could only be considered in the horizontal plan. Now, it is well known, since Duplex theory of Lord Rayleigh (Rayleigh 1907), that localization in this plan, relies on the interaural differences mentioned earlier (ITD and IID). Both stereophonic and binaural sound provide these spatial cues. Then, it seems that the main advantage of binaural rendering over stereophony for localization is the decrease of front-back confusion rates thanks to the use of HRTFs, even if non-individualized. However, since early work Wallach (Wallach 1939) it is known that allowing a listener to move his/her head also contributes to reduce the number of such reversals. Thus, it is not clear if HRTFs still contribute to accuracy of localization when head movement is enabled, as it is the case with FPS game. Well, Wenzel showed in a previous work (Wenzel 1995), that "when head motion is enabled. the pinna cues may play a more prominent role in sound localization than might have been expected from the early proposal of Wallach". Thus the relative contribution of spectral cues for localization seems to be ambiguous. As pointed by Begault (Begault 1994), if ITD and IID based on the spectral alteration of the HRTF is considered to be more accurate and realistic than the simple IID and ITD differences, this is rather in a qualitative sense than in terms of azimuth localization accuracy. Ideed, the manipulation of interaural differences over headphone involve a special case of localization called lateralization, where the spatial percept is heard inside the head, mostly along the interaural axis between the ears. This inside-the-head localization (IHL) can be partially eliminated using HRTFs, which can provide, on the contrary, externalization of sound sources. To conclude, no difference is expected for localization accuracy, nevertheless, the qualitative



enhancement of binaural rendering can have an effect on the usability of a spatial auditory display, especially for orientation task. Indeed, one can navigate using auditory cues by focusing on a given target in a soundscape. It requires that the auditory system separates the acoustic mixture in order to isolate the sound source of interest. This si a part of the "cocktail party problem" described by Cherry (Cherry 1953). According to Bronkhorst (Bronkhorst 2000), when a listener must extract the content of one sound source (the "target") in the presence of competing sources ("maskers"), spatial separation of the target and marker is generally beneficial to performance. Thus, allowing a more natural spatial separation using HRTF, could decrease the mental effort of selective attention, enhancing the effectiveness (accuracy and completeness of goal achieved) and/or efficiency (resources expended in relation to the accuracy and completeness of goal achieved) of orientation task Auditory navigation in games An exemple: Eye The Eye video game (http://eye.maratis3d.com) is a second year project designed by a group of students (Matthew Tomkinson, Olivier Adelh: Game Design, David Elahee, Benoît Vimont: Programming, Johan Spielmann, Anaël Seghezzi: Graphic Design, Timothée Pauleve: Sound Design, Julien Bourbonnais: Usability, Vivien Chazel: Production) from the Graduate School of Games (ENJMIN: www.enjmin.fr). This video game is based on the classical "blind man’s buff game". The player character, hero of the game, Vincent Grach, has an extraordinary power: he is able to visit others’ people memories. Travelling physically in a lunatic asylum and in the memory of all patients, he tries to save his wife. During this journey, he is confronted to the anguishes of the other characters. To save his mental health, he must close his eyes and progress in an almost dark world where only the circle of the strong lights appears. In this state, he must also protect himself from numerous dangers like falling from a barge or into a fire. His progression relies on his memory of the space and on the location of sound sources. As a consequence, an original and complex sound world is one of the main features of Eye. It



was designed using ISACT™ from Creative Labs©. It relies on a real time 3D localisation of sound sources, using the OpenAL® library which was integrated in the game engine "Maratis". This localisation can be heard trough a 5.1 system using the Sound Blaster® technology. Two other effects are used to help the player when Vincent Grach’s eyes are closed. Firstly, the decay of the attenuation curve of sound objects are accentuated (i.e. the "Roll Off" parameter is higher), then The "Eiffel Tower effect"1 mutes the sounds which are not related to dangers or which do not help for localisation. Navigation-Based challenge with sound Except for audio games for visually impaired (for example, GMA Games’s Shades of Doom® or Pin Interactive’s Terraformers®, etc.) or games revolving around a musical experience (Sega’s Rez®, Nana On-sha’s Vib Ribbon®), only few games use sounds as part of their gameplay. However, as point out by Stockburger in (Stockburger 2003), although a game can be seen as a larger genre, it sometime uses sound in an innovating way. For example, sound is an important element of gameplay in stealth intrusion game like Konami’s Metal Gear Solid 2 Sons of Liberty® (MSG2), where, most of the time, the player can not see his opponent. Indeed, according to Begault (Begault 1994), spatial auditory displays are very effective for conveying alarm and warning messages in high-stress environments. One aspect of the acousmatic2 situation of the player in MGS2 is referred to as sound awareness, similar to what can be experienced by a pilot in an airline cockpit. In the same game, another type of acousmatic situation occurs when the player has to use a directional microphone to locate a specific hostage in the environment. Similar challenge is also encountered in Eye, except that, visual cues are only partially available. As illustrated in Figure It refers to the study of Roland Barthes on "Eiffel Tower and other mythologies". He believed that the tower was so popular because a person looking out over Paris felt they could master the city's complexity. 2 According to Chion (Chion 1997), the term “Acousmatic” is used to describe the listening situation of someone hearing a sound without seeing the object which produced it. 1



2, these two games illustrate two complementary challenges involved by an auditory navigationbased gameplay. MSG2:
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Figure 2: two complementary challenges involved by auditory navigation-based gameplay The first one, illustrated by Eye, relies on the perception of "local" target(s). Indeed, because visual perception can be frequently interrupted, auditory modality has to be strongly involved in the encoding of the immediate surrounding scene. For example, a fast memorization of the exit’s topology of a room in more of the objects it contains turns out to be fundamental. The second one, illustrated by MSG2, rather relies on the perception of "global" target(s). The encoding of the surrounding is rather visual, and is not challenging a priori. The game balance mostly relies on the updating of the spatial image formed by auditory experience. This can be challenging because the listener must constantly correct bearing, i.e. to minimize the angle between the target and the direction imposed by the corridor or road-network. Controling reliance on physical space Finding a character by using the directional microphone, as in MSG2, is similar to find a given street in a town by using a compass. If we assume that the player didn’t know the environment, the effectiveness of such task depends mainly on the complexity of the road (or corridor) pattern. For example, the pattern in Figure 3.a can be considered more complex than the pattern in Figure 3.b, referred to as raster pattern by Alexander et al. (Alexander et al. 1997).
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Figure 3: Example of two different complexities for road-network. (a) is supposed to be more complex than (b) Thus, controlling the reliance on physical space can be a critical issue for accessibility as for game balance. It depends on the relative importance of navigation during the different phases of the game and more generally on the player activity. For example, if the player has to fight an enemy, navigation becomes a secondary task, and should be achieved with the minimum of cognitive load. Indicating the shortest path to the target could then annihilate the complexity of a pattern, removing any challenge in navigating. In the contrary, if the goal is to collect equipments (typically, weapon, armour or ammunition) then, navigation could be more challenging. The following illustrates how to make the most of the potential of 3D audio for this particular balance. Two approaches for representing space through sound In the domain of sonification, the term beacon has been introduced by G. Kramer (Kramer 1994) to describe a category of sound used as a reference for auditory exploration and analyse of complex, multivariate data set. Beacons do not have intrinsically spatial property, but has been naturally adapted to navigation by Walker and Lindsay (Walker and Lindsay 2003). This concept is very close to the concept of landmark used in the domain of urban planning. As Johnson and Wiles point out in (Johnson and Wiles 2001), it is preferable that the interface remains the most transparent as possible. They hypothesise that "the focus on, and lack of distraction from, the major task contribute to the facilitation of the flow". For example, Lionhead Studio‘s Black & White®, have been released with the interface virtually absent during gameplay. Such design rule can be transposed to auditory modality, considering its strong ability to facilitate player's selective attention. For example, Andresen



(Andresen 2002), creating a blind-accessible game, has installed noisy air conditioning vents into the centre of each hallway to indicate the location of the exits. The importance of this type of beacons indicating location in the immediate surrounding has been well illustrated by Eye. Then, the previous guideline will be applied to beacons which indicate a distant location. a
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Figure 4: two approaches for auditory representation of distant location through sound Let's consider the environment shown in Figure 4, presenting many adjacent rooms with opening, communicating each other. A given sound source (the target) is in a room (the distant location) and the listener in another one. In MSG2 the player would hear a sound coming straight from the wall, and indicating a direct path from the listener to the source. In this case, the use of the information conveyed by sound is similar to the use of a compass. The beacon indicates the real position of the distant location in the game world, as if one was looking at the world map. The space is then rather perceived from the "outside". This approach, described as decontextualized (a), is common since sound engine only recently support complex environmental effects (i.e. take into account the interaction of sound with physical space). Let's now consider an oversimplification of acoustic waves propagation in such environment. By extrapolating the exclusion phenomenon, the apparent position of the source is the position of the opening. Thus, such approach, described as contextualized (b), defines a beacon indicating both, exit location in the immediate surrounding and a path to the distant location of an object.



Here, the space is rather perceived from the "inside". Hearing, like vision, is constrained by walls. To describe clearly these two beacons, two terms have to be defined: the target is a location to reach and the beacon is a sound, whose spatial cues indicate this location. Hypothesis The aim of this study is to assess the roles of spatial auditory perception and cognition in accessibility of game map with a first person view. Now, two factors have been described that allow us to create: - two different situations of "spatial perception", by means of different rendering methods (binaural vs. stereophony), and - two different situations of "spatial cognition", by means of different methods for representing distant location (contextualized vs. decontextualized). These two factors allow us to evaluate the different aspects of usability when navigating with a first person view in a city-like virtual environment. The first factor (rendering method) is supposed to have an effect on auditory scene analysis. As mentioned earlier, no difference between binaural and stereophony is expected for localization accuracy. However, the use of HRTF, could decrease the mental effort of selective attention, enhancing the effectiveness and/or efficiency of orientation task. It is then expected that, at each crossroad, binaural rendering allow to choose direction faster, with less cognitive load. The second factor (representation methods), should affect both perception (at a lower level) and cognition (at a higher level) of the user. Discerning the navigation task (i.e. wayfinding) from the orientation task (i.e. choosing a direction when bifurcation occurs), the following hypotheses are ventured. First of all, when using decontextualized beacons, there is often an obstacle between the sound source and the listener. So he/she had to resolve an ambiguity (e.g. to choose the nearest direction), which adds extra time for decision, relatively to contextualized representation. Moreover, with decontextualized beacons, the



spatial configurations of targets and beacons do not fit. That way, auditory modality can not contribute to the formation of the mental map, which relies mostly on visual experience. Now, because visual experience is constrained to local perception, this mental map should be less accurate than with contextualized beacons. However, using these beacons requires greater focus of auditory attention to the spatial configuration in order to correct bearing (i.e. angle between the target and the direction imposed by the road-network). This should involve a higher cognitive load. The following will present the design and setup of the experiment that will allow us to test these hypothesis. First, the task and the choices that have been made for the design of the virtual world will be justified. Then the experimental setup, including the description of the independent variables and test procedure will be presented. EXPERMIMENTAL DESIGN Rules of play Nine sound sources are hidden in a town and the goal is to find successively these sources. When the game starts, the first source is presented in front of the listener, with a sound level corresponding to the minimum distance defined by the distance/attenuation law. A word describing this source is displayed simultaneously on the screen. For example, if the sound source is a church bell ringing, then the subject will see the word "church" on screen. There is no limitation time for listening to the target, because it is not possible to recall it during navigation. When the subject is ready, he/she presses the space bar on the keyboard, and the game begins. Because, there is no visual representation of the sound source, the only way to find it is to guess the direction of it and to go always closer until the program presents the next target (which mean that the source is found). All the nine sources are heard during the entire navigation.



Navigation in the Virtual World Interaction



The player moves a first person camera along the town by the aid of the arrow keys of the computer keyboard. In order to avoid the effect of differences in sleight between subjects, the interaction capacities are limited to the minimum. The controls are: -



-



-



Key "right arrow" and "left arrow": there keys are used for rotation. The player can let the key pressed to rotate continuously at a constant angular speed of 1.309 rad.s-1 (75°.s-1). Key "up" is used to go forward. The subject just has to press the key once to go automatically to the next crossroad, even if the first-person camera is not oriented exactly in the direction of a street. The application chooses the closest direction of the camera orientation. Key "down" is used to go backward. In the same way the key "up" does, the subject just has to press the key one time to be brought back to the previous crossroad. This key is just a cancellation one, so it is no more available once the subject has reached the next location.



The network Because navigation in a town is a succession of choices of directions to take, the 3D model of the road-network has been simplified drastically so navigation is like moving from square to square on a chessboard. So when the subject is on a crossroad, there are maximum four different directions. However, it can happen that two nodes are adjacent (Cf. Figure 5 (*)).



game. Moreover, the starting point is a bigger node than the other, located in the center of the town. The zones are the only explicit visual landmarks in the environment. Figure 6 shows a top view of the town. Starting Point
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Figure 6: the virtual town Visual design As pointed by Pellegrini (Pellegrini 2001), "when assessing psychoacoustic features within an AVE (auditory virtual environment), the auditory test setup needs to be designed with care to minimize unwanted cross-modal influences". Thus the textures were choosed for their banality, avoiding that a building serves as visual landmark.
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Figure 5: road-network Finally, three different zones were created (red, blue and green), in order to facilitate the source location recall during evaluation at the end of the



Listener



Figure 7: position of spotlight road-network Moreover, as can be seen in Figure 7, the Virtual World is not illuminated. Only few spotlights are used to allow the visualization of the directly reachable nodes. By this way, local visual perception is under control and reduced to desired cues: the direction choices, the distance and the azimuth of next nodes. The Figure 8 shows a screenshot of the first-person view.
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Figure 10: binaural synthesis



Figure 8: first-person view of the Virtual World Sound design Stereophonic and binaural rendering The stereophonic rendering mode is implemented using a model of an AB-ORTF microphone. This technique uses two first order cardioid microphones with a spacing of 17 cm and an 110° angle between the capsules (see Figure 9). The spacing of the microphones emulates the distance between human ears, and the two directional microphones emulate the shadow effect of the human head.



The design of contextualized beacons Researches on usability have shown that "the design goals for Auditory Virtual Environments shift from "reproducing the physical behaviour of a real environment as accurate as possible" to "stimulating the desired perception directly" (Pellegrini 2001). Then, it is recommended to rather reproduce required features for a given specific application. Consequently, implementing contextualized beacons does not necessarily require to model the exclusion phenomenon. However, as illustred in Figure 11, the beacon needs to exhibit its main characteristics, that is: -



α = 120°



d = 17 cm Figure 9: AB-ORTF microphone For binaural rendering the azimuth and elevation of the virtual sound source are controlled by means of two sets {HD,HG} of filter coefficient from database of HRTFs (Head Related Transfer Functions), according to the specified direction (see Figure 10). In this experiment, the HRTFs are not individualized, but have been selected after an experiment was carried out in order to find the best general HRTFs among a set of eight (i.e. HRTFs from eight different persons).



-



The sound of the beacon is coming from a particular exit. This is implemented by calculating the shortest path toward the distant location each time a new node is reached. Then, the azimuth of the sound source is given by the first node of the path. The sound must reflect the effect of wave's propagation. Only the effect of distance (length of the shortest path) on sound level has been included.



For smooth changes, the position of the source between two nodes is determined by linear interpolation.



because hearing simultaneously nine short sounds in loop is extremely cacophonic, we decided to minimize superposition in inserting silences between their occurrences. Then, for each source, we created a second sound file, used when the correspondent sound source was not being sought. As we see in Figure 13, it contains two occurrences of the sample separated by two silences, respectively 11 seconds and 15 seconds long. We used two different lengths for silences to limit annoying repetition. So, thanks to an offset of 4 seconds between each sound source, there are never more than six sounds played simultaneously. Figure 11: contextualized beacons As for contextualized beacons, distance and azimuth are simply determined by the polar coordinates of the target, as illustrated in Figure 12.
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Figure 13: onset-time of sound events Experimental setup Experimental factor



Figure 12: decontextualized beacons The sound source The sound sources are every day sounds that could be heard in a town and which can be described easily and without any ambiguity by one or two words. Their description is the following: - Fireworks: loud explosion followed by low level whistle and then a loud crackle. - Church: bell ringing. - Guignol Theater: children yelling. - Hospital: ambulance's siren. - Port: seagull's cry and low level sound of water in background. - Roadwork: jack hammer's sound. - Stadium: crowd singing. - Train: train passing - Fanfare: two bars of a piece for fanfare. Each sound is 5 seconds long and is played in loop when the player is seeking it. However



There are two independent variables which concern respectively the rendering method of sound and the representation mothod of distant location. Binaural vs. Stereophony × Contextualized vs. Decontextualized These variables has two levels, then, there are four conditions to test, called - BinCont, i.e. binaural rendering and contextualized beacons, - BinDecont, i.e. binaural rendering and decontextualized beacons, - SteCont, i.e. stereophonic rendering and contextualized beacons, - SteDecont, i.e. stereophonic rendering and decontextualized beacons. These four conditions are distributed to four separate groups of ten subject according to an inter-group experimental design. The subjects are between 15 and 45 years old and are casual gamer.



Dependent variables Interaction logs are recorded during the game, allowing to extract the following criteria: - The mean elapsed duration at crossroads, - The mean normalized covered distance to reach the target, - The distribution of the azimuts used for dynamic localization. Immediately after the subject has found the last source, it is asked to the partiticpatn, to report the nine locations one a map, then the Absolute Distance Error can be measured. It is define as the distance between the position of the target and the position reported on the map. After the location recall, an auto-evaluation of the NASA-TLX is proceeded, which is "a multi-dimensional rating procedure that provides an overall workload score based on a weighted average of ratings on six subscales" (NASA 1987): Mental demands, Physical Demands, Temporal Demands, Own Performance, Effort, and Frustration. At last, each session is ended by an impression questionnaire which consists of twelve assertions that the subject can negate (resp. confirm) gradually. The rating is achieved by means of a scale presented as a line divided into 7 intervals anchored by bipolar descriptors (Absolutely/Not at all). Training



No subject encountered problems during training and all of them quickly found the sound source. The test Three sources were randomly positioned in each of the three zones. The locations of the sound sources were the same for every subject. However, the order in which they had to be sought is different for each subject of a given group. In order to minimize the influence of target's order during data analysis, different sequences of ten sources are constructed based on a model which attribute to each zone a different amount of sources sought successively. Thus, they had to find one source in the green zone, two in the blue one and three in the red one. The Table 1 presents the exhaustive list of zone transitions respecting these rules



Table 1: list of zone transitions At last, subjects played the game three times in three consecutive sessions in order to observe acquisition effects. For each session, the sequence of the sound sources and their locations were the same. RESULTS AND DISCUSSION Results



Figure 14: training environment A smaller environment has been designed for the training phase, in which a unique sound source ("train") has been located. Figure 14 shows a top view of the environment. It presents all the characteristics of the test environment except zones: crossroads, corners, adjacent corners and oblique roads.



An ANOVA was conducted on the objective dependent variables (mean elapsed duration spent at crossroads, normalized covered distance and orientation frequency). For each group, there are 90 realizations of each variable (9 sources × 10 subjects). However, for the subjective workload and the scales of the questionnaire, data were collected only once per session, so there are only 10 realizations of the variables. It is not enough for applying the classical ANOVA model. In this case, the statistical analyses were conducted with nonparametric versions of the ANOVA. The KruskallWallis test was used for inter-group comparisons



(i.e. effects of condition) and the Friedman test for intra-group comparisons (i.e. effect of acquisition) Mean elapsed duration at crossroads Figure 15 shows the elapsed duration in seconds for the four conditions and the three trial. The ANOVA reveals significant effect of the condition on the elapsed duration, F(3,356) = 19.054, p 
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