






[image: PDFHALL.COM]






Menu





	 maison
	 Ajouter le document
	 Signe
	 Créer un compte







































The Javaâ„¢ Language Specification

Jan 21, 1996 - 15.20.2 Type Comparison Operator instanceof 513 ..... No one deserves more credit .... Project Coin, an OpenJDK project created in 2009 with the goal of " ...... In the following program, a playing card class is built atop two ... 

















 Télécharger le PDF 






 3MB taille
 1 téléchargements
 62 vues






 commentaire





 Report
























The Java™ Language Specification Java SE 7 Edition James Gosling Bill Joy Guy Steele Gilad Bracha Alex Buckley



2012-02-06



Specification: JSR-000901 Java™ Language Specification ("Specification") Version: 7 Status: Final Release Release: July 2011 Copyright © 2011 Oracle America, Inc. and/or its affiliates. All rights reserved. 500 Oracle Parkway M/S 5op7, California 94065, U.S.A. LIMITED LICENSE GRANTS 1. License for Evaluation Purposes. Oracle hereby grants you a fully-paid, non-exclusive, non-transferable, worldwide, limited license (without the right to sublicense), under Oracle's applicable intellectual property rights to view, download, use and reproduce the Specification only for the purpose of internal evaluation. This includes (i) developing applications intended to run on an implementation of the Specification, provided that such applications do not themselves implement any portion(s) of the Specification, and (ii) discussing the Specification with any third party; and (iii) excerpting brief portions of the Specification in oral or written communications which discuss the Specification provided that such excerpts do not in the aggregate constitute a significant portion of the Specification. 2. License for the Distribution of Compliant Implementations. Oracle also grants you a perpetual, non-exclusive, non-transferable, worldwide, fully paid-up, royalty free, limited license (without the right to sublicense) under any applicable copyrights or, subject to the provisions of subsection 4 below, patent rights it may have covering the Specification to create and/or distribute an Independent Implementation of the Specification that: (a) fully implements the Specification including all its required interfaces and functionality; (b) does not modify, subset, superset or otherwise extend the Licensor Name Space, or include any public or protected packages, classes, Java interfaces, fields or methods within the Licensor Name Space other than those required/authorized by the Specification or Specifications being implemented; and (c) passes the Technology Compatibility Kit (including satisfying the requirements of the applicable TCK Users Guide) for such Specification ("Compliant Implementation"). In addition, the foregoing license is expressly conditioned on your not acting outside its scope. No license is granted hereunder for any other purpose (including, for example, modifying the Specification, other than to the extent of your fair use rights, or distributing the Specification to third parties). Also, no right, title, or interest in or to any trademarks, service marks, or trade names of Oracle or Oracle's licensors is granted hereunder. Java, and Java-related logos, marks and names are trademarks or registered trademarks of Oracle in the U.S. and other countries. 3. Pass-through Conditions. You need not include limitations (a)-(c) from the previous paragraph or any other particular "pass through" requirements in any license You grant concerning the use of your Independent Implementation or products derived from it. However, except with respect to Independent Implementations (and products derived from them) that satisfy limitations (a)-(c) from the previous paragraph, You may neither: (a) grant or otherwise pass through to your licensees any licenses under Oracle's applicable intellectual property rights; nor (b) authorize your licensees to make any claims concerning their implementation's compliance with the Specification in question.



4. Reciprocity Concerning Patent Licenses. a. With respect to any patent claims covered by the license granted under subparagraph 2 above that would be infringed by all technically feasible implementations of the Specification, such license is conditioned upon your offering on fair, reasonable and nondiscriminatory terms, to any party seeking it from You, a perpetual, non-exclusive, nontransferable, worldwide license under Your patent rights which are or would be infringed by all technically feasible implementations of the Specification to develop, distribute and use a Compliant Implementation. b. With respect to any patent claims owned by Oracle and covered by the license granted under subparagraph 2, whether or not their infringement can be avoided in a technically feasible manner when implementing the Specification, such license shall terminate with respect to such claims if You initiate a claim against Oracle that it has, in the course of performing its responsibilities as the Specification Lead, induced any other entity to infringe Your patent rights. c. Also with respect to any patent claims owned by Oracle and covered by the license granted under subparagraph 2 above, where the infringement of such claims can be avoided in a technically feasible manner when implementing the Specification such license, with respect to such claims, shall terminate if You initiate a claim against Oracle that its making, having made, using, offering to sell, selling or importing a Compliant Implementation infringes Your patent rights. 5. Definitions. For the purposes of this Agreement: "Independent Implementation" shall mean an implementation of the Specification that neither derives from any of Oracle's source code or binary code materials nor, except with an appropriate and separate license from Oracle, includes any of Oracle's source code or binary code materials; "Licensor Name Space" shall mean the public class or interface declarations whose names begin with "java", "javax", "com.sun" or their equivalents in any subsequent naming convention adopted by Oracle through the Java Community Process, or any recognized successors or replacements thereof; and "Technology Compatibility Kit" or "TCK" shall mean the test suite and accompanying TCK User's Guide provided by Oracle which corresponds to the Specification and that was available either (i) from Oracle 120 days before the first release of Your Independent Implementation that allows its use for commercial purposes, or (ii) more recently than 120 days from such release but against which You elect to test Your implementation of the Specification. This Agreement will terminate immediately without notice from Oracle if you breach the Agreement or act outside the scope of the licenses granted above. DISCLAIMER OF WARRANTIES THE SPECIFICATION IS PROVIDED "AS IS". ORACLE MAKES NO REPRESENTATIONS OR WARRANTIES, EITHER EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO, WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, NON-INFRINGEMENT (INCLUDING AS A CONSEQUENCE OF ANY PRACTICE OR IMPLEMENTATION OF THE SPECIFICATION), OR THAT THE CONTENTS OF THE SPECIFICATION ARE SUITABLE FOR ANY PURPOSE. This document does not represent any commitment to release or implement any portion of the Specification in any product. In addition, the Specification could include technical inaccuracies or typographical errors.



LIMITATION OF LIABILITY TO THE EXTENT NOT PROHIBITED BY LAW, IN NO EVENT WILL ORACLE OR ITS LICENSORS BE LIABLE FOR ANY DAMAGES, INCLUDING WITHOUT LIMITATION, LOST REVENUE, PROFITS OR DATA, OR FOR SPECIAL, INDIRECT, CONSEQUENTIAL, INCIDENTAL OR PUNITIVE DAMAGES, HOWEVER CAUSED AND REGARDLESS OF THE THEORY OF LIABILITY, ARISING OUT OF OR RELATED IN ANY WAY TO YOUR HAVING, IMPLEMENTING OR OTHERWISE USING THE SPECIFICATION, EVEN IF ORACLE AND/OR ITS LICENSORS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. You will indemnify, hold harmless, and defend Oracle and its licensors from any claims arising or resulting from: (i) your use of the Specification; (ii) the use or distribution of your Java application, applet and/or implementation; and/or (iii) any claims that later versions or releases of any Specification furnished to you are incompatible with the Specification provided to you under this license. RESTRICTED RIGHTS LEGEND U.S. Government: If this Specification is being acquired by or on behalf of the U.S. Government or by a U.S. Government prime contractor or subcontractor (at any tier), then the Government's rights in the Software and accompanying documentation shall be only as set forth in this license; this is in accordance with 48 C.F.R. 227.7201 through 227.7202-4 (for Department of Defense (DoD) acquisitions) and with 48 C.F.R. 2.101 and 12.212 (for non-DoD acquisitions). REPORT If you provide Oracle with any comments or suggestions concerning the Specification ("Feedback"), you hereby: (i) agree that such Feedback is provided on a non-proprietary and non-confidential basis, and (ii) grant Oracle a perpetual, non-exclusive, worldwide, fully paid-up, irrevocable license, with the right to sublicense through multiple levels of sublicensees, to incorporate, disclose, and use without limitation the Feedback for any purpose. GENERAL TERMS Any action related to this Agreement will be governed by California law and controlling U.S. federal law. The U.N. Convention for the International Sale of Goods and the choice of law rules of any jurisdiction will not apply. The Specification is subject to U.S. export control laws and may be subject to export or import regulations in other countries. Licensee agrees to comply strictly with all such laws and regulations and acknowledges that it has the responsibility to obtain such licenses to export, re-export or import as may be required after delivery to Licensee. This Agreement is the parties' entire agreement relating to its subject matter. It supersedes all prior or contemporaneous oral or written communications, proposals, conditions, representations and warranties and prevails over any conflicting or additional terms of any quote, order, acknowledgment, or other communication between the parties relating to its subject matter during the term of this Agreement. No modification to this Agreement will be binding, unless in writing and signed by an authorized representative of each party.



Table of Contents Preface to the First Edition xv Preface to the Second Edition xix Preface to the Third Edition xxi Preface to the Java SE 7 Edition xxv



1 Introduction 1 1.1 1.2 1.3 1.4 1.5



Organization of the Specification 2 Example Programs 5 Notation 6 Relationship to Predefined Classes and Interfaces 6 References 7



2 Grammars 9 2.1 2.2 2.3 2.4



Context-Free Grammars 9 The Lexical Grammar 9 The Syntactic Grammar 10 Grammar Notation 10



3 Lexical Structure 15 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9 3.10



Unicode 15 Lexical Translations 16 Unicode Escapes 17 Line Terminators 18 Input Elements and Tokens 19 White Space 21 Comments 21 Identifiers 23 Keywords 24 Literals 25 3.10.1 Integer Literals 25 3.10.2 Floating-Point Literals 32 3.10.3 Boolean Literals 35 3.10.4 Character Literals 35 3.10.5 String Literals 36 3.10.6 Escape Sequences for Character and String Literals 39



iii



The Java™ Language Specification



3.11 3.12



3.10.7 The Null Literal 39 Separators 40 Operators 40



4 Types, Values, and Variables 41 4.1 4.2



4.3



4.4 4.5 4.6 4.7 4.8 4.9 4.10



4.11 4.12



The Kinds of Types and Values 41 Primitive Types and Values 42 4.2.1 Integral Types and Values 43 4.2.2 Integer Operations 43 4.2.3 Floating-Point Types, Formats, and Values 45 4.2.4 Floating-Point Operations 48 4.2.5 The boolean Type and boolean Values 51 Reference Types and Values 52 4.3.1 Objects 54 4.3.2 The Class Object 56 4.3.3 The Class String 57 4.3.4 When Reference Types Are the Same 57 Type Variables 58 Parameterized Types 60 4.5.1 Type Arguments and Wildcards 61 4.5.2 Members and Constructors of Parameterized Types 64 Type Erasure 65 Reifiable Types 66 Raw Types 67 Intersection Types 71 Subtyping 72 4.10.1 Subtyping among Primitive Types 72 4.10.2 Subtyping among Class and Interface Types 73 4.10.3 Subtyping among Array Types 73 Where Types Are Used 74 Variables 75 4.12.1 Variables of Primitive Type 76 4.12.2 Variables of Reference Type 76 4.12.3 Kinds of Variables 78 4.12.4 final Variables 80 4.12.5 Initial Values of Variables 81 4.12.6 Types, Classes, and Interfaces 82



5 Conversions and Promotions 85 5.1



iv



Kinds of Conversion 88 5.1.1 Identity Conversion 88 5.1.2 Widening Primitive Conversion 88 5.1.3 Narrowing Primitive Conversion 90 5.1.4 Widening and Narrowing Primitive Conversion 93 5.1.5 Widening Reference Conversion 93 5.1.6 Narrowing Reference Conversion 93 5.1.7 Boxing Conversion 94



The Java™ Language Specification



5.2 5.3 5.4 5.5



5.6



5.1.8 Unboxing Conversion 95 5.1.9 Unchecked Conversion 97 5.1.10 Capture Conversion 97 5.1.11 String Conversion 99 5.1.12 Forbidden Conversions 100 5.1.13 Value Set Conversion 100 Assignment Conversion 101 Method Invocation Conversion 106 String Conversion 108 Casting Conversion 108 5.5.1 Reference Type Casting 111 5.5.2 Checked Casts and Unchecked Casts 115 5.5.3 Checked Casts at Run-time 116 Numeric Promotions 117 5.6.1 Unary Numeric Promotion 118 5.6.2 Binary Numeric Promotion 119



6 Names 121 6.1 6.2 6.3 6.4 6.5



6.6



Declarations 122 Names and Identifiers 127 Scope of a Declaration 130 Shadowing and Obscuring 133 6.4.1 Shadowing 135 6.4.2 Obscuring 138 Determining the Meaning of a Name 140 6.5.1 Syntactic Classification of a Name According to Context 141 6.5.2 Reclassification of Contextually Ambiguous Names 143 6.5.3 Meaning of Package Names 145 6.5.3.1 Simple Package Names 145 6.5.3.2 Qualified Package Names 146 6.5.4 Meaning of PackageOrTypeNames 146 6.5.4.1 Simple PackageOrTypeNames 146 6.5.4.2 Qualified PackageOrTypeNames 146 6.5.5 Meaning of Type Names 146 6.5.5.1 Simple Type Names 146 6.5.5.2 Qualified Type Names 146 6.5.6 Meaning of Expression Names 147 6.5.6.1 Simple Expression Names 147 6.5.6.2 Qualified Expression Names 148 6.5.7 Meaning of Method Names 151 6.5.7.1 Simple Method Names 151 6.5.7.2 Qualified Method Names 151 Access Control 152 6.6.1 Determining Accessibility 153 6.6.2 Details on protected Access 157 6.6.2.1 Access to a protected Member 157 6.6.2.2 Qualified Access to a protected Constructor 158



v



The Java™ Language Specification



6.7



Fully Qualified Names and Canonical Names 159



7 Packages 163 7.1 7.2 7.3 7.4



7.5



7.6



Package Members 163 Host Support for Packages 165 Compilation Units 167 Package Declarations 168 7.4.1 Named Packages 168 7.4.2 Unnamed Packages 169 7.4.3 Observability of a Package 170 Import Declarations 170 7.5.1 Single-Type-Import Declarations 171 7.5.2 Type-Import-on-Demand Declarations 173 7.5.3 Single-Static-Import Declarations 174 7.5.4 Static-Import-on-Demand Declarations 175 Top Level Type Declarations 175



8 Classes 179 8.1



8.2 8.3



8.4



vi



Class Declarations 181 8.1.1 Class Modifiers 181 8.1.1.1 abstract Classes 182 8.1.1.2 final Classes 184 8.1.1.3 strictfp Classes 184 8.1.2 Generic Classes and Type Parameters 185 8.1.3 Inner Classes and Enclosing Instances 187 8.1.4 Superclasses and Subclasses 190 8.1.5 Superinterfaces 192 8.1.6 Class Body and Member Declarations 195 Class Members 196 Field Declarations 201 8.3.1 Field Modifiers 205 8.3.1.1 static Fields 205 8.3.1.2 final Fields 209 8.3.1.3 transient Fields 209 8.3.1.4 volatile Fields 209 8.3.2 Initialization of Fields 211 8.3.2.1 Initializers for Class Variables 211 8.3.2.2 Initializers for Instance Variables 212 8.3.2.3 Restrictions on the use of Fields during Initialization 212 Method Declarations 215 8.4.1 Formal Parameters 216 8.4.2 Method Signature 219 8.4.3 Method Modifiers 220 8.4.3.1 abstract Methods 221 8.4.3.2 static Methods 222 8.4.3.3 final Methods 223



The Java™ Language Specification



8.5 8.6 8.7 8.8



8.9



8.4.3.4 native Methods 224 8.4.3.5 strictfp Methods 224 8.4.3.6 synchronized Methods 224 8.4.4 Generic Methods 226 8.4.5 Method Return Type 226 8.4.6 Method Throws 227 8.4.7 Method Body 228 8.4.8 Inheritance, Overriding, and Hiding 229 8.4.8.1 Overriding (by Instance Methods) 229 8.4.8.2 Hiding (by Class Methods) 232 8.4.8.3 Requirements in Overriding and Hiding 233 8.4.8.4 Inheriting Methods with Override-Equivalent Signatures 237 8.4.9 Overloading 238 Member Type Declarations 242 8.5.1 Static Member Type Declarations 242 Instance Initializers 243 Static Initializers 243 Constructor Declarations 244 8.8.1 Formal Parameters and Type Parameters 245 8.8.2 Constructor Signature 245 8.8.3 Constructor Modifiers 245 8.8.4 Generic Constructors 246 8.8.5 Constructor Throws 247 8.8.6 The Type of a Constructor 247 8.8.7 Constructor Body 247 8.8.7.1 Explicit Constructor Invocations 248 8.8.8 Constructor Overloading 251 8.8.9 Default Constructor 251 8.8.10 Preventing Instantiation of a Class 253 Enums 253 8.9.1 Enum Constants 254 8.9.2 Enum Body Declarations 256



9 Interfaces 263 9.1



9.2 9.3 9.4



Interface Declarations 264 9.1.1 Interface Modifiers 264 9.1.1.1 abstract Interfaces 265 9.1.1.2 strictfp Interfaces 265 9.1.2 Generic Interfaces and Type Parameters 265 9.1.3 Superinterfaces and Subinterfaces 266 9.1.4 Interface Body and Member Declarations 267 Interface Members 268 Field (Constant) Declarations 269 9.3.1 Initialization of Fields in Interfaces 271 Abstract Method Declarations 271 9.4.1 Inheritance and Overriding 272



vii



The Java™ Language Specification



9.4.1.1 9.4.1.2 9.4.1.3



9.5 9.6



9.7



Overriding (by Instance Methods) 273 Requirements in Overriding 273 Inheriting Methods with Override-Equivalent Signatures 273 9.4.2 Overloading 274 Member Type Declarations 274 Annotation Types 275 9.6.1 Annotation Type Elements 276 9.6.2 Defaults for Annotation Type Elements 280 9.6.3 Predefined Annotation Types 280 9.6.3.1 @Target 280 9.6.3.2 @Retention 281 9.6.3.3 @Inherited 281 9.6.3.4 @Override 282 9.6.3.5 @SuppressWarnings 283 9.6.3.6 @Deprecated 283 9.6.3.7 @SafeVarargs 284 Annotations 285 9.7.1 Normal Annotations 286 9.7.2 Marker Annotations 288 9.7.3 Single-Element Annotations 289



10 Arrays 291 10.1 10.2 10.3 10.4 10.5 10.6 10.7 10.8 10.9



Array Types 292 Array Variables 292 Array Creation 294 Array Access 294 Array Store Exception 295 Array Initializers 297 Array Members 298 Class Objects for Arrays 300 An Array of Characters is Not a String 301



11 Exceptions 303 11.1



11.2



11.3



The Kinds and Causes of Exceptions 304 11.1.1 The Kinds of Exceptions 304 11.1.2 The Causes of Exceptions 305 11.1.3 Asynchronous Exceptions 305 Compile-Time Checking of Exceptions 306 11.2.1 Exception Analysis of Expressions 308 11.2.2 Exception Analysis of Statements 308 11.2.3 Exception Checking 309 Run-Time Handling of an Exception 311



12 Execution 315 12.1



viii



Java virtual machine Start-Up 315



The Java™ Language Specification



12.2 12.3



12.4 12.5 12.6 12.7 12.8



12.1.1 Load the Class Test 316 12.1.2 Link Test: Verify, Prepare, (Optionally) Resolve 316 12.1.3 Initialize Test: Execute Initializers 317 12.1.4 Invoke Test.main 318 Loading of Classes and Interfaces 318 12.2.1 The Loading Process 319 Linking of Classes and Interfaces 320 12.3.1 Verification of the Binary Representation 320 12.3.2 Preparation of a Class or Interface Type 321 12.3.3 Resolution of Symbolic References 321 Initialization of Classes and Interfaces 322 12.4.1 When Initialization Occurs 323 12.4.2 Detailed Initialization Procedure 325 Creation of New Class Instances 327 Finalization of Class Instances 331 12.6.1 Implementing Finalization 332 12.6.2 Interaction with the Memory Model 334 Unloading of Classes and Interfaces 335 Program Exit 336



13 Binary Compatibility 337 13.1 13.2 13.3 13.4



The Form of a Binary 338 What Binary Compatibility Is and Is Not 343 Evolution of Packages 344 Evolution of Classes 344 13.4.1 abstract Classes 344 13.4.2 final Classes 344 13.4.3 public Classes 345 13.4.4 Superclasses and Superinterfaces 345 13.4.5 Class Type Parameters 346 13.4.6 Class Body and Member Declarations 347 13.4.7 Access to Members and Constructors 348 13.4.8 Field Declarations 350 13.4.9 final Fields and Constants 352 13.4.10 static Fields 354 13.4.11 transient Fields 354 13.4.12 Method and Constructor Declarations 354 13.4.13 Method and Constructor Type Parameters 355 13.4.14 Method and Constructor Formal Parameters 356 13.4.15 Method Result Type 357 13.4.16 abstract Methods 357 13.4.17 final Methods 358 13.4.18 native Methods 358 13.4.19 static Methods 359 13.4.20 synchronized Methods 359 13.4.21 Method and Constructor Throws 359 13.4.22 Method and Constructor Body 359



ix



The Java™ Language Specification



13.5



13.4.23 Method and Constructor Overloading 359 13.4.24 Method Overriding 361 13.4.25 Static Initializers 361 13.4.26 Evolution of Enums 361 Evolution of Interfaces 361 13.5.1 public Interfaces 361 13.5.2 Superinterfaces 362 13.5.3 Interface Members 362 13.5.4 Interface Type Parameters 362 13.5.5 Field Declarations 363 13.5.6 abstract Methods 363 13.5.7 Evolution of Annotation Types 363



14 Blocks and Statements 365 14.1 14.2 14.3 14.4 14.5 14.6 14.7 14.8 14.9 14.10 14.11 14.12 14.13 14.14



14.15 14.16 14.17 14.18 14.19 14.20



x



Normal and Abrupt Completion of Statements 365 Blocks 367 Local Class Declarations 367 Local Variable Declaration Statements 369 14.4.1 Local Variable Declarators and Types 370 14.4.2 Execution of Local Variable Declarations 370 Statements 371 The Empty Statement 373 Labeled Statements 373 Expression Statements 374 The if Statement 375 14.9.1 The if-then Statement 375 14.9.2 The if-then-else Statement 376 The assert Statement 376 The switch Statement 379 The while Statement 383 14.12.1 Abrupt Completion of while Statement 384 The do Statement 385 14.13.1 Abrupt Completion of do Statement 385 The for Statement 387 14.14.1 The basic for Statement 387 14.14.1.1 Initialization of for Statement 388 14.14.1.2 Iteration of for Statement 388 14.14.1.3 Abrupt Completion of for Statement 389 14.14.2 The enhanced for statement 390 The break Statement 392 The continue Statement 394 The return Statement 396 The throw Statement 397 The synchronized Statement 399 The try statement 401 14.20.1 Execution of try-catch 404 14.20.2 Execution of try-finally and try-catch-finally 405



The Java™ Language Specification



14.20.3 try-with-resources 407 14.20.3.1 Basic try-with-resources 408 14.20.3.2 Extended try-with-resources 411 14.21 Unreachable Statements 411



15 Expressions 417 15.1 15.2 15.3 15.4 15.5 15.6 15.7



Evaluation, Denotation, and Result 417 Variables as Values 418 Type of an Expression 418 FP-strict Expressions 419 Expressions and Run-time Checks 419 Normal and Abrupt Completion of Evaluation 421 Evaluation Order 423 15.7.1 Evaluate Left-Hand Operand First 423 15.7.2 Evaluate Operands before Operation 425 15.7.3 Evaluation Respects Parentheses and Precedence 425 15.7.4 Argument Lists are Evaluated Left-to-Right 427 15.7.5 Evaluation Order for Other Expressions 428 15.8 Primary Expressions 428 15.8.1 Lexical Literals 429 15.8.2 Class Literals 430 15.8.3 this 430 15.8.4 Qualified this 431 15.8.5 Parenthesized Expressions 432 15.9 Class Instance Creation Expressions 432 15.9.1 Determining the Class being Instantiated 434 15.9.2 Determining Enclosing Instances 435 15.9.3 Choosing the Constructor and its Arguments 437 15.9.4 Run-time Evaluation of Class Instance Creation Expressions 439 15.9.5 Anonymous Class Declarations 440 15.9.5.1 Anonymous Constructors 441 15.10 Array Creation Expressions 442 15.10.1 Run-time Evaluation of Array Creation Expressions 443 15.11 Field Access Expressions 446 15.11.1 Field Access Using a Primary 447 15.11.2 Accessing Superclass Members using super 450 15.12 Method Invocation Expressions 451 15.12.1 Compile-Time Step 1: Determine Class or Interface to Search 452 15.12.2 Compile-Time Step 2: Determine Method Signature 453 15.12.2.1 Identify Potentially Applicable Methods 459 15.12.2.2 Phase 1: Identify Matching Arity Methods Applicable by Subtyping 460 15.12.2.3 Phase 2: Identify Matching Arity Methods Applicable by Method Invocation Conversion 461



xi



The Java™ Language Specification



15.13 15.14



15.15



15.16 15.17



15.18 15.19 15.20 15.21



15.22 15.23 15.24



xii



15.12.2.4 Phase 3: Identify Applicable Variable Arity Methods 462 15.12.2.5 Choosing the Most Specific Method 462 15.12.2.6 Method Result and Throws Types 465 15.12.2.7 Inferring Type Arguments Based on Actual Arguments 466 15.12.2.8 Inferring Unresolved Type Arguments 477 15.12.3 Compile-Time Step 3: Is the Chosen Method Appropriate? 478 15.12.4 Run-time Evaluation of Method Invocation 481 15.12.4.1 Compute Target Reference (If Necessary) 481 15.12.4.2 Evaluate Arguments 483 15.12.4.3 Check Accessibility of Type and Method 484 15.12.4.4 Locate Method to Invoke 485 15.12.4.5 Create Frame, Synchronize, Transfer Control 488 Array Access Expressions 490 15.13.1 Run-time Evaluation of Array Access 491 Postfix Expressions 493 15.14.1 Expression Names 493 15.14.2 Postfix Increment Operator ++ 494 15.14.3 Postfix Decrement Operator -- 494 Unary Operators 495 15.15.1 Prefix Increment Operator ++ 496 15.15.2 Prefix Decrement Operator -- 497 15.15.3 Unary Plus Operator + 497 15.15.4 Unary Minus Operator - 498 15.15.5 Bitwise Complement Operator ~ 498 15.15.6 Logical Complement Operator ! 499 Cast Expressions 499 Multiplicative Operators 500 15.17.1 Multiplication Operator * 501 15.17.2 Division Operator / 502 15.17.3 Remainder Operator % 503 Additive Operators 506 15.18.1 String Concatenation Operator + 506 15.18.2 Additive Operators (+ and -) for Numeric Types 509 Shift Operators 511 Relational Operators 512 15.20.1 Numerical Comparison Operators = 512 15.20.2 Type Comparison Operator instanceof 513 Equality Operators 514 15.21.1 Numerical Equality Operators == and != 515 15.21.2 Boolean Equality Operators == and != 516 15.21.3 Reference Equality Operators == and != 517 Bitwise and Logical Operators 517 15.22.1 Integer Bitwise Operators &, ^, and | 518 15.22.2 Boolean Logical Operators &, ^, and | 519 Conditional-And Operator && 519 Conditional-Or Operator || 520



The Java™ Language Specification



15.25 Conditional Operator ? : 521 15.26 Assignment Operators 523 15.26.1 Simple Assignment Operator = 524 15.26.2 Compound Assignment Operators 529 15.27 Expression 535 15.28 Constant Expressions 536



16 Definite Assignment 539 16.1



16.2



16.3 16.4 16.5 16.6 16.7 16.8 16.9



Definite Assignment and Expressions 545 16.1.1 Boolean Constant Expressions 545 16.1.2 Conditional-And Operator && 545 16.1.3 Conditional-Or Operator || 546 16.1.4 Logical Complement Operator ! 546 16.1.5 Conditional Operator ? : 546 16.1.6 Conditional Operator ? : 547 16.1.7 Other Expressions of Type boolean 547 16.1.8 Assignment Expressions 547 16.1.9 Operators ++ and -- 548 16.1.10 Other Expressions 548 Definite Assignment and Statements 549 16.2.1 Empty Statements 549 16.2.2 Blocks 549 16.2.3 Local Class Declaration Statements 551 16.2.4 Local Variable Declaration Statements 551 16.2.5 Labeled Statements 551 16.2.6 Expression Statements 552 16.2.7 if Statements 552 16.2.8 assert Statements 552 16.2.9 switch Statements 553 16.2.10 while Statements 553 16.2.11 do Statements 554 16.2.12 for Statements 554 16.2.12.1 Initialization Part of for Statement 555 16.2.12.2 Incrementation Part of for Statement 555 16.2.13 break, continue, return, and throw Statements 556 16.2.14 synchronized Statements 556 16.2.15 try Statements 556 Definite Assignment and Parameters 558 Definite Assignment and Array Initializers 558 Definite Assignment and Enum Constants 559 Definite Assignment and Anonymous Classes 559 Definite Assignment and Member Types 559 Definite Assignment and Static Initializers 560 Definite Assignment, Constructors, and Instance Initializers 560



17 Threads and Locks 563 17.1



Synchronization 564



xiii



The Java™ Language Specification



17.2



17.3 17.4



17.5



17.6 17.7



Wait Sets and Notification 564 17.2.1 Wait 565 17.2.2 Notification 566 17.2.3 Interruptions 567 17.2.4 Interactions of Waits, Notification, and Interruption 567 Sleep and Yield 568 Memory Model 569 17.4.1 Shared Variables 572 17.4.2 Actions 572 17.4.3 Programs and Program Order 573 17.4.4 Synchronization Order 574 17.4.5 Happens-before Order 575 17.4.6 Executions 578 17.4.7 Well-Formed Executions 579 17.4.8 Executions and Causality Requirements 579 17.4.9 Observable Behavior and Nonterminating Executions 582 final Field Semantics 584 17.5.1 Semantics of final Fields 586 17.5.2 Reading final Fields During Construction 586 17.5.3 Subsequent Modification of final Fields 587 17.5.4 Write-protected Fields 588 Word Tearing 589 Non-atomic Treatment of double and long 590



18 Syntax 591 Index 607



xiv



Preface to the First Edition THE Java™ programming language was originally called Oak, and was designed for use in embedded consumer-electronic applications by James Gosling. After several years of experience with the language, and significant contributions by Ed Frank, Patrick Naughton, Jonathan Payne, and Chris Warth it was retargeted to the Internet, renamed, and substantially revised to be the language specified here. The final form of the language was defined by James Gosling, Bill Joy, Guy Steele, Richard Tuck, Frank Yellin, and Arthur van Hoff, with help from Graham Hamilton, Tim Lindholm, and many other friends and colleagues. The Java programming language is a general-purpose concurrent class-based object-oriented programming language, specifically designed to have as few implementation dependencies as possible. It allows application developers to write a program once and then be able to run it everywhere on the Internet. This book attempts a complete specification of the syntax and semantics of the language. We intend that the behavior of every language construct is specified here, so that all implementations will accept the same programs. Except for timing dependencies or other non-determinisms and given sufficient time and sufficient memory space, a program written in the Java programming language should compute the same result on all machines and in all implementations. We believe that the Java programming language is a mature language, ready for widespread use. Nevertheless, we expect some evolution of the language in the years to come. We intend to manage this evolution in a way that is completely compatible with existing applications. To do this, we intend to make relatively few new versions of the language. Compilers and systems will be able to support the several versions simultaneously, with complete compatibility. Much research and experimentation with the Java platform is already underway. We encourage this work, and will continue to cooperate with external groups to explore improvements to the language and platform. For example, we have already received several interesting proposals for parameterized types. In technically difficult areas, near the state of the art, this kind of research collaboration is essential. We acknowledge and thank the many people who have contributed to this book through their excellent feedback, assistance and encouragement:
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Particularly thorough, careful, and thoughtful reviews of drafts were provided by Tom Cargill, Peter Deutsch, Paul Hilfinger, Masayuki Ida, David Moon, Steven Muchnick, Charles L. Perkins, Chris Van Wyk, Steve Vinoski, Philip Wadler, Daniel Weinreb, and Kenneth Zadeck. We are very grateful for their extraordinary volunteer efforts. We are also grateful for reviews, questions, comments, and suggestions from Stephen Adams, Bowen Alpern, Glenn Ammons, Leonid Arbouzov, Kim Bruce, Edwin Chan, David Chase, Pavel Curtis, Drew Dean, William Dietz, David Dill, Patrick Dussud, Ed Felten, John Giannandrea, John Gilmore, Charles Gust, Warren Harris, Lee Hasiuk, Mike Hendrickson, Mark Hill, Urs Hoelzle, Roger Hoover, Susan Flynn Hummel, Christopher Jang, Mick Jordan, Mukesh Kacker, Peter Kessler, James Larus, Derek Lieber, Bill McKeeman, Steve Naroff, Evi Nemeth, Robert O'Callahan, Dave Papay, Craig Partridge, Scott Pfeffer, Eric Raymond, Jim Roskind, Jim Russell, William Scherlis, Edith Schonberg, Anthony Scian, Matthew Self, Janice Shepherd, Kathy Stark, Barbara Steele, Rob Strom, William Waite, Greg Weeks, and Bob Wilson. (This list was generated semi-automatically from our E-mail records. We apologize if we have omitted anyone.) The feedback from all these reviewers was invaluable to us in improving the definition of the language as well as the form of the presentation in this book. We thank them for their diligence. Any remaining errors in this book - we hope they are few - are our responsibility and not theirs. We thank Francesca Freedman and Doug Kramer for assistance with matters of typography and layout. We thank Dan Mills of Adobe Systems Incorporated for assistance in exploring possible choices of typefaces. Many of our colleagues at Sun Microsystems have helped us in one way or another. Lisa Friendly, our series editor, managed our relationship with Addison-Wesley. Susan Stambaugh managed the distribution of many hundreds of copies of drafts to reviewers. We received valuable assistance and technical advice from Ben Adida, Ole Agesen, Ken Arnold, Rick Cattell, Asmus Freytag, Norm Hardy, Steve Heller, David Hough, Doug Kramer, Nancy Lee, Marianne Mueller, Akira Tanaka, Greg Tarsy, David Ungar, Jim Waldo, Ann Wollrath, Geoff Wyant, and Derek White. We thank Alan Baratz, David Bowen, Mike Clary, John Doerr, Jon Kannegaard, Eric Schmidt, Bob Sproull, Bert Sutherland, and Scott McNealy for leadership and encouragement. We are thankful for the tools and services we had at our disposal in writing this book: telephones, overnight delivery, desktop workstations, laser printers, photocopiers, text formatting and page layout software, fonts, electronic mail, the World Wide Web, and, of course, the Internet. We live in three different
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states, scattered across a continent, but collaboration with each other and with our reviewers has seemed almost effortless. Kudos to the thousands of people who have worked over the years to make these excellent tools and services work quickly and reliably. Mike Hendrickson, Katie Duffy, Simone Payment, and Rosa Aimée González of Addison-Wesley were very helpful, encouraging, and patient during the long process of bringing this book to print. We also thank the copy editors. Rosemary Simpson worked hard, on a very tight schedule, to create the index. We got into the act at the last minute, however; blame us and not her for any jokes you may find hidden therein. Finally, we are grateful to our families and friends for their love and support during this last, crazy, year. In their book The C Programming Language, Brian Kernighan and Dennis Ritchie said that they felt that the C language "wears well as one's experience with it grows." If you like C, we think you will like the Java programming language. We hope that it, too, wears well for you. James Gosling Cupertino, California Bill Joy Aspen, Colorado Guy Steele Chelmsford, Massachusetts July, 1996
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Preface to the Second Edition OVER the past few years, the Java™ programming language has enjoyed unprecedented success. This success has brought a challenge: along with explosive growth in popularity, there has been explosive growth in the demands made on the language and its libraries. To meet this challenge, the language has grown as well (fortunately, not explosively) and so have the libraries. This Second Edition of The Java™ Language Specification reflects these developments. It integrates all the changes made to the Java programming language since the publication of the First Edition in 1996. The bulk of these changes were made in the 1.1 release of the Java platform in 1997, and revolve around the addition of nested type declarations. Later modifications pertained to floatingpoint operations. In addition, this edition incorporates important clarifications and amendments involving method lookup and binary compatibility. This specification defines the language as it exists today. The Java programming language is likely to continue to evolve. At this writing, there are ongoing initiatives through the Java Community Process to extend the language with generic types and assertions, refine the memory model, etc. However, it would be inappropriate to delay the publication of the Second Edition until these efforts are concluded. The specifications of the libraries are now far too large to fit into this volume, and they continue to evolve. Consequently, API specifications have been removed from this book. The library specifications can be found on the Web; this specification now concentrates solely on the Java programming language proper. Many people contributed to this book, directly and indirectly. Tim Lindholm brought extraordinary dedication to his role as technical editor of the Java Series. He also made invaluable technical contributions, especially on floating-point issues. The book would likely not see the light of day without him. Lisa Friendly, the Series editor, provided encouragement and advice for which I am very thankful. David Bowen first suggested that I get involved in the specifications of the Java platform. I am grateful to him for introducing me to this uncommonly rich area. John Rose, the father of nested types in the Java programming language, has been unfailingly gracious and supportive of my attempts to specify them accurately. Many people have provided valuable comments on this edition. Special thanks go to Roly Perera at Ergnosis and to Leonid Arbouzov and his colleagues on xix
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Sun's Java platform conformance team in Novosibirsk: Konstantin Bobrovsky, Natalia Golovleva, Vladimir Ivanov, Alexei Kaigorodov, Serguei Katkov, Dmitri Khukhro, Eugene Latkin, Ilya Neverov, Pavel Ozhdikhin, Igor Pyankov, Viatcheslav Rybalov, Serguei Samoilidi, Maxim Sokolnikov, and Vitaly Tchaiko. Their thorough reading of earlier drafts has greatly improved the accuracy of this specification. I am indebted to Martin Odersky and to Andrew Bennett and the members of Sun's javac compiler team, past and present: Iris Garcia, Bill Maddox, David Stoutamire, and Todd Turnidge. They all worked hard to make sure the reference implementation conformed to the specification. For many enjoyable technical exchanges, I thank them and my other colleagues at Sun: Lars Bak, Joshua Bloch, Cliff Click, Robert Field, Mohammad Gharahgouzloo, Ben Gomes, Steffen Grarup, Robert Griesemer, Graham Hamilton, Gordon Hirsch, Peter Kessler, Sheng Liang, James McIlree, Philip Milne, Srdjan Mitrovic, Anand Palaniswamy, Mike Paleczny, Mark Reinhold, Kenneth Russell, Rene Schmidt, David Ungar, Chris Vick, and Hong Zhang. Tricia Jordan, my manager, has been a model of patience, consideration and understanding. Thanks are also due to Larry Abrahams, director of Java 2 Standard Edition, for supporting this work. The following individuals all provided useful comments that have contributed to this specification: Godmar Bak, Hans Boehm, Philippe Charles, David Chase, Joe Darcy, Jim des Rivieres, Sophia Drossopoulou, Susan Eisenbach, Paul Haahr, Urs Hoelzle, Bart Jacobs, Kent Johnson, Mark Lillibridge, Norbert Lindenberg, Phillipe Mulet, Kelly O'Hair, Bill Pugh, Cameron Purdy, Anthony Scian, Janice Shepherd, David Shields, John Spicer, Lee Worall, and David Wragg. Suzette Pelouch provided invaluable assistance with the index and, together with Doug Kramer and Atul Dambalkar, assisted with FrameMaker expertise; Mike Hendrickson and Julie Dinicola at Addison-Wesley were gracious, helpful and ultimately made this book a reality. On a personal note, I thank my wife Weihong for her love and support. Finally, I'd like to thank my coauthors, James Gosling, Bill Joy, and Guy Steele for inviting me to participate in this work. It has been a pleasure and a privilege. Gilad Bracha Los Altos, California April, 2000
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Preface to the Third Edition THE Java SE 5.0 platform represents the largest set of changes in the history of the Java™ programming language. Generics, annotations, autoboxing and unboxing, enum types, foreach loops, variable arity methods, and static imports are all new to the language as of autumn 2004. This Third Edition of The Java™ Language Specification reflects these developments. It integrates all the changes made to the Java programming language since the publication of the Second Edition in 2000, including asserts from J2SE 1.4. The language has grown a great deal in these past four years. Unfortunately, it is unrealistic to shrink a commercially successful programming language - only to grow it more and more. The challenge of managing this growth under the constraints of compatibility and the conflicting demands of a wide variety of uses and users is non-trivial. I can only hope that we have met this challenge successfully with this specification; time will tell. This specification builds on the efforts of many people, both at Sun Microsystems and outside it. The most crucial contribution is that of the people who actually turn the specification into real software. Chief among these are the maintainers of javac, the reference compiler for the Java programming language. Neal Gafter was "Mr. javac" during the crucial period in which the large changes described here were integrated and productized. Neal's dedication and productivity can honestly be described as heroic. We literally could not have completed the task without him. In addition, his insight and skill made a huge contribution to the design of the new language features across the board. No one deserves more credit for this version of the language than he - but any blame for its deficiencies should be directed at myself and the members of the many JSR expert groups! Neal has gone on in search of new challenges, and has been succeeded by Peter von der Ahé, who continues to improve and stengthen the implementation. Before Neal's involvement, Bill Maddox was in charge of javac when the previous edition was completed, and he nursed features such as generics and asserts through their early days.
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Another individual who deserves to be singled out is Joshua Bloch. Josh participated in endless language design discussions, chaired several expert groups and was a key contributor to the Java platform. It is fair to say that Josh and Neal care more about this book than I do myself! Many parts of the specification were developed by various expert groups in the framework of the Java Community Process. The most pervasive set of language changes is the result of JSR-014: Adding Generics to the Java Programming Language. The members of the JSR-014 expert group were: Norman Cohen, Christian Kemper, Martin Odersky, Kresten Krab Thorup, Philip Wadler and myself. In the early stages, Sven-Eric Panitz and Steve Marx were members as well. All deserve thanks for their participation. JSR-014 represents an unprecedented effort to fundamentally extend the type system of a widely used programming language under very stringent compatibility requirements. A prolonged and arduous process of design and implementation led us to the current language extension. Long before the JSR for generics was initiated, Martin Odersky and Philip Wadler had created an experimental language called Pizza to explore the ideas involved. In the spring of 1998, David Stoutamire and myself began a collaboration with Martin and Phil based on those ideas, that resulted in GJ. When the JSR-014 expert group was convened, GJ was chosen as the basis for extending the Java programming language. Martin Odersky implemented the GJ compiler, and his implementation became the basis for javac (starting with JDK 1.3, even though generics were disabled until 1.5). The theoretical basis for the core of the generic type system owes a great debt to the expertise of Martin Odersky and Phil Wadler. Later, the system was extended with wildcards. These were based on the work of Atsushi Igarashi and Mirko Viroli, which itself built on earlier work by Kresten Thorup and Mads Torgersen. Wildcards were initially designed and implemented as part of a collaboration between Sun and Aarhus University. Neal Gafter and myself participated on Sun's behalf, and Erik Ernst and Mads Torgersen, together with Peter von der Ahé and Christian Plesner-Hansen, represented Aarhus. Thanks to Ole Lehrmann-Madsen for enabling and supporting that work. Joe Darcy and Ken Russell implemented much of the specific support for reflection of generics. Neal Gafter, Josh Bloch and Mark Reinhold did a huge amount of work generifying the JDK libraries. Honorable mention must go to individuals whose comments on the generics design made a significant difference. Alan Jeffrey made crucial contributions to JSR-14 by pointing out subtle flaws in the original type system. Bob Deen suggested the "? super T" syntax for lower bounded wildcards.
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JSR-201 included a series of changes: autoboxing, enums, foreach loops, variable arity methods and static import. The members of the JSR-201 expert group were: Cédric Beust, David Biesack, Joshua Bloch (co-chair), Corky Cartwright, Jim des Rivieres, David Flanagan, Christian Kemper, Doug Lea, Changshin Lee, Tim Peierls, Michel Trudeau and myself (co-chair). Enums and the foreach loop were primarily designed by Josh Bloch and Neal Gafter. Variable arity methods would never have made it into the language without Neal's special efforts designing them (not to mention the small matter of implementing them). Josh Bloch bravely took upon himself the responsibility for JSR-175, which added annotations to the language. The members of JSR-175 expert group were Cédric Beust, Joshua Bloch (chair), Ted Farrell, Mike French, Gregor Kiczales, Doug Lea, Deeptendu Majunder, Simon Nash, Ted Neward, Roly Perera, Manfred Schneider, Blake Stone and Josh Street. Neal Gafter, as usual, was a major contributor on this front as well. Another change in this edition is a complete revision of the Java memory model, undertaken by JSR-133. The members of the JSR-133 expert group were Hans Boehm, Doug Lea, Tim Lindholm (co-chair), Bill Pugh (co-chair), Martin Trotter and Jerry Schwarz. The primary technical authors of the memory model are Sarita Adve, Jeremy Manson and Bill Pugh. The Java memory model chapter in this book is in fact almost entirely their work, with only editorial revisions. Joseph Bowbeer, David Holmes, Victor Luchangco and Jan-Willem Maessen made significant contributions as well. Key sections dealing with finalization in chapter 12 owe much to this work as well, and especially to Doug Lea. Many people have provided valuable comments on this edition. I'd like to express my gratitude to Archibald Putt, who provided insight and encouragement. His writings are always an inspiration. Thanks once again to Joe Darcy for introducing us, as well as for many useful comments, and his specific contributions on numerical issues and the design of hexadecimal literals. Many colleagues at Sun (past or present) have provided useful feedback and discussion, and helped produce this work in myriad ways: Andrew Bennett, Martin Buchholz, Jerry Driscoll, Robert Field, Jonathan Gibbons, Graham Hamilton, Mimi Hills, Jim Holmlund, Janet Koenig, Jeff Norton, Scott Seligman, Wei Tao and David Ungar. Special thanks to Laurie Tolson, my manager, for her support throughout the long process of deriving these specifications. The following individuals all provided many valuable comments that have contributed to this specification: Scott Annanian, Martin Bravenboer, Bruce
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Chapman, Lawrence Gonsalves, Tim Hanson, David Holmes, Angelika Langer, Pat Lavarre, Phillipe Mulet and Cal Varnson. Ann Sellers, Greg Doench and John Fuller at Addison-Wesley were exceedingly patient and ensured that the book materialized, despite the many missed deadlines for this text. As always, I thank my wife Weihong and my son Teva for their support and cooperation. Gilad Bracha Los Altos, California January, 2005
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Preface to the Java SE 7 Edition THE Java™ programming language in the Java SE 7 platform has been enhanced with a range of features to improve productivity and flexibility. This Java SE 7 Edition of The Java™ Language Specification fully describes these features. In addition, it integrates all the changes made to the Java programming language under maintenance since the publication of the Third Edition in 2005. The majority of new features in this edition were specified by JSR-334: Small Enhancements to the Java Programming Language, led by Joe Darcy with an Expert Group of Joshua Bloch, Bruce Chapman, Alexey Kudravtsev, Mark Mahieu, Tim Peierls, and Olivier Thomann. The origins of these features lie in Project Coin, an OpenJDK project created in 2009 with the goal of "Making things programmers do every day easier". The project solicited proposals from the Java community for broadly useful language features that were, in comparison with "large" features like generics, relatively "small" in their specification, implementation, and testing. Thousands of emails and six dozen proposals later, proposals were accepted from Joshua Bloch (the try-with-resources statement), Derek Foster/Bruce Chapman (improvements to literals), Neal Gafter (multi-catch and precise re-throw), Bob Lee (simplified variable arity method invocation), and Jeremy Manson (improved type inference for instance creation, a.k.a. the "diamond" operator). The popular "strings in switch" feature was also accepted. Special thanks are due to Tom Ball, Stephen Colebourne, Rémi Forax, Shams Mahmood Imam, James Lowden, and all those who submitted interesting proposals and thoughtful comments to Project Coin. Over the course of the project, there were essential contributions from Mandy Chung, Jon Gibbons, Brian Goetz, David Holmes, and Dan Smith in areas ranging from library support to language specification. Stuart Marks led a "coinification" effort to apply the features to the Oracle JDK codebase, both to validate their utility and to develop conventions for wider use. The "diamond" operator and precise re-throw give type inference a new visibility in the Java programming language. To a great extent, inference is worthwhile only if it produces types no less specific than those in a manifestly-typed program prior to Java SE 7. Otherwise, new code may find inference insufficient, and migration from manifest to inferred types in existing code is risky. To mitigate the risk, Joe Darcy and Maurizio Cimadamore experimented with different inference approaches on a large corpus of open source Java code, measuring their xxv
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effectiveness. Such "quantitative language design" greatly improves confidence in the suitability and safety of the final feature. The challenge of growing a mature language with millions of developers is partially offset by the ability of language designers to learn from developers' actual code. The Java SE 7 platform adds features that cater for non-Java languages, effectively expanding the computational model of the platform. Without changes, the Java language would be unable to access or even express some of these features. The static type system of the Java language comes under particular stress when invoking code written in dynamically typed languages. Consequently, method invocation in the Java language has been modified to support method handle invocation as defined by JSR-292: Dynamically Typed Languages on the Java Platform. The JCK team whose work helps validate this specification are due an enormous vote of thanks: Leonid Arbouzov, Alexey Gavrilov, Yulia Novozhilova, Sergey Reznick, and Victor Rudometov. Many other colleagues at Oracle (past or present) have also given valuable support to this specification: Uday Dhanikonda, Janet Koenig, Adam Messinger, Mark Reinhold, Georges Saab, Bill Shannon, and Bernard Traversat. The following individuals have all provided many valuable comments which improved this specification: J. Stephen Adamczyk, Peter Ahé, Davide Ancona, Michael Bailey, Dmitry Batrak, Joshua Bloch, Kevin Bourrillion, Richard Bosworth, Martin Bravenboer, Martin Buchholz, Didier Cruette, Glenn Colman, Neal Gafter, Jim Holmlund, Ric Holt, Philippe Mulet, Bill Pugh, Vladimir Reshetnikov, John Spicer, Robert Stroud, and Mattias Ulbrich. This edition is the first to be written in the DocBook format. Metadata in the XML markup forms a kind of static type system, classifying each paragraph by its role, such as a definition or an error. The reward is much crisper conformance testing. Many thanks go to Robert Stayton for sharing his considerable DocBook expertise and for producing stylesheets to render DocBook in the traditional look and feel of The Java™ Language Specification. Finally, 15 years after publication of the first edition of this specification, we hope you find this edition useful and informative. Long may the Java programming language be a reliable partner and trusted friend for millions of developers. Alex Buckley Santa Clara, California June, 2011
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Introduction THE Java™ programming language is a general-purpose, concurrent, classbased, object-oriented language. It is designed to be simple enough that many programmers can achieve fluency in the language. The Java programming language is related to C and C++ but is organized rather differently, with a number of aspects of C and C++ omitted and a few ideas from other languages included. It is intended to be a production language, not a research language, and so, as C. A. R. Hoare suggested in his classic paper on language design, the design has avoided including new and untested features. The Java programming language is strongly and statically typed. This specification clearly distinguishes between the compile-time errors that can and must be detected at compile time, and those that occur at run-time. Compile time normally consists of translating programs into a machine-independent byte code representation. Run-time activities include loading and linking of the classes needed to execute a program, optional machine code generation and dynamic optimization of the program, and actual program execution. The Java programming language is a relatively high-level language, in that details of the machine representation are not available through the language. It includes automatic storage management, typically using a garbage collector, to avoid the safety problems of explicit deallocation (as in C's free or C++'s delete). High-performance garbage-collected implementations can have bounded pauses to support systems programming and real-time applications. The language does not include any unsafe constructs, such as array accesses without index checking, since such unsafe constructs would cause a program to behave in an unspecified way. The Java programming language is normally compiled to the bytecoded instruction set and binary format defined in The Java™ Virtual Machine Specification, Java SE 7 Edition.
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1.1 Organization of the Specification Chapter 2 describes grammars and the notation used to present the lexical and syntactic grammars for the language. Chapter 3 describes the lexical structure of the Java programming language, which is based on C and C++. The language is written in the Unicode character set. It supports the writing of Unicode characters on systems that support only ASCII. Chapter 4 describes types, values, and variables. Types are subdivided into primitive types and reference types. The primitive types are defined to be the same on all machines and in all implementations, and are various sizes of two's-complement integers, single- and double-precision IEEE 754 standard floating-point numbers, a boolean type, and a Unicode character char type. Values of the primitive types do not share state. Reference types are the class types, the interface types, and the array types. The reference types are implemented by dynamically created objects that are either instances of classes or arrays. Many references to each object can exist. All objects (including arrays) support the methods of the class Object, which is the (single) root of the class hierarchy. A predefined String class supports Unicode character strings. Classes exist for wrapping primitive values inside of objects. In many cases, wrapping and unwrapping is performed automatically by the compiler (in which case, wrapping is called boxing, and unwrapping is called unboxing). Class and interface declarations may be generic, that is, they may be parameterized by other reference types. Such declarations may then be invoked with specific type arguments. Variables are typed storage locations. A variable of a primitive type holds a value of that exact primitive type. A variable of a class type can hold a null reference or a reference to an object whose type is that class type or any subclass of that class type. A variable of an interface type can hold a null reference or a reference to an instance of any class that implements the interface. A variable of an array type can hold a null reference or a reference to an array. A variable of class type Object can hold a null reference or a reference to any object, whether class instance or array. Chapter 5 describes conversions and numeric promotions. Conversions change the compile-time type and, sometimes, the value of an expression. These conversions include the boxing and unboxing conversions between primitive types and reference types. Numeric promotions are used to convert the operands of a numeric operator to a common type where an operation can be performed. There are no
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loopholes in the language; casts on reference types are checked at run-time to ensure type safety. Chapter 6 describes declarations and names, and how to determine what names mean (denote). The language does not require types or their members to be declared before they are used. Declaration order is significant only for local variables, local classes, and the order of initializers of fields in a class or interface. The Java programming language provides control over the scope of names and supports limitations on external access to members of packages, classes, and interfaces. This helps in writing large programs by distinguishing the implementation of a type from its users and those who extend it. Recommended naming conventions that make for more readable programs are described here. Chapter 7 describes the structure of a program, which is organized into packages similar to the modules of Modula. The members of a package are classes, interfaces, and subpackages. Packages are divided into compilation units. Compilation units contain type declarations and can import types from other packages to give them short names. Packages have names in a hierarchical name space, and the Internet domain name system can usually be used to form unique package names. Chapter 8 describes classes. The members of classes are classes, interfaces, fields (variables) and methods. Class variables exist once per class. Class methods operate without reference to a specific object. Instance variables are dynamically created in objects that are instances of classes. Instance methods are invoked on instances of classes; such instances become the current object this during their execution, supporting the object-oriented programming style. Classes support single implementation inheritance, in which the implementation of each class is derived from that of a single superclass, and ultimately from the class Object. Variables of a class type can reference an instance of that class or of any subclass of that class, allowing new types to be used with existing methods, polymorphically. Classes support concurrent programming with synchronized methods. Methods declare the checked exceptions that can arise from their execution, which allows compile-time checking to ensure that exceptional conditions are handled. Objects can declare a finalize method that will be invoked before the objects are discarded by the garbage collector, allowing the objects to clean up their state. For simplicity, the language has neither declaration "headers" separate from the implementation of a class nor separate type and class hierarchies.
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A special form of classes, enums, support the definition of small sets of values and their manipulation in a type safe manner. Unlike enumerations in other languages, enums are objects and may have their own methods. Chapter 9 describes interface types, which declare a set of abstract methods, member types, and constants. Classes that are otherwise unrelated can implement the same interface type. A variable of an interface type can contain a reference to any object that implements the interface. Multiple interface inheritance is supported. Annotation types are specialized interfaces used to annotate declarations. Such annotations are not permitted to affect the semantics of programs in the Java programming language in any way. However, they provide useful input to various tools. Chapter 10 describes arrays. Array accesses include bounds checking. Arrays are dynamically created objects and may be assigned to variables of type Object. The language supports arrays of arrays, rather than multidimensional arrays. Chapter 11 describes exceptions, which are nonresuming and fully integrated with the language semantics and concurrency mechanisms. There are three kinds of exceptions: checked exceptions, run-time exceptions, and errors. The compiler ensures that checked exceptions are properly handled by requiring that a method or constructor can result in a checked exception only if the method or constructor declares it. This provides compile-time checking that exception handlers exist, and aids programming in the large. Most user-defined exceptions should be checked exceptions. Invalid operations in the program detected by the Java virtual machine result in run-time exceptions, such as NullPointerException. Errors result from failures detected by the Java virtual machine, such as OutOfMemoryError. Most simple programs do not try to handle errors. Chapter 12 describes activities that occur during execution of a program. A program is normally stored as binary files representing compiled classes and interfaces. These binary files can be loaded into a Java virtual machine, linked to other classes and interfaces, and initialized. After initialization, class methods and class variables may be used. Some classes may be instantiated to create new objects of the class type. Objects that are class instances also contain an instance of each superclass of the class, and object creation involves recursive creation of these superclass instances. When an object is no longer referenced, it may be reclaimed by the garbage collector. If an object declares a finalizer, the finalizer is executed before the object
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is reclaimed to give the object a last chance to clean up resources that would not otherwise be released. When a class is no longer needed, it may be unloaded. Chapter 13 describes binary compatibility, specifying the impact of changes to types on other types that use the changed types but have not been recompiled. These considerations are of interest to developers of types that are to be widely distributed, in a continuing series of versions, often through the Internet. Good program development environments automatically recompile dependent code whenever a type is changed, so most programmers need not be concerned about these details. Chapter 14 describes blocks and statements, which are based on C and C++. The language has no goto statement, but includes labeled break and continue statements. Unlike C, the Java programming language requires boolean (or Boolean) expressions in control-flow statements, and does not convert types to boolean implicitly (except through unboxing), in the hope of catching more errors at compile time. A synchronized statement provides basic object-level monitor locking. A try statement can include catch and finally clauses to protect against non-local control transfers. Chapter 15 describes expressions. This document fully specifies the (apparent) order of evaluation of expressions, for increased determinism and portability. Overloaded methods and constructors are resolved at compile time by picking the most specific method or constructor from those which are applicable. Chapter 16 describes the precise way in which the language ensures that local variables are definitely set before use. While all other variables are automatically initialized to a default value, the Java programming language does not automatically initialize local variables in order to avoid masking programming errors. Chapter 17 describes the semantics of threads and locks, which are based on the monitor-based concurrency originally introduced with the Mesa programming language. The Java programming language specifies a memory model for sharedmemory multiprocessors that supports high-performance implementations. Chapter 18 presents a syntactic grammar for the language.



1.2 Example Programs Most of the example programs given in the text are ready to be executed and are similar in form to: class Test {
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public static void main(String[] args) { for (int i = 0; i < args.length; i++) System.out.print(i == 0 ? args[i] : " " + args[i]); System.out.println(); } }



On a machine with the Reference Implementation of a compiler for the Java programming language installed, this class, stored in the file Test.java, can be compiled and executed by giving the commands: javac Test.java java Test Hello, world.



producing the output: Hello, world.



1.3 Notation Throughout this specification we refer to classes and interfaces drawn from the Java SE platform API. Whenever we refer to a class or interface which is not defined in an example in this specification using a single identifier N, the intended reference is to the class or interface named N in the package java.lang. We use the canonical name (§6.7) for classes or interfaces from packages other than java.lang. Discussion and non-normative information is given in smaller, indented text. This is a discussion. It contains no normative information.



1.4 Relationship to Predefined Classes and Interfaces As noted above, this specification often refers to classes of the Java SE platform API. In particular, some classes have a special relationship with the Java programming language. Examples include classes such as Object, Class, ClassLoader, String, Thread, and the classes and interfaces in package java.lang.reflect, among others. This specification constrains the behavior of such classes and interfaces, but does not provide a complete specification for them. The reader is referred to the Java SE platform API documentation. Consequently, this specification does not describe reflection in any detail. Many linguistic constructs have analogs in the reflection API, but these are generally not 6



INTRODUCTION



References



1.5



discussed here. So, for example, when we list the ways in which an object can be created, we generally do not include the ways in which the reflective API can accomplish this. Readers should be aware of these additional mechanisms even though they are not mentioned in this text.
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Grammars THIS chapter describes the context-free grammars used in this specification to define the lexical and syntactic structure of a program.



2.1 Context-Free Grammars A context-free grammar consists of a number of productions. Each production has an abstract symbol called a nonterminal as its left-hand side, and a sequence of one or more nonterminal and terminal symbols as its right-hand side. For each grammar, the terminal symbols are drawn from a specified alphabet. Starting from a sentence consisting of a single distinguished nonterminal, called the goal symbol, a given context-free grammar specifies a language, namely, the set of possible sequences of terminal symbols that can result from repeatedly replacing any nonterminal in the sequence with a right-hand side of a production for which the nonterminal is the left-hand side.



2.2 The Lexical Grammar A lexical grammar for the Java programming language is given in §3. This grammar has as its terminal symbols the characters of the Unicode character set. It defines a set of productions, starting from the goal symbol Input (§3.5), that describe how sequences of Unicode characters (§3.1) are translated into a sequence of input elements (§3.5). These input elements, with white space (§3.6) and comments (§3.7) discarded, form the terminal symbols for the syntactic grammar for the Java programming language and are called tokens (§3.5). These tokens are the identifiers (§3.8),
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keywords (§3.9), literals (§3.10), separators (§3.11), and operators (§3.12) of the Java programming language.



2.3 The Syntactic Grammar A syntactic grammar for the Java programming language is given in Chapters 4, 6-10, 14, and 15. This grammar has tokens defined by the lexical grammar as its terminal symbols. It defines a set of productions, starting from the goal symbol CompilationUnit (§7.3), that describe how sequences of tokens can form syntactically correct programs. Chapter 18 also gives a syntactic grammar for the Java programming language, better suited to implementation than exposition. The same language is accepted by both syntactic grammars.



2.4 Grammar Notation Terminal symbols are shown in fixed width font in the productions of the lexical and syntactic grammars, and throughout this specification whenever the text is directly referring to such a terminal symbol. These are to appear in a program exactly as written. Nonterminal symbols are shown in italic type. The definition of a nonterminal is introduced by the name of the nonterminal being defined followed by a colon. One or more alternative right-hand sides for the nonterminal then follow on succeeding lines. For example, the syntactic definition:



IfThenStatement: if ( Expression ) Statement states that the nonterminal IfThenStatement represents the token if, followed by a left parenthesis token, followed by an Expression, followed by a right parenthesis token, followed by a Statement. As another example, the syntactic definition:
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ArgumentList: Argument ArgumentList , Argument states that an ArgumentList may represent either a single Argument or an ArgumentList, followed by a comma, followed by an Argument. This definition of ArgumentList is recursive, that is to say, it is defined in terms of itself. The result is that an ArgumentList may contain any positive number of arguments. Such recursive definitions of nonterminals are common.



The subscripted suffix "opt", which may appear after a terminal or nonterminal, indicates an optional symbol. The alternative containing the optional symbol actually specifies two right-hand sides, one that omits the optional element and one that includes it. This means that:



BreakStatement: break Identifieropt ; is a convenient abbreviation for:



BreakStatement: break ; break



Identifier ;



and that:



BasicForStatement: for ( ForInitopt ; Expressionopt ; ForUpdateopt ) Statement is a convenient abbreviation for:



BasicForStatement: for ( ; Expressionopt ; ForUpdateopt ) Statement for ( ForInit ; Expressionopt ; ForUpdateopt ) Statement which in turn is an abbreviation for:



BasicForStatement: for ( ; ; ForUpdateopt ) Statement for ( ; Expression ; ForUpdateopt ) Statement for ( ForInit ; ; ForUpdateopt ) Statement for ( ForInit ; Expression ; ForUpdateopt ) Statement 11
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which in turn is an abbreviation for:



BasicForStatement: for ( ; ; ) Statement for ( ; ; ForUpdate ) Statement for ( ; Expression ; ) Statement for ( ; Expression ; ForUpdate ) Statement for ( ForInit ; ; ) Statement for ( ForInit ; ; ForUpdate ) Statement for ( ForInit ; Expression ; ) Statement for ( ForInit ; Expression ; ForUpdate ) Statement so the nonterminal BasicForStatement actually has eight alternative right-hand sides.



A very long right-hand side may be continued on a second line by substantially indenting this second line. For example, the syntactic grammar contains this production:



ConstructorDeclaration: ConstructorModifiersopt ConstructorDeclarator Throwsopt ConstructorBody which defines one right-hand side for the nonterminal ConstructorDeclaration.



When the words "one of" follow the colon in a grammar definition, they signify that each of the terminal symbols on the following line or lines is an alternative definition. For example, the lexical grammar contains the production:



ZeroToThree: one of 0 1 2 3



which is merely a convenient abbreviation for:



ZeroToThree: 0 1 2 3
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When an alternative in a lexical production appears to be a token, it represents the sequence of characters that would make up such a token. Thus, the definition:



BooleanLiteral: one of true false



in a lexical grammar production is shorthand for:



BooleanLiteral: t r u e f a l s e



The right-hand side of a lexical production may specify that certain expansions are not permitted by using the phrase "but not" and then indicating the expansions to be excluded. For example, this occurs in the productions for InputCharacter (§3.4) and Identifier (§3.8):



InputCharacter: UnicodeInputCharacter but not CR or LF Identifier: IdentifierName but not a Keyword or BooleanLiteral or NullLiteral Finally, a few nonterminal symbols are described by a descriptive phrase in roman type in cases where it would be impractical to list all the alternatives. For example:



RawInputCharacter: any Unicode character
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Lexical Structure THIS chapter specifies the lexical structure of the Java programming language. Programs are written in Unicode (§3.1), but lexical translations are provided (§3.2) so that Unicode escapes (§3.3) can be used to include any Unicode character using only ASCII characters. Line terminators are defined (§3.4) to support the different conventions of existing host systems while maintaining consistent line numbers. The Unicode characters resulting from the lexical translations are reduced to a sequence of input elements (§3.5), which are white space (§3.6), comments (§3.7), and tokens. The tokens are the identifiers (§3.8), keywords (§3.9), literals (§3.10), separators (§3.11), and operators (§3.12) of the syntactic grammar.



3.1 Unicode Programs are written using the Unicode character set. Information about this character set and its associated character encodings may be found at http:// www.unicode.org/. The Java SE platform tracks the Unicode specification as it evolves. The precise version of Unicode used by a given release is specified in the documentation of the class Character. Versions of the Java programming language prior to 1.1 used Unicode version 1.1.5. Upgrades to newer versions of the Unicode Standard occurred in JDK 1.1 (to Unicode 2.0), JDK 1.1.7 (to Unicode 2.1), Java SE 1.4 (to Unicode 3.0), and Java SE 5.0 (to Unicode 4.0).



The Unicode standard was originally designed as a fixed-width 16-bit character encoding. It has since been changed to allow for characters whose representation requires more than 16 bits. The range of legal code points is now U+0000 to U+10FFFF, using the hexadecimal U+n notation. Characters whose code
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points are greater than U+FFFF are called supplementary characters. To represent the complete range of characters using only 16-bit units, the Unicode standard defines an encoding called UTF-16. In this encoding, supplementary characters are represented as pairs of 16-bit code units, the first from the high-surrogates range, (U+D800 to U+DBFF), the second from the low-surrogates range (U+DC00 to U +DFFF). For characters in the range U+0000 to U+FFFF, the values of code points and UTF-16 code units are the same. The Java programming language represents text in sequences of 16-bit code units, using the UTF-16 encoding. Some APIs of the Java SE platform, primarily in the Character class, use 32-bit integers to represent code points as individual entities. The Java SE platform provides methods to convert between 16-bit and 32-bit representations.



This specification uses the terms code point and UTF-16 code unit where the representation is relevant, and the generic term character where the representation is irrelevant to the discussion. Except for comments (§3.7), identifiers, and the contents of character and string literals (§3.10.4, §3.10.5), all input elements (§3.5) in a program are formed only from ASCII characters (or Unicode escapes (§3.3) which result in ASCII characters). ASCII (ANSI X3.4) is the American Standard Code for Information Interchange. The first 128 characters of the Unicode UTF-16 encoding are the ASCII characters.



3.2 Lexical Translations A raw Unicode character stream is translated into a sequence of tokens, using the following three lexical translation steps, which are applied in turn: 1. A translation of Unicode escapes (§3.3) in the raw stream of Unicode characters to the corresponding Unicode character. A Unicode escape of the form \uxxxx, where xxxx is a hexadecimal value, represents the UTF-16 code unit whose encoding is xxxx. This translation step allows any program to be expressed using only ASCII characters. 2. A translation of the Unicode stream resulting from step 1 into a stream of input characters and line terminators (§3.4). 3. A translation of the stream of input characters and line terminators resulting from step 2 into a sequence of input elements (§3.5) which, after white space
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(§3.6) and comments (§3.7) are discarded, comprise the tokens (§3.5) that are the terminal symbols of the syntactic grammar (§2.3). The longest possible translation is used at each step, even if the result does not ultimately make a correct program while another lexical translation would. Thus, the input characters a--b are tokenized (§3.5) as a, --, b, which is not part of any grammatically correct program, even though the tokenization a, -, -, b could be part of a grammatically correct program.



3.3 Unicode Escapes A compiler for the Java programming language ("Java compiler") first recognizes Unicode escapes in its input, translating the ASCII characters \u followed by four hexadecimal digits to the UTF-16 code unit (§3.1) of the indicated hexadecimal value, and passing all other characters unchanged. Representing supplementary characters requires two consecutive Unicode escapes. This translation step results in a sequence of Unicode input characters. UnicodeInputCharacter: UnicodeEscape RawInputCharacter UnicodeEscape: \ UnicodeMarker HexDigit HexDigit HexDigit HexDigit UnicodeMarker: u



UnicodeMarker u RawInputCharacter: any Unicode character HexDigit: one of 0 1 2 3 4 5 6 7 8 9 a b c d e f A B C D E F The \, u, and hexadecimal digits here are all ASCII characters.



In addition to the processing implied by the grammar, for each raw input character that is a backslash \, input processing must consider how many other \ characters contiguously precede it, separating it from a non-\ character or the start of the input 17
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stream. If this number is even, then the \ is eligible to begin a Unicode escape; if the number is odd, then the \ is not eligible to begin a Unicode escape. For example, the raw input "\\u2297=\u2297" results in the eleven characters " \ \ u 2 2 9 7 = ⊗ " (\u2297 is the Unicode encoding of the character ⊗).



If an eligible \ is not followed by u, then it is treated as a RawInputCharacter and remains part of the escaped Unicode stream. If an eligible \ is followed by u, or more than one u, and the last u is not followed by four hexadecimal digits, then a compile-time error occurs. The character produced by a Unicode escape does not participate in further Unicode escapes. For example, the raw input \u005cu005a results in the six characters \ u 0 0 5 a, because 005c is the Unicode value for \. It does not result in the character Z, which is Unicode character 005a, because the \ that resulted from the \u005c is not interpreted as the start of a further Unicode escape.



The Java programming language specifies a standard way of transforming a program written in Unicode into ASCII that changes a program into a form that can be processed by ASCII-based tools. The transformation involves converting any Unicode escapes in the source text of the program to ASCII by adding an extra u - for example, \uxxxx becomes \uuxxxx - while simultaneously converting nonASCII characters in the source text to Unicode escapes containing a single u each. This transformed version is equally acceptable to a Java compiler and represents the exact same program. The exact Unicode source can later be restored from this ASCII form by converting each escape sequence where multiple u's are present to a sequence of Unicode characters with one fewer u, while simultaneously converting each escape sequence with a single u to the corresponding single Unicode character. A Java compiler should use the \uxxxx notation as an output format to display Unicode characters when a suitable font is not available.



3.4 Line Terminators A Java compiler next divides the sequence of Unicode input characters into lines by recognizing line terminators.
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LineTerminator: the ASCII LF character, also known as "newline" the ASCII CR character, also known as "return" the ASCII CR character followed by the ASCII LF character InputCharacter: UnicodeInputCharacter but not CR or LF Lines are terminated by the ASCII characters CR, or LF, or CR LF. The two characters CR immediately followed by LF are counted as one line terminator, not two. A line terminator specifies the termination of the // form of a comment (§3.7). The lines defined by line terminators may determine the line numbers produced by a Java compiler.



The result is a sequence of line terminators and input characters, which are the terminal symbols for the third step in the tokenization process.



3.5 Input Elements and Tokens The input characters and line terminators that result from escape processing (§3.3) and then input line recognition (§3.4) are reduced to a sequence of input elements.
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Input: InputElementsopt Subopt InputElements: InputElement InputElements InputElement InputElement: WhiteSpace Comment Token Token: Identifier Keyword Literal Separator Operator Sub: the ASCII SUB character, also known as "control-Z" Those input elements that are not white space (§3.6) or comments (§3.7) are tokens. The tokens are the terminal symbols of the syntactic grammar (§2.3). White space (§3.6) and comments (§3.7) can serve to separate tokens that, if adjacent, might be tokenized in another manner. For example, the ASCII characters - and = in the input can form the operator token -= (§3.12) only if there is no intervening white space or comment. As a special concession for compatibility with certain operating systems, the ASCII SUB character (\u001a, or control-Z) is ignored if it is the last character in the escaped input stream. Consider two tokens x and y in the resulting input stream. If x precedes y, then we say that x is to the left of y and that y is to the right of x. For example, in this simple piece of code: class Empty { }



we say that the } token is to the right of the { token, even though it appears, in this twodimensional representation, downward and to the left of the { token. This convention about
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the use of the words left and right allows us to speak, for example, of the right-hand operand of a binary operator or of the left-hand side of an assignment.



3.6 White Space White space is defined as the ASCII space character, horizontal tab character, form feed character, and line terminator characters (§3.4). WhiteSpace: the ASCII SP character, also known as "space" the ASCII HT character, also known as "horizontal tab" the ASCII FF character, also known as "form feed" LineTerminator



3.7 Comments There are two kinds of comments. • /* text */ A traditional comment: all the text from the ASCII characters /* to the ASCII characters */ is ignored (as in C and C++). • // text An end-of-line comment: all the text from the ASCII characters // to the end of the line is ignored (as in C++).
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Comment: TraditionalComment EndOfLineComment TraditionalComment: / * CommentTail EndOfLineComment: / / CharactersInLineopt CommentTail: * CommentTailStar NotStar CommentTail CommentTailStar: / * CommentTailStar NotStarNotSlash CommentTail NotStar: InputCharacter but not * LineTerminator NotStarNotSlash: InputCharacter but not * or / LineTerminator CharactersInLine: InputCharacter CharactersInLine InputCharacter These productions imply all of the following properties: • Comments do not nest. • /* and */ have no special meaning in comments that begin with //. • // has no special meaning in comments that begin with /* or /**. As a result, the text: /* this comment /* // /** ends here: */
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is a single complete comment.



The lexical grammar implies that comments do not occur within character literals (§3.10.4) or string literals (§3.10.5).



3.8 Identifiers An identifier is an unlimited-length sequence of Java letters and Java digits, the first of which must be a Java letter. Identifier: IdentifierChars but not a Keyword or BooleanLiteral or NullLiteral IdentifierChars: JavaLetter IdentifierChars JavaLetterOrDigit JavaLetter: any Unicode character that is a Java letter (see below) JavaLetterOrDigit: any Unicode character that is a Java letter-or-digit (see below) A



"Java



letter"



is



a



character for which returns true.



the



method



Character.isJavaIdentifierStart(int)



A



"Java



letter-or-digit"



is



a



character for returns true.



which



the



method



Character.isJavaIdentifierPart(int)



The "Java letters" include uppercase and lowercase ASCII Latin letters A-Z (\u0041\u005a), and a-z (\u0061-\u007a), and, for historical reasons, the ASCII underscore (_, or \u005f) and dollar sign ($, or \u0024). The $ character should be used only in mechanically generated source code or, rarely, to access pre-existing names on legacy systems. The "Java digits" include the ASCII digits 0-9 (\u0030-\u0039).



Letters and digits may be drawn from the entire Unicode character set, which supports most writing scripts in use in the world today, including the large sets for Chinese, Japanese, and Korean. This allows programmers to use identifiers in their programs that are written in their native languages.
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An identifier cannot have the same spelling (Unicode character sequence) as a keyword (§3.9), boolean literal (§3.10.3), or the null literal (§3.10.7), or a compiletime error occurs. Two identifiers are the same only if they are identical, that is, have the same Unicode character for each letter or digit. Identifiers that have the same external appearance may yet be different. For example, the identifiers consisting of the single letters LATIN CAPITAL LETTER A (A, \u0041), LATIN SMALL LETTER A (a, \u0061), GREEK CAPITAL LETTER ALPHA (A, \u0391), CYRILLIC SMALL LETTER A (a, \u0430) and MATHEMATICAL BOLD ITALIC SMALL A (a, \ud835\udc82) are all different. Unicode composite characters are different from their canonical equivalent decomposed characters. For example, a LATIN CAPITAL LETTER A ACUTE (Á, \u00c1) is different from a LATIN CAPITAL LETTER A (A, \u0041) immediately followed by a NONSPACING ACUTE (´, \u0301) in identifiers. See The Unicode Standard, Section 3.11 "Normalization Forms". Examples of identifiers are: • String • i3 • αρετη • MAX_VALUE • isLetterOrDigit



3.9 Keywords 50 character sequences, formed from ASCII letters, are reserved for use as keywords and cannot be used as identifiers (§3.8).
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Keyword: one of abstract assert boolean break byte case catch char class const



continue default do double else enum extends final finally float



for if goto implements import instanceof int interface long native



new package private protected public return short static strictfp super



switch synchronized this throw throws transient try void volatile while



The keywords const and goto are reserved, even though they are not currently used. This may allow a Java compiler to produce better error messages if these C++ keywords incorrectly appear in programs. While true and false might appear to be keywords, they are technically Boolean literals (§3.10.3). Similarly, while null might appear to be a keyword, it is technically the null literal (§3.10.7).



3.10 Literals A literal is the source code representation of a value of a primitive type (§4.2), the String type (§4.3.3), or the null type (§4.1). Literal: IntegerLiteral FloatingPointLiteral BooleanLiteral CharacterLiteral StringLiteral NullLiteral 3.10.1 Integer Literals An integer literal may be expressed in decimal (base 10), hexadecimal (base 16), octal (base 8), or binary (base 2).
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IntegerLiteral: DecimalIntegerLiteral HexIntegerLiteral OctalIntegerLiteral BinaryIntegerLiteral DecimalIntegerLiteral: DecimalNumeral IntegerTypeSuffixopt HexIntegerLiteral: HexNumeral IntegerTypeSuffixopt OctalIntegerLiteral: OctalNumeral IntegerTypeSuffixopt BinaryIntegerLiteral: BinaryNumeral IntegerTypeSuffixopt IntegerTypeSuffix: one of lL



An integer literal is of type long if it is suffixed with an ASCII letter L or l (ell); otherwise it is of type int (§4.2.1). The suffix L is preferred, because the letter l (ell) is often hard to distinguish from the digit 1 (one).



Underscores are allowed as separators between digits that denote the integer. In a hexadecimal or binary literal, the integer is only denoted by the digits after the 0x or 0b characters and before any type suffix. Therefore, underscores may not appear immediately after 0x or 0b, or after the last digit in the numeral. In a decimal or octal literal, the integer is denoted by all the digits in the literal before any type suffix. Therefore, underscores may not appear before the first digit or after the last digit in the numeral. Underscores may appear after the initial 0 in an octal numeral (since 0 is a digit that denotes part of the integer) and after the initial non-zero digit in a non-zero decimal literal.
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A decimal numeral is either the single ASCII digit 0, representing the integer zero, or consists of an ASCII digit from 1 to 9 optionally followed by one or more ASCII digits from 0 to 9 interspersed with underscores, representing a positive integer. DecimalNumeral: 0



NonZeroDigit Digitsopt NonZeroDigit Underscores Digits Digits: Digit Digit DigitsAndUnderscoresopt Digit Digit: 0



NonZeroDigit NonZeroDigit: one of 1 2 3 4 5 6 7 8 9



DigitsAndUnderscores: DigitOrUnderscore DigitsAndUnderscores DigitOrUnderscore DigitOrUnderscore: Digit _



Underscores: _



Underscores _
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A hexadecimal numeral consists of the leading ASCII characters 0x or 0X followed by one or more ASCII hexadecimal digits interspersed with underscores, and can represent a positive, zero, or negative integer. Hexadecimal digits with values 10 through 15 are represented by the ASCII letters a through f or A through F, respectively; each letter used as a hexadecimal digit may be uppercase or lowercase. HexNumeral: 0 x HexDigits 0 X HexDigits HexDigits: HexDigit HexDigit HexDigitsAndUnderscoresopt HexDigit HexDigit: one of 0 1 2 3 4 5 6 7 8 9 a b c d e f A B C D E F



HexDigitsAndUnderscores: HexDigitOrUnderscore HexDigitsAndUnderscores HexDigitOrUnderscore HexDigitOrUnderscore: HexDigit _ The HexDigit production above comes from §3.3.
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An octal numeral consists of an ASCII digit 0 followed by one or more of the ASCII digits 0 through 7 interspersed with underscores, and can represent a positive, zero, or negative integer. OctalNumeral: 0 OctalDigits 0 Underscores OctalDigits OctalDigits: OctalDigit OctalDigit OctalDigitsAndUnderscoresopt OctalDigit OctalDigit: one of 0 1 2 3 4 5 6 7



OctalDigitsAndUnderscores: OctalDigitOrUnderscore OctalDigitsAndUnderscores OctalDigitOrUnderscore OctalDigitOrUnderscore: OctalDigit _ Note that octal numerals always consist of two or more digits; 0 is always considered to be a decimal numeral - not that it matters much in practice, for the numerals 0, 00, and 0x0 all represent exactly the same integer value.
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A binary numeral consists of the leading ASCII characters 0b or 0B followed by one or more of the ASCII digits 0 or 1 interspersed with underscores, and can represent a positive, zero, or negative integer. BinaryNumeral: 0 b BinaryDigits 0 B BinaryDigits BinaryDigits: BinaryDigit BinaryDigit BinaryDigitsAndUnderscoresopt BinaryDigit BinaryDigit: one of 0 1



BinaryDigitsAndUnderscores: BinaryDigitOrUnderscore BinaryDigitsAndUnderscores BinaryDigitOrUnderscore BinaryDigitOrUnderscore: BinaryDigit _



30



LEXICAL STRUCTURE



Integer Literals



3.10.1



The largest decimal literal of type int is 2147483648 (231). All decimal literals from 0 to 2147483647 may appear anywhere an int literal may appear. It is a compile-time error if a decimal literal of type int is larger than 2147483648 (231), or if the decimal literal 2147483648 appears anywhere other than as the operand of the unary minus operator (§15.15.4). The largest positive hexadecimal, octal, and binary literals of type int - each of which represents the decimal value 2147483647 (231-1) - are respectively: • 0x7fff_ffff, • 0177_7777_7777, and • 0b0111_1111_1111_1111_1111_1111_1111_1111 The most negative hexadecimal, octal, and binary literals of type int - each of which represents the decimal value -2147483648 (-231) - are respectively: • 0x8000_0000, • 0200_0000_0000, and • 0b1000_0000_0000_0000_0000_0000_0000_0000 The following hexadecimal, octal, and binary literals represent the decimal value -1: • 0xffff_ffff, • 0377_7777_7777, and • 0b1111_1111_1111_1111_1111_1111_1111_1111 It is a compile-time error if a hexadecimal, octal, or binary int literal does not fit in 32 bits. The largest decimal literal of type long is 9223372036854775808L (263). All decimal literals from 0L to 9223372036854775807L may appear anywhere a long literal may appear. It is a compile-time error if a decimal literal of type long is larger than 63 9223372036854775808L (2 ), or if the decimal literal 9223372036854775808L appears anywhere other than as the operand of the unary minus operator (§15.15.4). The largest positive hexadecimal, octal, and binary literals of type long - each of which represents the decimal value 9223372036854775807L (263-1) - are respectively:
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• 0x7fff_ffff_ffff_ffffL, • 07_7777_7777_7777_7777_7777L, and •



0b0111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111L



The most negative hexadecimal, octal, and binary literals of type long - each of which represents the decimal value -9223372036854775808L (-263) - are respectively: • 0x8000_0000_0000_0000L, and • 010_0000_0000_0000_0000_0000L, and •



0b1000_0000_0000_0000_0000_0000_0000_0000_0000_0000_0000_0000_0000_0000_0000_0000L



The following hexadecimal, octal, and binary literals represent the decimal value -1L: • 0xffff_ffff_ffff_ffffL, • 017_7777_7777_7777_7777_7777L, and •



0b1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111_1111L



It is a compile-time error if a hexadecimal, octal, or binary long literal does not fit in 64 bits. Examples of int literals: 0



2



0372



0xDada_Cafe



1996



0x00_FF__00_FF



Examples of long literals: 0l



0777L



0x100000000L



2_147_483_648L



0xC0B0L



3.10.2 Floating-Point Literals A floating-point literal has the following parts: a whole-number part, a decimal or hexadecimal point (represented by an ASCII period character), a fraction part, an exponent, and a type suffix. A floating-point literal may be expressed in decimal (base 10) or hexadecimal (base 16). For decimal floating-point literals, at least one digit (in either the whole number or the fraction part) and either a decimal point, an exponent, or a float type suffix are required. All other parts are optional. The exponent, if present, is indicated by the ASCII letter e or E followed by an optionally signed integer. 32
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For hexadecimal floating-point literals, at least one digit is required (in either the whole number or the fraction part), and the exponent is mandatory, and the float type suffix is optional. The exponent is indicated by the ASCII letter p or P followed by an optionally signed integer. Underscores are allowed as separators between digits that denote the whole-number part, and between digits that denote the fraction part, and between digits that denote the exponent. FloatingPointLiteral: DecimalFloatingPointLiteral HexadecimalFloatingPointLiteral DecimalFloatingPointLiteral: Digits . Digitsopt ExponentPartopt FloatTypeSuffixopt . Digits ExponentPartopt FloatTypeSuffixopt Digits ExponentPart FloatTypeSuffixopt Digits ExponentPartopt FloatTypeSuffix ExponentPart: ExponentIndicator SignedInteger ExponentIndicator: one of e E



SignedInteger: Signopt Digits Sign: one of + -



FloatTypeSuffix: one of f F d D
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HexadecimalFloatingPointLiteral: HexSignificand BinaryExponent FloatTypeSuffixopt HexSignificand: HexNumeral HexNumeral . 0 x HexDigitsopt . HexDigits 0 X HexDigitsopt . HexDigits BinaryExponent: BinaryExponentIndicator SignedInteger BinaryExponentIndicator:one of p P



A floating-point literal is of type float if it is suffixed with an ASCII letter F or f; otherwise its type is double and it can optionally be suffixed with an ASCII letter D or d. The elements of the types float and double are those values that can be represented using the IEEE 754 32-bit single-precision and 64-bit double-precision binary floating-point formats, respectively. The details of proper input conversion from a Unicode string representation of a floatingpoint number to the internal IEEE 754 binary floating-point representation are described for the methods valueOf of class Float and class Double of the package java.lang.



The largest positive finite literal of type float is 3.4028235e38f. The smallest positive finite non-zero literal of type float is 1.40e-45f. The largest positive finite literal of type double is 1.7976931348623157e308. The smallest positive finite non-zero literal of type double is 4.9e-324. It is a compile-time error if a non-zero floating-point literal is too large, so that on rounded conversion to its internal representation, it becomes an IEEE 754 infinity. A program can represent infinities without producing a compile-time error by using constant expressions such as 1f/0f or -1d/0d or by using the predefined constants POSITIVE_INFINITY and NEGATIVE_INFINITY of the classes Float and Double. It is a compile-time error if a non-zero floating-point literal is too small, so that, on rounded conversion to its internal representation, it becomes a zero.
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A compile-time error does not occur if a non-zero floating-point literal has a small value that, on rounded conversion to its internal representation, becomes a nonzero denormalized number. Predefined constants representing Not-a-Number values are defined in the classes Float and Double as Float.NaN and Double.NaN. Examples of float literals: 1e1f



2.f



.3f



0f



3.14f



6.022137e+23f



Examples of double literals: 1e1



2.



.3



0.0



3.14



1e-9d



1e137



3.10.3 Boolean Literals The boolean type has two values, represented by the boolean literals true and false, formed from ASCII letters. BooleanLiteral: one of true false



A boolean literal is always of type boolean. 3.10.4 Character Literals A character literal is expressed as a character or an escape sequence (§3.10.6), enclosed in ASCII single quotes. (The single-quote, or apostrophe, character is \u0027.) CharacterLiteral: ' SingleCharacter ' ' EscapeSequence ' SingleCharacter: InputCharacter but not ' or \ See §3.10.6 for the definition of EscapeSequence.



Character literals can only represent UTF-16 code units (§3.1), i.e., they are limited to values from \u0000 to \uffff. Supplementary characters must be represented
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either as a surrogate pair within a char sequence, or as an integer, depending on the API they are used with. A character literal is always of type char. It is a compile-time error for the character following the SingleCharacter or EscapeSequence to be other than a '. It is a compile-time error for a line terminator (§3.4) to appear after the opening ' and before the closing '. As specified in §3.4, the characters CR and LF are never an InputCharacter; each is recognized as constituting a LineTerminator. The following are examples of char literals: • 'a' • '%' • '\t' • '\\' • '\'' • '\u03a9' • '\uFFFF' • '\177' • 'Ω' • '⊗' Because Unicode escapes are processed very early, it is not correct to write '\u000a' for a character literal whose value is linefeed (LF); the Unicode escape \u000a is transformed into an actual linefeed in translation step 1 (§3.3) and the linefeed becomes a LineTerminator in step 2 (§3.4), and so the character literal is not valid in step 3. Instead, one should use the escape sequence '\n' (§3.10.6). Similarly, it is not correct to write '\u000d' for a character literal whose value is carriage return (CR). Instead, use '\r'. In C and C++, a character literal may contain representations of more than one character, but the value of such a character literal is implementation-defined. In the Java programming language, a character literal always represents exactly one character.



3.10.5 String Literals A string literal consists of zero or more characters enclosed in double quotes. Characters may be represented by escape sequences (§3.10.6) - one escape sequence for characters in the range U+0000 to U+FFFF, two escape sequences
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for the UTF-16 surrogate code units of characters in the range U+010000 to U +10FFFF. StringLiteral: " StringCharactersopt " StringCharacters: StringCharacter StringCharacters StringCharacter StringCharacter: InputCharacter but not " or \ EscapeSequence See §3.10.6 for the definition of EscapeSequence.



A string literal is always of type String (§4.3.3). It is a compile-time error for a line terminator to appear after the opening " and before the closing matching ". As specified in §3.4, the characters CR and LF are never an InputCharacter; each is recognized as constituting a LineTerminator. A long string literal can always be broken up into shorter pieces and written as a (possibly parenthesized) expression using the string concatenation operator + (§15.18.1). The following are examples of string literals: "" "\"" "This is a string" "This is a " + "two-line string"



// // // //



the empty string a string containing " alone a string containing 16 characters actually a string-valued constant expression, // formed from two string literals



Because Unicode escapes are processed very early, it is not correct to write "\u000a" for a string literal containing a single linefeed (LF); the Unicode escape \u000a is transformed into an actual linefeed in translation step 1 (§3.3) and the linefeed becomes a LineTerminator in step 2 (§3.4), and so the string literal is not valid in step 3. Instead, one should write "\n" (§3.10.6). Similarly, it is not correct to write "\u000d" for a string literal containing a single carriage return (CR). Instead, use "\r". Finally, it is not possible to write "\u0022" for a string literal containing a double quotation mark (").



A string literal is a reference to an instance of class String (§4.3.1, §4.3.3). Moreover, a string literal always refers to the same instance of class String. This is because string literals - or, more generally, strings that are the values of constant 37



3.10.5



String Literals



LEXICAL STRUCTURE



expressions (§15.28) - are "interned" so as to share unique instances, using the method String.intern. Example 3.10.5-1. String Literals The program consisting of the compilation unit (§7.3): package testPackage; class Test { public static void main(String[] args) { String hello = "Hello", lo = "lo"; System.out.print((hello == "Hello") + " "); System.out.print((Other.hello == hello) + " "); System.out.print((other.Other.hello == hello) + " "); System.out.print((hello == ("Hel"+"lo")) + " "); System.out.print((hello == ("Hel"+lo)) + " "); System.out.println(hello == ("Hel"+lo).intern()); } } class Other { static String hello = "Hello"; }



and the compilation unit: package other; public class Other { public static String hello = "Hello"; }



produces the output: true true true true false true



This example illustrates six points: • Literal strings within the same class (§8) in the same package (§7) represent references to the same String object (§4.3.1). • Literal strings within different classes in the same package represent references to the same String object. • Literal strings within different classes in different packages likewise represent references to the same String object. • Strings computed by constant expressions (§15.28) are computed at compile time and then treated as if they were literals. • Strings computed by concatenation at run-time are newly created and therefore distinct. • The result of explicitly interning a computed string is the same string as any pre-existing literal string with the same contents.
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3.10.6 Escape Sequences for Character and String Literals The character and string escape sequences allow for the representation of some nongraphic characters as well as the single quote, double quote, and backslash characters in character literals (§3.10.4) and string literals (§3.10.5). EscapeSequence: \ b /* \u0008: backspace BS */ \ t /* \u0009: horizontal tab HT */ \ n /* \u000a: linefeed LF */ \ f /* \u000c: form feed FF */ \ r /* \u000d: carriage return CR */ \ " /* \u0022: double quote " */ \ ' /* \u0027: single quote ' */ \ \ /* \u005c: backslash \ */ OctalEscape /* \u0000 to \u00ff: from octal value */ OctalEscape: \ OctalDigit \ OctalDigit OctalDigit \ ZeroToThree OctalDigit OctalDigit OctalDigit: one of 0 1 2 3 4 5 6 7



ZeroToThree: one of 0 1 2 3



It is a compile-time error if the character following a backslash in an escape is not an ASCII b, t, n, f, r, ", ', \, 0, 1, 2, 3, 4, 5, 6, or 7. The Unicode escape \u is processed earlier (§3.3). Octal escapes are provided for compatibility with C, but can express only Unicode values \u0000 through \u00FF, so Unicode escapes are usually preferred.



3.10.7 The Null Literal The null type has one value, the null reference, represented by the null literal null, which is formed from ASCII characters. NullLiteral: null
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A null literal is always of the null type.



3.11 Separators Nine ASCII characters are the separators (punctuators). Separator: one of (



)



{



}



[



]



;



,



.



3.12 Operators 37 tokens are the operators, formed from ASCII characters. Operator: one of = == + +=
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> = * *=



! != / /=



~ && & &=



? || | |=



: ++ ^ ^=



-% %=



>=



>>> >>>=



C H A P T E R



4



Types, Values, and Variables THE Java programming language is a statically typed language, which means that every variable and every expression has a type that is known at compile time. The Java programming language is also a strongly typed language, because types limit the values that a variable (§4.12) can hold or that an expression can produce, limit the operations supported on those values, and determine the meaning of the operations. Strong static typing helps detect errors at compile time. The types of the Java programming language are divided into two categories: primitive types and reference types. The primitive types (§4.2) are the boolean type and the numeric types. The numeric types are the integral types byte, short, int, long, and char, and the floating-point types float and double. The reference types (§4.3) are class types, interface types, and array types. There is also a special null type. An object (§4.3.1) is a dynamically created instance of a class type or a dynamically created array. The values of a reference type are references to objects. All objects, including arrays, support the methods of class Object (§4.3.2). String literals are represented by String objects (§4.3.3).



4.1 The Kinds of Types and Values There are two kinds of types in the Java programming language: primitive types (§4.2) and reference types (§4.3). There are, correspondingly, two kinds of data values that can be stored in variables, passed as arguments, returned by methods, and operated on: primitive values (§4.2) and reference values (§4.3). Type: PrimitiveType ReferenceType
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There is also a special null type, the type of the expression null, which has no name. Because the null type has no name, it is impossible to declare a variable of the null type or to cast to the null type. The null reference is the only possible value of an expression of null type. The null reference can always undergo a widening reference conversion to any reference type. In practice, the programmer can ignore the null type and just pretend that null is merely a special literal that can be of any reference type.



4.2 Primitive Types and Values A primitive type is predefined by the Java programming language and named by its reserved keyword (§3.9): PrimitiveType: NumericType boolean



NumericType: IntegralType FloatingPointType IntegralType: one of byte short int long char



FloatingPointType: one of float double



Primitive values do not share state with other primitive values. The numeric types are the integral types and the floating-point types. The integral types are byte, short, int, and long, whose values are 8-bit, 16-bit, 32-bit and 64-bit signed two's-complement integers, respectively, and char, whose values are 16-bit unsigned integers representing UTF-16 code units (§3.1). The floating-point types are float, whose values include the 32-bit IEEE 754 floating-point numbers, and double, whose values include the 64-bit IEEE 754 floating-point numbers.
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The boolean type has exactly two values: true and false. 4.2.1 Integral Types and Values The values of the integral types are integers in the following ranges: • For byte, from -128 to 127, inclusive • For short, from -32768 to 32767, inclusive • For int, from -2147483648 to 2147483647, inclusive • For long, from -9223372036854775808 to 9223372036854775807, inclusive • For char, from '\u0000' to '\uffff' inclusive, that is, from 0 to 65535 4.2.2 Integer Operations The Java programming language provides a number of operators that act on integral values: • The comparison operators, which result in a value of type boolean: ◆



The numerical comparison operators = (§15.20.1)



◆



The numerical equality operators == and != (§15.21.1)



• The numerical operators, which result in a value of type int or long: ◆



The unary plus and minus operators + and - (§15.15.3, §15.15.4)



◆



The multiplicative operators *, /, and % (§15.17)



◆



The additive operators + and - (§15.18)



◆



The increment operator ++, both prefix (§15.15.1) and postfix (§15.14.2)



◆



The decrement operator --, both prefix (§15.15.2) and postfix (§15.14.3)



◆



The signed and unsigned shift operators , and >>> (§15.19)



◆



The bitwise complement operator ~ (§15.15.5)



◆



The integer bitwise operators &, ^, and | (§15.22.1)



• The conditional operator ? : (§15.25) • The cast operator (§15.16), which can convert from an integral value to a value of any specified numeric type
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• The string concatenation operator + (§15.18.1), which, when given a String operand and an integral operand, will convert the integral operand to a String representing its value in decimal form, and then produce a newly created String that is the concatenation of the two strings Other useful constructors, methods, and constants are predefined in the classes Byte, Short, Integer, Long, and Character. If an integer operator other than a shift operator has at least one operand of type long, then the operation is carried out using 64-bit precision, and the result of the numerical operator is of type long. If the other operand is not long, it is first widened (§5.1.5) to type long by numeric promotion (§5.6). Otherwise, the operation is carried out using 32-bit precision, and the result of the numerical operator is of type int. If either operand is not an int, it is first widened to type int by numeric promotion. Any value of any integral type may be cast to or from any numeric type. There are no casts between integral types and the type boolean. See §4.2.5 for an idiom to convert integer expressions to boolean.



The integer operators do not indicate overflow or underflow in any way. An integer operator can throw an exception (§11) for the following reasons: • Any integer operator can throw a NullPointerException if unboxing conversion (§5.1.8) of a null reference is required. • The integer divide operator / (§15.17.2) and the integer remainder operator % (§15.17.3) can throw an ArithmeticException if the right-hand operand is zero. • The increment and decrement operators ++ (§15.14.2, §15.15.1) and -(§15.14.3, §15.15.2) can throw an OutOfMemoryError if boxing conversion (§5.1.7) is required and there is not sufficient memory available to perform the conversion. Example 4.2.2-1. Integer Operations class Test { public static void main(String[] args) { int i = 1000000; System.out.println(i * i); long l = i; System.out.println(l * l); System.out.println(20296 / (l - i)); } }
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This program produces the output: -727379968 1000000000000



and then encounters an ArithmeticException in the division by l - i, because l - i is zero. The first multiplication is performed in 32-bit precision, whereas the second multiplication is a long multiplication. The value -727379968 is the decimal value of the low 32 bits of the mathematical result, 1000000000000, which is a value too large for type int.



4.2.3 Floating-Point Types, Formats, and Values The floating-point types are float and double, which are conceptually associated with the single-precision 32-bit and double-precision 64-bit format IEEE 754 values and operations as specified in IEEE Standard for Binary Floating-Point Arithmetic, ANSI/IEEE Standard 754-1985 (IEEE, New York). The IEEE 754 standard includes not only positive and negative numbers that consist of a sign and magnitude, but also positive and negative zeros, positive and negative infinities, and special Not-a-Number values (hereafter abbreviated NaN). A NaN value is used to represent the result of certain invalid operations such as dividing zero by zero. NaN constants of both float and double type are predefined as Float.NaN and Double.NaN. Every implementation of the Java programming language is required to support two standard sets of floating-point values, called the float value set and the double value set. In addition, an implementation of the Java programming language may support either or both of two extended-exponent floating-point value sets, called the floatextended-exponent value set and the double-extended-exponent value set. These extended-exponent value sets may, under certain circumstances, be used instead of the standard value sets to represent the values of expressions of type float or double (§5.1.13, §15.4). The finite nonzero values of any floating-point value set can all be expressed in the form s · m · 2(e - N + 1), where s is +1 or -1, m is a positive integer less than 2N, and e is an integer between Emin = -(2K-1-2) and Emax = 2K-1-1, inclusive, and where N and K are parameters that depend on the value set. Some values can be represented in this form in more than one way; for example, supposing that a value v in a value set might be represented in this form using certain values for s, m, and e, then if it happened that m were even and e were less than 2K-1, one could halve m and increase e by 1 to produce a second representation for the same value v. A representation in this form is called normalized if m ≥ 2N-1; otherwise the representation is said to be denormalized. If a value in a value set cannot be
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represented in such a way that m ≥ 2N-1, then the value is said to be a denormalized value, because it has no normalized representation. The constraints on the parameters N and K (and on the derived parameters Emin and Emax) for the two required and two optional floating-point value sets are summarized in Table 4.1. Table 4.1. Floating-point value set parameters Parameter



float



floatextendedexponent



double



doubleextendedexponent



N



24



24



53



53



K



8



≥ 11



11



≥ 15



Emax



+127



≥ +1023



+1023



≥ +16383



Emin



-126



≤ -1022



-1022



≤ -16382



Where one or both extended-exponent value sets are supported by an implementation, then for each supported extended-exponent value set there is a specific implementation-dependent constant K, whose value is constrained by Table 4.1; this value K in turn dictates the values for Emin and Emax. Each of the four value sets includes not only the finite nonzero values that are ascribed to it above, but also NaN values and the four values positive zero, negative zero, positive infinity, and negative infinity. Note that the constraints in Table 4.1 are designed so that every element of the float value set is necessarily also an element of the float-extended-exponent value set, the double value set, and the double-extended-exponent value set. Likewise, each element of the double value set is necessarily also an element of the doubleextended-exponent value set. Each extended-exponent value set has a larger range of exponent values than the corresponding standard value set, but does not have more precision. The elements of the float value set are exactly the values that can be represented using the single floating-point format defined in the IEEE 754 standard. The elements of the double value set are exactly the values that can be represented using the double floating-point format defined in the IEEE 754 standard. Note, however, that the elements of the float-extended-exponent and double-extended-exponent value sets defined here do not correspond to the values that can be represented using IEEE 754 single extended and double extended formats, respectively. 46
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The float, float-extended-exponent, double, and double-extended-exponent value sets are not types. It is always correct for an implementation of the Java programming language to use an element of the float value set to represent a value of type float; however, it may be permissible in certain regions of code for an implementation to use an element of the float-extended-exponent value set instead. Similarly, it is always correct for an implementation to use an element of the double value set to represent a value of type double; however, it may be permissible in certain regions of code for an implementation to use an element of the doubleextended-exponent value set instead. Except for NaN, floating-point values are ordered; arranged from smallest to largest, they are negative infinity, negative finite nonzero values, positive and negative zero, positive finite nonzero values, and positive infinity. IEEE 754 allows multiple distinct NaN values for each of its single and double floating-point formats. While each hardware architecture returns a particular bit pattern for NaN when a new NaN is generated, a programmer can also create NaNs with different bit patterns to encode, for example, retrospective diagnostic information. For the most part, the Java SE platform treats NaN values of a given type as though collapsed into a single canonical value, and hence this specification normally refers to an arbitrary NaN as though to a canonical value. However, version 1.3 of the Java SE platform introduced methods enabling the programmer to distinguish between NaN values: the Float.floatToRawIntBits and Double.doubleToRawLongBits methods. The interested reader is referred to the specifications for the Float and Double classes for more information.



Positive zero and negative zero compare equal; thus the result of the expression 0.0==-0.0 is true and the result of 0.0>-0.0 is false. But other operations can distinguish positive and negative zero; for example, 1.0/0.0 has the value positive infinity, while the value of 1.0/-0.0 is negative infinity. NaN is unordered, so: • The numerical comparison operators = return false if either or both operands are NaN (§15.20.1). • The equality operator == returns false if either operand is NaN. In particular, (x=y) will be false if x or y is NaN. • The inequality operator != returns true if either operand is NaN (§15.21.1). In particular, x!=x is true if and only if x is NaN.
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4.2.4 Floating-Point Operations The Java programming language provides a number of operators that act on floating-point values: • The comparison operators, which result in a value of type boolean: ◆



The numerical comparison operators = (§15.20.1)



◆



The numerical equality operators == and != (§15.21.1)



• The numerical operators, which result in a value of type float or double: ◆



The unary plus and minus operators + and - (§15.15.3, §15.15.4)



◆



The multiplicative operators *, /, and % (§15.17)



◆



The additive operators + and - (§15.18.2)



◆



The increment operator ++, both prefix (§15.15.1) and postfix (§15.14.2)



◆



The decrement operator --, both prefix (§15.15.2) and postfix (§15.14.3)



• The conditional operator ? : (§15.25) • The cast operator (§15.16), which can convert from a floating-point value to a value of any specified numeric type • The string concatenation operator + (§15.18.1), which, when given a String operand and a floating-point operand, will convert the floating-point operand to a String representing its value in decimal form (without information loss), and then produce a newly created String by concatenating the two strings Other useful constructors, methods, and constants are predefined in the classes Float, Double, and Math. If at least one of the operands to a binary operator is of floating-point type, then the operation is a floating-point operation, even if the other is integral. If at least one of the operands to a numerical operator is of type double, then the operation is carried out using 64-bit floating-point arithmetic, and the result of the numerical operator is a value of type double. If the other operand is not a double, it is first widened (§5.1.5) to type double by numeric promotion (§5.6). Otherwise, the operation is carried out using 32-bit floating-point arithmetic, and the result of the numerical operator is a value of type float. (If the other operand is not a float, it is first widened to type float by numeric promotion.) Any value of a floating-point type may be cast to or from any numeric type. There are no casts between floating-point types and the type boolean.
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See §4.2.5 for an idiom to convert floating-point expressions to boolean.



Operators on floating-point numbers behave as specified by IEEE 754 (with the exception of the remainder operator (§15.17.3)). In particular, the Java programming language requires support of IEEE 754 denormalized floating-point numbers and gradual underflow, which make it easier to prove desirable properties of particular numerical algorithms. Floating-point operations do not "flush to zero" if the calculated result is a denormalized number. The Java programming language requires that floating-point arithmetic behave as if every floating-point operator rounded its floating-point result to the result precision. Inexact results must be rounded to the representable value nearest to the infinitely precise result; if the two nearest representable values are equally near, the one with its least significant bit zero is chosen. This is the IEEE 754 standard's default rounding mode known as round to nearest. The Java programming language uses round toward zero when converting a floating value to an integer (§5.1.3), which acts, in this case, as though the number were truncated, discarding the mantissa bits. Rounding toward zero chooses at its result the format's value closest to and no greater in magnitude than the infinitely precise result. A floating-point operation that overflows produces a signed infinity. A floating-point operation that underflows produces a denormalized value or a signed zero. A floating-point operation that has no mathematically definite result produces NaN. All numeric operations with NaN as an operand produce NaN as a result. A floating-point operator can throw an exception (§11) for the following reasons: • Any floating-point operator can throw a NullPointerException if unboxing conversion (§5.1.8) of a null reference is required. • The increment and decrement operators ++ (§15.14.2, §15.15.1) and -(§15.14.3, §15.15.2) can throw an OutOfMemoryError if boxing conversion (§5.1.7) is required and there is not sufficient memory available to perform the conversion. Example 4.2.4-1. Floating-point Operations class Test { public static void main(String[] args) { // An example of overflow: double d = 1e308; System.out.print("overflow produces infinity: ");
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System.out.println(d + "*10==" + d*10); // An example of gradual underflow: d = 1e-305 * Math.PI; System.out.print("gradual underflow: " + d + "\n "); for (int i = 0; i < 4; i++) System.out.print(" " + (d /= 100000)); System.out.println(); // An example of NaN: System.out.print("0.0/0.0 is Not-a-Number: "); d = 0.0/0.0; System.out.println(d); // An example of inexact results and rounding: System.out.print("inexact results with float:"); for (int i = 0; i < 100; i++) { float z = 1.0f / i; if (z * i != 1.0f) System.out.print(" " + i); } System.out.println(); // Another example of inexact results and rounding: System.out.print("inexact results with double:"); for (int i = 0; i < 100; i++) { double z = 1.0 / i; if (z * i != 1.0) System.out.print(" " + i); } System.out.println(); // An example of cast to integer rounding: System.out.print("cast to int rounds toward 0: "); d = 12345.6; System.out.println((int)d + " " + (int)(-d)); } }



This program produces the output: overflow produces infinity: 1.0e+308*10==Infinity gradual underflow: 3.141592653589793E-305 3.1415926535898E-310 3.141592653E-315 3.142E-320 0.0 0.0/0.0 is Not-a-Number: NaN inexact results with float: 0 41 47 55 61 82 83 94 97 inexact results with double: 0 49 98 cast to int rounds toward 0: 12345 -12345



This example demonstrates, among other things, that gradual underflow can result in a gradual loss of precision. The results when i is 0 involve division by zero, so that z becomes positive infinity, and z * 0 is NaN, which is not equal to 1.0.
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4.2.5 The boolean Type and boolean Values The boolean type represents a logical quantity with two possible values, indicated by the literals true and false (§3.10.3). The boolean operators are: • The relational operators == and != (§15.21.2) • The logical complement operator ! (§15.15.6) • The logical operators &, ^, and | (§15.22.2) • The conditional-and and conditional-or operators && (§15.23) and || (§15.24) • The conditional operator ? : (§15.25) • The string concatenation operator + (§15.18.1), which, when given a String operand and a boolean operand, will convert the boolean operand to a String (either "true" or "false"), and then produce a newly created String that is the concatenation of the two strings Boolean expressions determine the control flow in several kinds of statements: • The if statement (§14.9) • The while statement (§14.12) • The do statement (§14.13) • The for statement (§14.14) A boolean expression also determines which subexpression is evaluated in the conditional ? : operator (§15.25). Only boolean and Boolean expressions can be used in control flow statements and as the first operand of the conditional operator ? :. An integer or floating-point expression x can be converted to a boolean, following the C language convention that any nonzero value is true, by the expression x!=0. An object reference obj can be converted to a boolean, following the C language convention that any reference other than null is true, by the expression obj! =null. A boolean can be converted to a String by string conversion (§5.4). A cast of a boolean value to type boolean or Boolean is allowed (§5.1.1, §5.1.7). No other casts on type boolean are allowed.
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4.3 Reference Types and Values There are four kinds of reference types: class types (§8), interface types (§9), type variables (§4.4), and array types (§10). ReferenceType: ClassOrInterfaceType TypeVariable ArrayType ClassOrInterfaceType: ClassType InterfaceType ClassType: TypeDeclSpecifier TypeArgumentsopt InterfaceType: TypeDeclSpecifier TypeArgumentsopt TypeDeclSpecifier: Identifier ClassOrInterfaceType . Identifier TypeName: Identifier TypeName . Identifier TypeVariable: Identifier ArrayType: Type [ ] The sample code: class Point { int[] metrics; } interface Move { void move(int deltax, int deltay); }



declares a class type Point, an interface type Move, and uses an array type int[] (an array of int) to declare the field metrics of the class Point.
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A class or interface type consists of a type declaration specifier, optionally followed by type arguments (§4.5.1). If type arguments appear anywhere in a class or interface type, it is a parameterized type (§4.5). A type declaration specifier may be either a type name (§6.5.5), or a class or interface type followed by "." and an identifier. In the latter case, the specifier has the form T.id, where id must be the simple name of an accessible (§6.6) member type (§8.5, §9.5) of T, or a compile-time error occurs. The specifier denotes that member type. There are contexts in the Java programming language where a generic class or interface name is used without providing type arguments. Such contexts do not involve the use of raw types (§4.8). Rather, they are contexts where type arguments are unnecessary for, or irrelevant to, the meaning of the generic class or interface. For example, a single-type-import declaration import java.util.List; puts the simple type name List in scope within a compilation unit so that parameterized types of the form List may be used. As another example, invocation of a static method of a generic class needs only to give the (possibly qualified) name of the generic class without any type arguments, because such type arguments are irrelevant to a static method. (The method itself may be generic, and take its own type arguments, but the type parameters of a static method are necessarily unrelated to the type parameters of its enclosing generic class (§6.5.5).) Because of the occasional need to use a generic class or interface name without type arguments, type names are distinct from type declaration specifiers. A type name is always qualified by means of another type name. In some cases, this is necessary to access an inner class that is a member of a parameterized type. Here is an example of where a type declaration specifier is distinct from a type name: class GenericOuter { public class Inner { T getT() { return null;} S getS() { return null;} } } class Test { public static void main(String[] args) { GenericOuter.Inner x1 = null; Integer i = x1.getT(); Double d = x1.getS(); } }



If we accessed Inner by qualifying it with a type name, as in: GenericOuter.Inner x2 = null;
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we would force its use as a raw type, losing type information.



4.3.1 Objects An object is a class instance or an array. The reference values (often just references) are pointers to these objects, and a special null reference, which refers to no object. A class instance is explicitly created by a class instance creation expression (§15.9). An array is explicitly created by an array creation expression (§15.10). A new class instance is implicitly created when the string concatenation operator + (§15.18.1) is used in a non-constant (§15.28) expression, resulting in a new object of type String (§4.3.3). A new array object is implicitly created when an array initializer expression (§10.6) is evaluated; this can occur when a class or interface is initialized (§12.4), when a new instance of a class is created (§15.9), or when a local variable declaration statement is executed (§14.4). New objects of the types Boolean, Byte, Short, Character, Integer, Long, Float, and Double may be implicitly created by boxing conversion (§5.1.7). Example 4.3.1-1. Object Creation class Point { int x, y; Point() { System.out.println("default"); } Point(int x, int y) { this.x = x; this.y = y; } /* A Point instance is explicitly created at class initialization time: */ static Point origin = new Point(0,0); /* A String can be implicitly created by a + operator: */ public String toString() { return "(" + x + "," + y + ")"; } } class Test { public static void main(String[] args) { /* A Point is explicitly created using newInstance: */ Point p = null; try { p = (Point)Class.forName("Point").newInstance(); } catch (Exception e) { System.out.println(e);
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} /* An array is implicitly created by an array constructor: */ Point a[] = { new Point(0,0), new Point(1,1) }; /* Strings are implicitly created by + operators: */ System.out.println("p: " + p); System.out.println("a: { " + a[0] + ", " + a[1] + " }"); /* An array is explicitly created by an array creation expression: */ String sa[] = new String[2]; sa[0] = "he"; sa[1] = "llo"; System.out.println(sa[0] + sa[1]); } }



This program produces the output: default p: (0,0) a: { (0,0), (1,1) } hello



The operators on references to objects are: • Field access, using either a qualified name (§6.6) or a field access expression (§15.11) • Method invocation (§15.12) • The cast operator (§5.5, §15.16) • The string concatenation operator + (§15.18.1), which, when given a String operand and a reference, will convert the reference to a String by invoking the toString method of the referenced object (using "null" if either the reference or the result of toString is a null reference), and then will produce a newly created String that is the concatenation of the two strings • The instanceof operator (§15.20.2) • The reference equality operators == and != (§15.21.3) • The conditional operator ? : (§15.25). There may be many references to the same object. Most objects have state, stored in the fields of objects that are instances of classes or in the variables that are the components of an array object. If two variables contain references to the same object, the state of the object can be modified using one variable's reference to the 55
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object, and then the altered state can be observed through the reference in the other variable. Example 4.3.1-2. Primitive and Reference Identity class Value { int val; } class Test { public static void main(String[] args) { int i1 = 3; int i2 = i1; i2 = 4; System.out.print("i1==" + i1); System.out.println(" but i2==" + i2); Value v1 = new Value(); v1.val = 5; Value v2 = v1; v2.val = 6; System.out.print("v1.val==" + v1.val); System.out.println(" and v2.val==" + v2.val); } }



This program produces the output: i1==3 but i2==4 v1.val==6 and v2.val==6



because v1.val and v2.val reference the same instance variable (§4.12.3) in the one Value object created by the only new expression, while i1 and i2 are different variables.



Each object is associated with a monitor (§17.1), which is used by synchronized methods (§8.4.3) and the synchronized statement (§14.19) to provide control over concurrent access to state by multiple threads (§17). 4.3.2 The Class Object The class Object is a superclass (§8.1.4) of all other classes. All class and array types inherit (§8.4.8) the methods of class Object, which are summarized as follows: • The method clone is used to make a duplicate of an object. • The method equals defines a notion of object equality, which is based on value, not reference, comparison. • The method finalize is run just before an object is destroyed (§12.6). 56
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• The method getClass returns the Class object that represents the class of the object. A Class object exists for each reference type. It can be used, for example, to discover the fully qualified name of a class, its members, its immediate superclass, and any interfaces that it implements. The type of a method invocation expression of getClass is Class is roughly analogous to Some X is reifiable because X is reifiable and Y is reifiable. The type X.Y is not reifiable because Y is not reifiable.



An intersection type is not reifiable. The decision not to make all generic types reifiable is one of the most crucial, and controversial design decisions involving the type system of the Java programming language. Ultimately, the most important motivation for this decision is compatibility with existing code. In a naive sense, the addition of new constructs such as generics has no implications for pre-existing code. The Java programming language, per se, is compatible with earlier versions as long as every program written in the previous versions retains its meaning in the new version. However, this notion, which may be termed language compatibility, is of purely theoretical interest. Real programs (even trivial ones, such as "Hello World") are composed of several compilation units, some of which are provided by the Java SE platform (such as elements of java.lang or java.util). In practice, then, the minimum requirement is platform compatibility - that any program written for the prior version of the Java SE platform continues to function unchanged in the new version. One way to provide platform compatibility is to leave existing platform functionality unchanged, only adding new functionality. For example, rather than modify the existing Collections hierarchy in java.util, one might introduce a new library utilizing generics. The disadvantages of such a scheme is that it is extremely difficult for pre-existing clients of the Collection library to migrate to the new library. Collections are used to exchange data between independently developed modules; if a vendor decides to switch to the new, generic, library, that vendor must also distribute two versions of their code, to be compatible
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with their clients. Libraries that are dependent on other vendors code cannot be modified to use generics until the supplier's library is updated. If two modules are mutually dependent, the changes must be made simultaneously. Clearly, platform compatibility, as outlined above, does not provide a realistic path for adoption of a pervasive new feature such as generics. Therefore, the design of the generic type system seeks to support migration compatibility. Migration compatibiliy allows the evolution of existing code to take advantage of generics without imposing dependencies between independently developed software modules. The price of migration compatibility is that a full and sound reification of the generic type system is not possible, at least while the migration is taking place.



4.8 Raw Types To facilitate interfacing with non-generic legacy code, it is possible to use as a type the erasure (§4.6) of a parameterized type (§4.5) or the erasure of an array type (§10.1) whose element type is a parameterized type. Such a type is called a raw type. More precisely, a raw type is defined to be one of: • The reference type that is formed by taking the name of a generic type declaration without an accompanying type argument list. • An array type whose element type is a raw type. • A non-static member type of a raw type R that is not inherited from a superclass or superinterface of R. A non-generic class or interface type is not a raw type. To see why a non-static type member of a raw type is considered raw, consider the following example: class Outer{ T t; class Inner { T setOuterT(T t1) { t = t1; return t; } } }



The type of the member(s) of Inner depends on the type parameter of Outer. If Outer is raw, Inner must be treated as raw as well, as there is no valid binding for T.
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This rule applies only to type members that are not inherited. Inherited type members that depend on type variables will be inherited as raw types as a consequence of the rule that the supertypes of a raw type are erased, described later in this section. Another implication of the rules above is that a generic inner class of a raw type can itself only be used as a raw type: class Outer{ class Inner { S s; } }



It is not possible to access Inner as a partially raw type (a "rare" type): Outer.Inner x = null; Double d = x.s;



// illegal



because Outer itself is raw, hence so are all its inner classes including Inner, and so it is not possible to pass any type arguments to Inner.



The superclasses (respectively, superinterfaces) of a raw type are the erasures of the superclasses (superinterfaces) of any of its parameterized invocations. The type of a constructor (§8.8), instance method (§8.4, §9.4), or non-static field (§8.3) M of a raw type C that is not inherited from its superclasses or superinterfaces is the raw type that corresponds to the erasure of its type in the generic declaration corresponding to C. The type of a static method or static field of a raw type C is the same as its type in the generic declaration corresponding to C. It is a compile-time error to pass type arguments to a non-static type member of a raw type that is not inherited from its superclasses or superinterfaces. It is a compile-time error to attempt to use a type member of a parameterized type as a raw type. This means that the ban on "rare" types extends to the case where the qualifying type is parameterized, but we attempt to use the inner class as a raw type: Outer.Inner x = null; // illegal



This is the opposite of the case discussed above. There is no practical justification for this half-baked type. In legacy code, no type arguments are used. In non-legacy code, we should use the generic types correctly and pass all the required type arguments.



68



TYPES, VALUES, AND VARIABLES



Raw Types



4.8



The supertype of a class may be a raw type. Member accesses for the class are treated as normal, and member accesses for the supertype are treated as for raw types. In the constructor of the class, calls to super are treated as method calls on a raw type. The use of raw types is allowed only as a concession to compatibility of legacy code. The use of raw types in code written after the introduction of generics into the Java programming language is strongly discouraged. It is possible that future versions of the Java programming language will disallow the use of raw types. To make sure that potential violations of the typing rules are always flagged, some accesses to members of a raw type will result in compile-time unchecked warnings. The rules for compile-time unchecked warnings when accessing members or constructors of raw types are as follows: • At an assignment to a field: if the type of the left-hand operand is a raw type, then a compile-time unchecked warning occurs if erasure changes the field's type. • At an invocation of a method or constructor: if the type of the class or interface to search (§15.12.1) is a raw type, then a compile-time unchecked warning occurs if erasure changes any of the formal parameter types of the method or constructor. • No compile-time unchecked warning occurs for a method call when the formal parameter types do not change under erasure (even if the result type and/or throws clause changes), for reading from a field, or for a class instance creation of a raw type. Note that the unchecked warnings above are distinct from the unchecked warnings possible from unchecked conversion (§5.1.9), casts (§5.5.2), method declarations (§8.4.1, §8.4.8.3, §8.4.8.4, §9.4.1.2), and variable arity method invocations (§15.12.4.2). The warnings here cover the case where a legacy consumer uses a generified library. For example, the library declares a generic class Foo that has a field f of type Vector, but the consumer assigns a vector of integers to e.f where e has the raw type Foo. The legacy consumer receives a warning because it may have caused heap pollution (§4.12.2) for generified consumers of the generified library. (Note that the legacy consumer can assign a Vector from the library to its own Vector variable without receiving a warning. That is, the subtyping rules (§4.10.2) of the Java programming language make it possible for a variable of a raw type to be assigned a value of any of the type's parameterized instances.) The warnings from unchecked conversion cover the dual case, where a generified consumer uses a legacy library. For example, a method of the library has the raw return type Vector, but the consumer assigns the result of the method invocation to a variable of type Vector. This is unsafe, since the raw vector might have had a different element type than String, but is still permitted using unchecked conversion in order to enable interfacing with legacy code. The warning from unchecked conversion indicates that the
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generified consumer may experience problems from heap pollution at other points in the program. Example 4.8-1. Raw Types class Cell { E value; Cell(E v) { value = v; } E get() { return value; } void set(E v) { value = v; } public static void main(String[] args) { Cell x = new Cell("abc"); System.out.println(x.value); // OK, has type Object System.out.println(x.get()); // OK, has type Object x.set("def"); // unchecked warning } }



Example 4.8-2. Raw Types and Inheritance import java.util.*; class NonGeneric { Collection myNumbers() { return null; } } abstract class RawMembers extends NonGeneric implements Collection { static Collection cng = new ArrayList(); public static void main(String[] args) { RawMembers rw = null; Collection cn = rw.myNumbers(); // OK Iterator is = rw.iterator(); // Unchecked warning Collection cnn = rw.cng; // OK, static member } }



In this program, RawMembers inherits the method: Iterator iterator()



from the Collection superinterface. However, the type RawMembers inherits iterator() from the erasure of Collection, which means that the return type of iterator() is the erasure of Iterator, Iterator.
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As a result, the attempt to assign to rw.iterator() requires an unchecked conversion (§5.1.9) from Iterator to Iterator, causing an unchecked warning to be issued. In contrast, the static member cng retains its full parameterized type even when accessed through a object of raw type. (Note that access to a static member through an instance is considered bad style and is to be discouraged.) The member myNumbers is inherited from the NonGeneric class (whose erasure is also NonGeneric) and so retains its full parameterized type. Raw types are closely related to wildcards. Both are based on existential types. Raw types can be thought of as wildcards whose type rules are deliberately unsound, to accommodate interaction with legacy code. Historically, raw types preceded wildcards; they were first introduced in GJ, and described in the paper Making the future safe for the past: Adding Genericity to the Java Programming Language by Gilad Bracha, Martin Odersky, David Stoutamire, and Philip Wadler, in Proceedings of the ACM Conference on Object-Oriented Programming, Systems, Languages and Applications (OOPSLA 98), October 1998.



4.9 Intersection Types An intersection type takes the form T1 & ... & Tn (n > 0), where Ti (1 ≤ i ≤ n) are type expressions. Intersection types arise in the processes of capture conversion (§5.1.10) and type inference (§15.12.2.7). It is not possible to write an intersection type directly as part of a program; no syntax supports this. The values of an intersection type are those objects that are values of all of the types Ti for 1 ≤ i ≤ n. The members of an intersection type T1 & ... & Tn are determined as follows: • For each Ti (1 ≤ i ≤ n), let Ci be the most specific class or array type such that Ti T, if S :> T and S ≠ T.



The subtypes of a type T are all types U such that T is a supertype of U, and the null type. We write T 1 char • int >1 short • short >1 byte
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4.10.2 Subtyping among Class and Interface Types Given a generic type declaration C, the direct supertypes of the parameterized type C are all of the following: • The direct superclasses of C. • The direct superinterfaces of C. • The type Object, if C is an interface type with no direct superinterfaces. • The raw type C. The direct supertypes of the parameterized type C, where Ti (1 ≤ i ≤ n) is a type, are all of the following: • D, where D is a direct supertype of C and θ is the substitution [F1:=T1,...,Fn:=Tn]. • C, where Si contains Ti (1 ≤ i ≤ n) (§4.5.1). The direct supertypes of the parameterized type C, where at least one of the Ri (1 ≤ i ≤ n) is a wildcard type argument, are the direct supertypes of C which is the result of applying capture conversion (§5.1.10) to C. The direct supertypes of an intersection type T1 & ... & Tn are Ti (1 ≤ i ≤ n). The direct supertypes of a type variable are the types listed in its bound. A type variable is a direct supertype of its lower bound. The direct supertypes of the null type are all reference types other than the null type itself. 4.10.3 Subtyping among Array Types The following rules define the direct subtype relation among array types: • If S and T are both reference types, then S[] >1 T[] iff S >1 T. • Object >1 Object[] • Cloneable >1 Object[] • java.io.Serializable >1 Object[] • If P is a primitive type, then: ◆



Object >1 P[]



◆



Cloneable >1 P[]
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java.io.Serializable >1 P[]



4.11 Where Types Are Used Types are used when they appear in declarations or in certain expressions. Example 4.11-1. Usage of a Type import java.util.Random; import java.util.Collection; import java.util.ArrayList; class MiscMath { int divisor; MiscMath(int divisor) { this.divisor = divisor; } float ratio(long l) { try { l /= divisor; } catch (Exception e) { if (e instanceof ArithmeticException) l = Long.MAX_VALUE; else l = 0; } return (float)l; } double gausser() { Random r = new Random(); double[] val = new double[2]; val[0] = r.nextGaussian(); val[1] = r.nextGaussian(); return (val[0] + val[1]) / 2; } Collection fromArray(Number[] na) { Collection cn = new ArrayList(); for (Number n : na) cn.add(n); return cn; } void loop(S s) { this.loop(s); } }



In this example, types are used in declarations of the following: • Imported types (§7.5); here the type Random, imported from the type java.util.Random of the package java.util, is declared • Fields, which are the class variables and instance variables of classes (§8.3), and constants of interfaces (§9.3); here the field divisor in the class MiscMath is declared to be of type int
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• Method parameters (§8.4.1); here the parameter l of the method ratio is declared to be of type long • Method results (§8.4); here the result of the method ratio is declared to be of type float, and the result of the method gausser is declared to be of type double • Constructor parameters (§8.8.1); here the parameter of the constructor for MiscMath is declared to be of type int • Local variables (§14.4, §14.14); the local variables r and val of the method gausser are declared to be of types Random and double[] (array of double) • Exception parameters (§14.20); here the exception parameter e of the catch clause is declared to be of type Exception • Type parameters (§4.4); here the type parameter of MiscMath is a type variable T with the type Number as its declared bound • In any declaration that uses a parameterized type; here the type Number is used as a type argument (§4.5.1) in the parameterized type Collection. and in expressions of the following kinds: • Class instance creations (§15.9); here a local variable r of method gausser is initialized by a class instance creation expression that uses the type Random • Generic class (§8.1.2) instance creations (§15.9); here Number is used as a type argument in the expression new ArrayList() • Array creations (§15.10); here the local variable val of method gausser is initialized by an array creation expression that creates an array of double with size 2 • Generic method (§8.4.4) or constructor (§8.8.4) invocations (§15.12); here the method loop calls itself with an explicit type argument S • Casts (§15.16); here the return statement of the method ratio uses the float type in a cast • The instanceof operator (§15.20.2); here the instanceof operator tests whether e is assignment-compatible with the type ArithmeticException



4.12 Variables A variable is a storage location and has an associated type, sometimes called its compile-time type, that is either a primitive type (§4.2) or a reference type (§4.3). A variable's value is changed by an assignment (§15.26) or by a prefix or postfix + + (increment) or -- (decrement) operator (§15.14.2, §15.14.3, §15.15.1, §15.15.2). Compatibility of the value of a variable with its type is guaranteed by the design of the Java programming language, as long as a program does not give rise to compiletime unchecked warnings (§4.12.2). Default values (§4.12.5) are compatible and all
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assignments to a variable are checked for assignment compatibility (§5.2), usually at compile time, but, in a single case involving arrays, a run-time check is made (§10.5). 4.12.1 Variables of Primitive Type A variable of a primitive type always holds a primitive value of that exact primitive type. 4.12.2 Variables of Reference Type A variable of a class type T can hold a null reference or a reference to an instance of class T or of any class that is a subclass of T. A variable of an interface type can hold a null reference or a reference to any instance of any class that implements the interface. Note that a variable is not guaranteed to always refer to a subtype of its declared type, but only to subclasses or subinterfaces of the declared type. This is due to the possibility of heap pollution discussed below.



If T is a primitive type, then a variable of type "array of T" can hold a null reference or a reference to any array of type "array of T". If T is a reference type, then a variable of type "array of T" can hold a null reference or a reference to any array of type "array of S" such that type S is a subclass or subinterface of type T. A variable of type Object[] can hold a reference to an array of any reference type. A variable of type Object can hold a null reference or a reference to any object, whether it is an instance of a class or an array. It is possible that a variable of a parameterized type will refer to an object that is not of that parameterized type. This situation is known as heap pollution. Heap pollution can only occur if the program performed some operation involving a raw type that would give rise to a compile-time unchecked warning (§4.8, §5.1.9, §5.5.2, §8.4.1, §8.4.8.3, §8.4.8.4, §9.4.1.2, §15.12.4.2), or if the program aliases an array variable of non-reifiable element type through an array variable of a supertype which is either raw or non-generic. For example, the code: List l = new ArrayList();
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// Unchecked warning



gives rise to a compile-time unchecked warning, because it is not possible to ascertain, either at compile-time (within the limits of the compile-time type checking rules) or at runtime, whether the variable l does indeed refer to a List. If the code above is executed, heap pollution arises, as the variable ls, declared to be a List, refers to a value that is not in fact a List. The problem cannot be identified at run-time because type variables are not reified, and thus instances do not carry any information at run-time regarding the type arguments used to create them. In a simple example as given above, it may appear that it should be straightforward to identify the situation at compile-time and give an error. However, in the general (and typical) case, the value of the variable l may be the result of an invocation of a separately compiled method, or its value may depend upon arbitrary control flow. The code above is therefore very atypical, and indeed very bad style. Furthermore, the fact that Object[] is a supertype of all array types means that unsafe aliasing can occur which leads to heap pollution. For example, the following code compiles because it is statically type-correct: static void m(List... stringLists) { Object[] array = stringLists; List tmpList = Arrays.asList(42); array[0] = tmpList; // (1) String s = stringLists[0].get(0); // (2) }



Heap pollution occurs at (1) because a component in the stringLists array that should refer to a List now refers to a List. There is no way to detect this pollution in the presence of both a universal supertype (Object[]) and a non-reifiable type (the declared type of the formal parameter, List[]). No unchecked warning is justified at (1); nevertheless, at run-time, a ClassCastException will occur at (2). A compile-time unchecked warning will be given at any invocation of the method above because an invocation is considered by the Java programming language's static type system to create an array whose element type, List, is non-reifiable (§15.12.4.2). If and only if the body of the method was type-safe with respect to the variable arity parameter, then the programmer could use the SafeVarargs annotation to silence warnings at invocations (§9.6.3.7). Since the body of the method as written above causes heap pollution, it would be completely inappropriate to use the annotation to disable warnings for callers. Finally, note that the stringLists array could be aliased through variables of types other than Object[], and heap pollution could still occur. For example, the type of the array variable could be java.util.Collection[] - a raw element type - and the body of the method above would compile without warnings or errors and still cause heap pollution. And if the Java SE platform defined, say, Sequence as a non-generic supertype of List, then using Sequence as the type of array would also cause heap pollution.
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The variable will always refer to an object that is an instance of a class that represents the parameterized type. The value of ls in the example above is always an instance of a class that provides a representation of a List. Assignment from an expression of a raw type to a variable of a parameterized type should only be used when combining legacy code which does not make use of parameterized types with more modern code that does. If no operation that requires a compile-time unchecked warning to be issued takes place, and no unsafe aliasing occurs of array variables with non-reifiable element types, then heap pollution cannot occur. Note that this does not imply that heap pollution only occurs if a compile-time unchecked warning actually occurred. It is possible to run a program where some of the binaries were produced by a compiler for an older version of the Java programming language, or from sources that explicitly suppressed unchecked warnings. This practice is unhealthy at best. Conversely, it is possible that despite executing code that could (and perhaps did) give rise to a compile-time unchecked warning, no heap pollution takes place. Indeed, good programming practice requires that the programmer satisfy herself that despite any unchecked warning, the code is correct and heap pollution will not occur.



4.12.3 Kinds of Variables There are seven kinds of variables: 1. A class variable is a field declared using the keyword static within a class declaration (§8.3.1.1), or with or without the keyword static within an interface declaration (§9.3). A class variable is created when its class or interface is prepared (§12.3.2) and is initialized to a default value (§4.12.5). The class variable effectively ceases to exist when its class or interface is unloaded (§12.7). 2. An instance variable is a field declared within a class declaration without using the keyword static (§8.3.1.1). If a class T has a field a that is an instance variable, then a new instance variable a is created and initialized to a default value (§4.12.5) as part of each newly created object of class T or of any class that is a subclass of T (§8.1.4). The instance variable effectively ceases to exist when the object of which it is a field is no longer referenced, after any necessary finalization of the object (§12.6) has been completed. 3. Array components are unnamed variables that are created and initialized to default values (§4.12.5) whenever a new object that is an array is created (§10,
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§15.10). The array components effectively cease to exist when the array is no longer referenced. 4. Method parameters (§8.4.1) name argument values passed to a method. For every parameter declared in a method declaration, a new parameter variable is created each time that method is invoked (§15.12). The new variable is initialized with the corresponding argument value from the method invocation. The method parameter effectively ceases to exist when the execution of the body of the method is complete. 5. Constructor parameters (§8.8.1) name argument values passed to a constructor. For every parameter declared in a constructor declaration, a new parameter variable is created each time a class instance creation expression (§15.9) or explicit constructor invocation (§8.8.7) invokes that constructor. The new variable is initialized with the corresponding argument value from the creation expression or constructor invocation. The constructor parameter effectively ceases to exist when the execution of the body of the constructor is complete. 6. An exception parameter is created each time an exception is caught by a catch clause of a try statement (§14.20). The new variable is initialized with the actual object associated with the exception (§11.3, §14.18). The exception parameter effectively ceases to exist when execution of the block associated with the catch clause is complete. 7. Local variables are declared by local variable declaration statements (§14.4). Whenever the flow of control enters a block (§14.2) or for statement (§14.14), a new variable is created for each local variable declared in a local variable declaration statement immediately contained within that block or for statement. A local variable declaration statement may contain an expression which initializes the variable. The local variable with an initializing expression is not initialized, however, until the local variable declaration statement that declares it is executed. (The rules of definite assignment (§16) prevent the value of a local variable from being used before it has been initialized or otherwise assigned a value.) The local variable effectively ceases to exist when the execution of the block or for statement is complete. Were it not for one exceptional situation, a local variable could always be regarded as being created when its local variable declaration statement is executed. The exceptional situation involves the switch statement (§14.11), where it is possible for
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control to enter a block but bypass execution of a local variable declaration statement. Because of the restrictions imposed by the rules of definite assignment (§16), however, the local variable declared by such a bypassed local variable declaration statement cannot be used before it has been definitely assigned a value by an assignment expression (§15.26). Example 4.12.3-1. Different Kinds of Variables class Point { static int numPoints; int x, y; int[] w = new int[10]; int setX(int x) { int oldx = this.x; this.x = x; return oldx; } }



// // // // //



numPoints is a class variable x and y are instance variables w[0] is an array component x is a method parameter oldx is a local variable



4.12.4 final Variables A variable can be declared final. A final variable may only be assigned to once. Declaring a variable final can serve as useful documentation that its value will not change and can help avoid programming errors. It is a compile-time error if a final variable is assigned to unless it is definitely unassigned (§16) immediately prior to the assignment. A blank final is a final variable whose declaration lacks an initializer. Once a final variable has been assigned, it always contains the same value. If a final variable holds a reference to an object, then the state of the object may be changed by operations on the object, but the variable will always refer to the same object. This applies also to arrays, because arrays are objects; if a final variable holds a reference to an array, then the components of the array may be changed by operations on the array, but the variable will always refer to the same array. Example 4.12.4-1. Final Variables class Point { int x, y; int useCount; Point(int x, int y) { this.x = x; this.y = y; } static final Point origin = new Point(0, 0); }



In this program, the class Point declares a final class variable origin. The origin variable holds a reference to an object that is an instance of class Point whose coordinates
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are (0, 0). The value of the variable Point.origin can never change, so it always refers to the same Point object, the one created by its initializer. However, an operation on this Point object might change its state - for example, modifying its useCount or even, misleadingly, its x or y coordinate.



A variable of primitive type or type String, that is final and initialized with a compile-time constant expression (§15.28), is called a constant variable. Whether a variable is a constant variable or not may have implications with respect to class initialization (§12.4.1), binary compatibility (§13.1, §13.4.9) and definite assignment (§16). A resource of a try-with-resources statement (§14.20.3) and an exception parameter of a multi-catch clause (§14.20) are implicitly declared final. An exception parameter of a uni-catch clause (§14.20) may be effectively final instead of being explicitly declared final. Such a parameter is never implicitly declared final. 4.12.5 Initial Values of Variables Every variable in a program must have a value before its value is used: • Each class variable, instance variable, or array component is initialized with a default value when it is created (§15.9, §15.10): ◆



For type byte, the default value is zero, that is, the value of (byte)0.



◆



For type short, the default value is zero, that is, the value of (short)0.



◆



For type int, the default value is zero, that is, 0.



◆



For type long, the default value is zero, that is, 0L.



◆



For type float, the default value is positive zero, that is, 0.0f.



◆



For type double, the default value is positive zero, that is, 0.0d.



◆



For type char, the default value is the null character, that is, '\u0000'.



◆



For type boolean, the default value is false.



◆



For all reference types (§4.3), the default value is null.



• Each method parameter (§8.4.1) is initialized to the corresponding argument value provided by the invoker of the method (§15.12). • Each constructor parameter (§8.8.1) is initialized to the corresponding argument value provided by a class instance creation expression (§15.9) or explicit constructor invocation (§8.8.7). 81
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• An exception parameter (§14.20) is initialized to the thrown object representing the exception (§11.3, §14.18). • A local variable (§14.4, §14.14) must be explicitly given a value before it is used, by either initialization (§14.4) or assignment (§15.26), in a way that can be verified using the rules for definite assignment (§16). Example 4.12.5-1. Initial Values of Variables class Point { static int npoints; int x, y; Point root; } class Test { public static void main(String[] args) { System.out.println("npoints=" + Point.npoints); Point p = new Point(); System.out.println("p.x=" + p.x + ", p.y=" + p.y); System.out.println("p.root=" + p.root); } }



This program prints: npoints=0 p.x=0, p.y=0 p.root=null



illustrating the default initialization of npoints, which occurs when the class Point is prepared (§12.3.2), and the default initialization of x, y, and root, which occurs when a new Point is instantiated. See §12 for a full description of all aspects of loading, linking, and initialization of classes and interfaces, plus a description of the instantiation of classes to make new class instances.



4.12.6 Types, Classes, and Interfaces In the Java programming language, every variable and every expression has a type that can be determined at compile-time. The type may be a primitive type or a reference type. Reference types include class types and interface types. Reference types are introduced by type declarations, which include class declarations (§8.1) and interface declarations (§9.1). We often use the term type to refer to either a class or an interface. In the Java virtual machine, every object belongs to some particular class: the class that was mentioned in the creation expression that produced the object (§15.9), or the class whose Class object was used to invoke a reflective method to produce the 82
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object, or the String class for objects implicitly created by the string concatenation operator + (§15.18.1). This class is called the class of the object. An object is said to be an instance of its class and of all superclasses of its class. Every array also has a class. The method getClass, when invoked for an array object, will return a class object (of class Class) that represents the class of the array (§10.8). The compile-time type of a variable is always declared, and the compile-time type of an expression can be deduced at compile-time. The compile-time type limits the possible values that the variable can hold at run-time or the expression can produce at run-time. If a run-time value is a reference that is not null, it refers to an object or array that has a class, and that class will necessarily be compatible with the compile-time type. Even though a variable or expression may have a compile-time type that is an interface type, there are no instances of interfaces. A variable or expression whose type is an interface type can reference any object whose class implements (§8.1.5) that interface. Sometimes a variable or expression is said to have a "run-time type". This refers to the class of the object referred to by the value of the variable or expression at run-time, assuming that the value is not null. The correspondence between compile-time types and run-time types is incomplete for two reasons: 1. At run-time, classes and interfaces are loaded by the Java virtual machine using class loaders. Each class loader defines its own set of classes and interfaces. As a result, it is possible for two loaders to load an identical class or interface definition but produce distinct classes or interfaces at run-time. Consequently, code that compiled correctly may fail at link time if the class loaders that load it are inconsistent. See the paper Dynamic Class Loading in the Java™ Virtual Machine, by Sheng Liang and Gilad Bracha, in Proceedings of OOPSLA '98, published as ACM SIGPLAN Notices, Volume 33, Number 10, October 1998, pages 36-44, and The Java™ Virtual Machine Specification, Java SE 7 Edition for more details.



2. Type variables (§4.4) and type arguments (§4.5.1) are not reified at runtime. As a result, the same class or interface at run-time represents multiple parameterized types (§4.5) from compile-time. Specifically, all compile-time invocations of a given generic type declaration (§8.1.2, §9.1.2) share a single run-time representation.
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Under certain conditions, it is possible that a variable of a parameterized type refers to an object that is not of that parameterized type. This situation is known as heap pollution (§4.12.2). The variable will always refer to an object that is an instance of a class that represents the parameterized type. Example 4.12.6-1. Type of a Variable versus Class of an Object interface Colorable { void setColor(byte r, byte g, byte b); } class Point { int x, y; } class ColoredPoint extends Point implements Colorable { byte r, g, b; public void setColor(byte rv, byte gv, byte bv) { r = rv; g = gv; b = bv; } } class Test { public static void main(String[] args) { Point p = new Point(); ColoredPoint cp = new ColoredPoint(); p = cp; Colorable c = cp; } }



In this example: • The local variable p of the method main of class Test has type Point and is initially assigned a reference to a new instance of class Point. • The local variable cp similarly has as its type ColoredPoint, and is initially assigned a reference to a new instance of class ColoredPoint. • The assignment of the value of cp to the variable p causes p to hold a reference to a ColoredPoint object. This is permitted because ColoredPoint is a subclass of Point, so the class ColoredPoint is assignment-compatible (§5.2) with the type Point. A ColoredPoint object includes support for all the methods of a Point. In addition to its particular fields r, g, and b, it has the fields of class Point, namely x and y. • The local variable c has as its type the interface type Colorable, so it can hold a reference to any object whose class implements Colorable; specifically, it can hold a reference to a ColoredPoint. Note that an expression such as new Colorable() is not valid because it is not possible to create an instance of an interface, only of a class. However, the expression new Colorable() { public void setColor... } is valid because it declares an anonymous class (§15.9.5) that implements the Colorable interface.
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Conversions and Promotions EVERY expression written in the Java programming language has a type that can be deduced from the structure of the expression and the types of the literals, variables, and methods mentioned in the expression. It is possible, however, to write an expression in a context where the type of the expression is not appropriate. In some cases, this leads to an error at compile time. In other cases, the context may be able to accept a type that is related to the type of the expression; as a convenience, rather than requiring the programmer to indicate a type conversion explicitly, the Java programming language performs an implicit conversion from the type of the expression to a type acceptable for its surrounding context. A specific conversion from type S to type T allows an expression of type S to be treated at compile time as if it had type T instead. In some cases this will require a corresponding action at run-time to check the validity of the conversion or to translate the run-time value of the expression into a form appropriate for the new type T. Example 5.0-1. Conversions at Compile-time and Run-time • A conversion from type Object to type Thread requires a run-time check to make sure that the run-time value is actually an instance of class Thread or one of its subclasses; if it is not, an exception is thrown. • A conversion from type Thread to type Object requires no run-time action; Thread is a subclass of Object, so any reference produced by an expression of type Thread is a valid reference value of type Object. • A conversion from type int to type long requires run-time sign-extension of a 32-bit integer value to the 64-bit long representation. No information is lost. • A conversion from type double to type long requires a nontrivial translation from a 64-bit floating-point value to the 64-bit integer representation. Depending on the actual run-time value, information may be lost.
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In every conversion context, only certain specific conversions are permitted. For convenience of description, the specific conversions that are possible in the Java programming language are grouped into several broad categories: • Identity conversions • Widening primitive conversions • Narrowing primitive conversions • Widening reference conversions • Narrowing reference conversions • Boxing conversions • Unboxing conversions • Unchecked conversions • Capture conversions • String conversions • Value set conversions There are five conversion contexts in which conversion of expressions may occur. Each context allows conversions in some of the categories named above but not others. The term "conversion" is also used to describe the process of choosing a specific conversion for such a context. For example, we say that an expression that is an actual argument in a method invocation is subject to "method invocation conversion," meaning that a specific conversion will be implicitly chosen for that expression according to the rules for the method invocation argument context. One conversion context is the operand of a numeric operator such as + or *. The conversion process for such operands is called numeric promotion. Promotion is special in that, in the case of binary operators, the conversion chosen for one operand may depend in part on the type of the other operand expression. This chapter first describes the eleven categories of conversions (§5.1), including the special conversions to String allowed for the string concatenation operator + (§15.18.1). Then the five conversion contexts are described: • Assignment conversion (§5.2, §15.26) converts the type of an expression to the type of a specified variable. Assignment conversion may cause an OutOfMemoryError (as a result of boxing conversion (§5.1.7)), a NullPointerException (as a result of unboxing
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conversion (§5.1.8)), or a ClassCastException (as a result of an unchecked conversion (§5.1.9)) to be thrown at run-time. • Method invocation conversion (§5.3, §15.9, §15.12) is applied to each argument in a method or constructor invocation and, except in one case, performs the same conversions that assignment conversion does. Method invocation conversion may cause an OutOfMemoryError (as a result of boxing conversion (§5.1.7)), a NullPointerException (as a result of unboxing conversion (§5.1.8)), or a ClassCastException (as a result of an unchecked conversion (§5.1.9)) to be thrown at run-time. • Casting conversion (§5.5) converts the type of an expression to a type explicitly specified by a cast operator (§15.16). It is more inclusive than assignment or method invocation conversion, allowing any specific conversion other than a string conversion, but certain casts to a reference type may cause an exception at run-time. • String conversion (§5.4) applies only to an operand of the binary + operator which is not a String when the other operand is a String. String conversion may cause an OutOfMemoryError (as a result of class instance creation (§12.5)) to be thrown at run-time. • Numeric promotion (§5.6) brings the operands of a numeric operator to a common type so that an operation can be performed. Example 5.0-2. Conversion Contexts class Test { public static void main(String[] args) { // Casting conversion (5.4) of a float literal to // type int. Without the cast operator, this would // be a compile-time error, because this is a // narrowing conversion (5.1.3): int i = (int)12.5f; // String conversion (5.4) of i's int value: System.out.println("(int)12.5f==" + i); // Assignment conversion (5.2) of i's value to type // float. This is a widening conversion (5.1.2): float f = i; // String conversion of f's float value: System.out.println("after float widening: " + f); // Numeric promotion (5.6) of i's value to type // float. This is a binary numeric promotion. // After promotion, the operation is float*float: System.out.print(f); f = f * i; // Two string conversions of i and f:
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System.out.println("*" + i + "==" + f); // Method invocation conversion (5.3) of f's value // to type double, needed because the method Math.sin // accepts only a double argument: double d = Math.sin(f); // Two string conversions of f and d: System.out.println("Math.sin(" + f + ")==" + d); } }



This program produces the output: (int)12.5f==12 after float widening: 12.0 12.0*12==144.0 Math.sin(144.0)==-0.49102159389846934



5.1 Kinds of Conversion Specific type conversions in the Java programming language are divided into 13 categories. 5.1.1 Identity Conversion A conversion from a type to that same type is permitted for any type. This may seem trivial, but it has two practical consequences. First, it is always permitted for an expression to have the desired type to begin with, thus allowing the simply stated rule that every expression is subject to conversion, if only a trivial identity conversion. Second, it implies that it is permitted for a program to include redundant cast operators for the sake of clarity.



5.1.2 Widening Primitive Conversion 19 specific conversions on primitive types are called the widening primitive conversions: • byte to short, int, long, float, or double • short to int, long, float, or double • char to int, long, float, or double • int to long, float, or double • long to float or double
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• float to double A widening primitive conversion does not lose information about the overall magnitude of a numeric value. A widening primitive conversion from an integral type to another integral type, or from float to double in a strictfp expression (§15.4), does not lose any information at all; the numeric value is preserved exactly. A widening primitive conversion from float to double that is not strictfp may lose information about the overall magnitude of the converted value. A widening conversion of an int or a long value to float, or of a long value to double, may result in loss of precision - that is, the result may lose some of the least significant bits of the value. In this case, the resulting floating-point value will be a correctly rounded version of the integer value, using IEEE 754 round-tonearest mode (§4.2.4). A widening conversion of a signed integer value to an integral type T simply signextends the two's-complement representation of the integer value to fill the wider format. A widening conversion of a char to an integral type T zero-extends the representation of the char value to fill the wider format. Despite the fact that loss of precision may occur, a widening primitive conversion never results in a run-time exception (§11.1.1). Example 5.1.2-1. Widening Primitive Conversion class Test { public static void main(String[] args) { int big = 1234567890; float approx = big; System.out.println(big - (int)approx); } }



This program prints: -46



thus indicating that information was lost during the conversion from type int to type float because values of type float are not precise to nine significant digits.
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5.1.3 Narrowing Primitive Conversion 22 specific conversions on primitive types are called the narrowing primitive conversions: • short to byte or char • char to byte or short • int to byte, short, or char • long to byte, short, char, or int • float to byte, short, char, int, or long • double to byte, short, char, int, long, or float A narrowing primitive conversion may lose information about the overall magnitude of a numeric value and may also lose precision and range. A narrowing primitive conversion from double to float is governed by the IEEE 754 rounding rules (§4.2.4). This conversion can lose precision, but also lose range, resulting in a float zero from a nonzero double and a float infinity from a finite double. A double NaN is converted to a float NaN and a double infinity is converted to the same-signed float infinity. A narrowing conversion of a signed integer to an integral type T simply discards all but the n lowest order bits, where n is the number of bits used to represent type T. In addition to a possible loss of information about the magnitude of the numeric value, this may cause the sign of the resulting value to differ from the sign of the input value. A narrowing conversion of a char to an integral type T likewise simply discards all but the n lowest order bits, where n is the number of bits used to represent type T. In addition to a possible loss of information about the magnitude of the numeric value, this may cause the resulting value to be a negative number, even though chars represent 16-bit unsigned integer values. A narrowing conversion of a floating-point number to an integral type T takes two steps: 1. In the first step, the floating-point number is converted either to a long, if T is long, or to an int, if T is byte, short, char, or int, as follows: • If the floating-point number is NaN (§4.2.3), the result of the first step of the conversion is an int or long 0.
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• Otherwise, if the floating-point number is not an infinity, the floating-point value is rounded to an integer value V, rounding toward zero using IEEE 754 round-toward-zero mode (§4.2.3). Then there are two cases: a. If T is long, and this integer value can be represented as a long, then the result of the first step is the long value V. b. Otherwise, if this integer value can be represented as an int, then the result of the first step is the int value V. • Otherwise, one of the following two cases must be true: a. The value must be too small (a negative value of large magnitude or negative infinity), and the result of the first step is the smallest representable value of type int or long. b. The value must be too large (a positive value of large magnitude or positive infinity), and the result of the first step is the largest representable value of type int or long. 2. In the second step: • If T is int or long, the result of the conversion is the result of the first step. • If T is byte, char, or short, the result of the conversion is the result of a narrowing conversion to type T (§5.1.3) of the result of the first step. Example 5.1.3-1. Narrowing Primitive Conversion class Test { public static void main(String[] args) { float fmin = Float.NEGATIVE_INFINITY; float fmax = Float.POSITIVE_INFINITY; System.out.println("long: " + (long)fmin + ".." + (long)fmax); System.out.println("int: " + (int)fmin + ".." + (int)fmax); System.out.println("short: " + (short)fmin + ".." + (short)fmax); System.out.println("char: " + (int)(char)fmin + ".." + (int)(char)fmax); System.out.println("byte: " + (byte)fmin + ".." + (byte)fmax); } }



This program produces the output:
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long: -9223372036854775808..9223372036854775807 int: -2147483648..2147483647 short: 0..-1 char: 0..65535 byte: 0..-1



The results for char, int, and long are unsurprising, producing the minimum and maximum representable values of the type. The results for byte and short lose information about the sign and magnitude of the numeric values and also lose precision. The results can be understood by examining the low order bits of the minimum and maximum int. The minimum int is, in hexadecimal, 0x80000000, and the maximum int is 0x7fffffff. This explains the short results, which are the low 16 bits of these values, namely, 0x0000 and 0xffff; it explains the char results, which also are the low 16 bits of these values, namely, '\u0000' and '\uffff'; and it explains the byte results, which are the low 8 bits of these values, namely, 0x00 and 0xff.



Despite the fact that overflow, underflow, or other loss of information may occur, a narrowing primitive conversion never results in a run-time exception (§11.1.1). Example 5.1.3-2. Narrowing Primitive Conversions that lose information class Test { public static void main(String[] args) { // A narrowing of int to short loses high bits: System.out.println("(short)0x12345678==0x" + Integer.toHexString((short)0x12345678)); // A int value not fitting in byte changes sign and magnitude: System.out.println("(byte)255==" + (byte)255); // A float value too big to fit gives largest int value: System.out.println("(int)1e20f==" + (int)1e20f); // A NaN converted to int yields zero: System.out.println("(int)NaN==" + (int)Float.NaN); // A double value too large for float yields infinity: System.out.println("(float)-1e100==" + (float)-1e100); // A double value too small for float underflows to zero: System.out.println("(float)1e-50==" + (float)1e-50); } }



This program produces the output: (short)0x12345678==0x5678 (byte)255==-1 (int)1e20f==2147483647 (int)NaN==0 (float)-1e100==-Infinity (float)1e-50==0.0
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5.1.4 Widening and Narrowing Primitive Conversion The following conversion combines both widening and narrowing primitive conversions: • byte to char First, the byte is converted to an int via widening primitive conversion (§5.1.2), and then the resulting int is converted to a char by narrowing primitive conversion (§5.1.3). 5.1.5 Widening Reference Conversion A widening reference conversion exists from any reference type S to any reference type T, provided S is a subtype (§4.10) of T. Widening reference conversions never require a special action at run-time and therefore never throw an exception at run-time. They consist simply in regarding a reference as having some other type in a manner that can be proved correct at compile time. 5.1.6 Narrowing Reference Conversion Six kinds of conversions are called the narrowing reference conversions: • From any reference type S to any reference type T, provided that S is a proper supertype of T (§4.10). An important special case is that there is a narrowing reference conversion from the class type Object to any other reference type (§4.12.4). • From any class type C to any non-parameterized interface type K, provided that C is not final and does not implement K. • From any interface type J to any non-parameterized class type C that is not final. • From any interface type J to any non-parameterized interface type K, provided that J is not a subinterface of K. • From the interface types Cloneable and java.io.Serializable to any array type T[]. • From any array type SC[] to any array type TC[], provided that SC and TC are reference types and there is a narrowing reference conversion from SC to TC.
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Such conversions require a test at run-time to find out whether the actual reference value is a legitimate value of the new type. If not, then a ClassCastException is thrown. 5.1.7 Boxing Conversion Boxing conversion converts expressions of primitive type to corresponding expressions of reference type. Specifically, the following nine conversions are called the boxing conversions: • From type boolean to type Boolean • From type byte to type Byte • From type short to type Short • From type char to type Character • From type int to type Integer • From type long to type Long • From type float to type Float • From type double to type Double • From the null type to the null type This rule is necessary because the conditional operator (§15.25) applies boxing conversion to the types of its operands, and uses the result in further calculations.



At run time, boxing conversion proceeds as follows: • If p is a value of type boolean, then boxing conversion converts p into a reference r of class and type Boolean, such that r.booleanValue() == p • If p is a value of type byte, then boxing conversion converts p into a reference r of class and type Byte, such that r.byteValue() == p • If p is a value of type char, then boxing conversion converts p into a reference r of class and type Character, such that r.charValue() == p • If p is a value of type short, then boxing conversion converts p into a reference r of class and type Short, such that r.shortValue() == p • If p is a value of type int, then boxing conversion converts p into a reference r of class and type Integer, such that r.intValue() == p • If p is a value of type long, then boxing conversion converts p into a reference r of class and type Long, such that r.longValue() == p 94
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• If p is a value of type float then: ◆



If p is not NaN, then boxing conversion converts p into a reference r of class and type Float, such that r.floatValue() evaluates to p



◆



Otherwise, boxing conversion converts p into a reference r of class and type Float such that r.isNaN() evaluates to true



• If p is a value of type double, then: ◆



If p is not NaN, boxing conversion converts p into a reference r of class and type Double, such that r.doubleValue() evaluates to p



◆



Otherwise, boxing conversion converts p into a reference r of class and type Double such that r.isNaN() evaluates to true



• If p is a value of any other type, boxing conversion is equivalent to an identity conversion (§5.1.1). If the value p being boxed is true, false, a byte, or a char in the range \u0000 to \u007f, or an int or short number between -128 and 127 (inclusive), then let r1 and r2 be the results of any two boxing conversions of p. It is always the case that r1 == r2. Ideally, boxing a given primitive value p, would always yield an identical reference. In practice, this may not be feasible using existing implementation techniques. The rules above are a pragmatic compromise. The final clause above requires that certain common values always be boxed into indistinguishable objects. The implementation may cache these, lazily or eagerly. For other values, this formulation disallows any assumptions about the identity of the boxed values on the programmer's part. This would allow (but not require) sharing of some or all of these references. This ensures that in most common cases, the behavior will be the desired one, without imposing an undue performance penalty, especially on small devices. Less memory-limited implementations might, for example, cache all char and short values, as well as int and long values in the range of -32K to +32K.



A boxing conversion may result in an OutOfMemoryError if a new instance of one of the wrapper classes (Boolean, Byte, Character, Short, Integer, Long, Float, or Double) needs to be allocated and insufficient storage is available. 5.1.8 Unboxing Conversion Unboxing conversion converts expressions of reference type to corresponding expressions of primitive type. Specifically, the following eight conversions are called the unboxing conversions: • From type Boolean to type boolean 95



5.1.8



Unboxing Conversion



CONVERSIONS AND PROMOTIONS



• From type Byte to type byte • From type Short to type short • From type Character to type char • From type Integer to type int • From type Long to type long • From type Float to type float • From type Double to type double At run-time, unboxing conversion proceeds as follows: • If r is a reference of type Boolean, then unboxing conversion converts r into r.booleanValue()



• If r is a reference of type Byte, then unboxing conversion converts r into r.byteValue()



• If r is a reference of type Character, then unboxing conversion converts r into r.charValue()



• If r is a reference of type Short, then unboxing conversion converts r into r.shortValue()



• If r is a reference of type Integer, then unboxing conversion converts r into r.intValue()



• If r is a reference of type Long, then unboxing conversion converts r into r.longValue()



• If r is a reference of type Float, unboxing conversion converts r into r.floatValue()



• If r is a reference of type Double, then unboxing conversion converts r into r.doubleValue()



• If r is null, unboxing conversion throws a NullPointerException A type is said to be convertible to a numeric type if it is a numeric type (§4.2), or it is a reference type that may be converted to a numeric type by unboxing conversion. A type is said to be convertible to an integral type if it is an integral type, or it is a reference type that may be converted to an integral type by unboxing conversion.
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5.1.9 Unchecked Conversion Let G name a generic type declaration with n type parameters. There is an unchecked conversion from the raw class or interface type (§4.8) G to any parameterized type of the form G. There is an unchecked conversion from the raw array type G[] to any array type type of the form G[]. Use of an unchecked conversion causes a compile-time unchecked warning unless G is a parameterized type in which all type arguments are unbounded wildcards (§4.5.1), or the unchecked warning is suppressed by the SuppressWarnings annotation (§9.6.3.5). Unchecked conversion is used to enable a smooth interoperation of legacy code, written before the introduction of generic types, with libraries that have undergone a conversion to use genericity (a process we call generification). In such circumstances (most notably, clients of the Collections Framework in java.util), legacy code uses raw types (e.g. Collection instead of Collection). Expressions of raw types are passed as arguments to library methods that use parameterized versions of those same types as the types of their corresponding formal parameters. Such calls cannot be shown to be statically safe under the type system using generics. Rejecting such calls would invalidate large bodies of existing code, and prevent them from using newer versions of the libraries. This in turn, would discourage library vendors from taking advantage of genericity. To prevent such an unwelcome turn of events, a raw type may be converted to an arbitrary invocation of the generic type declaration to which the raw type refers. While the conversion is unsound, it is tolerated as a concession to practicality. An unchecked warning is issued in such cases.



5.1.10 Capture Conversion Let G name a generic type declaration with n type parameters A1,...,An with corresponding bounds U1,...,Un. There exists a capture conversion from a parameterized type G to a parameterized type G, where, for 1 ≤ i ≤ n : • If Ti is a wildcard type argument (§4.5.1) of the form ?, then Si is a fresh type variable whose upper bound is Ui[A1:=S1,...,An:=Sn] and whose lower bound is the null type. • If Ti is a wildcard type argument of the form ? extends Bi, then Si is a fresh type variable whose upper bound is glb(Bi, Ui[A1:=S1,...,An:=Sn]) and whose lower bound is the null type. glb(V1,...,Vm) is defined as V1 & ... & Vm.
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It is a compile-time error if, for any two classes (not interfaces) Vi and Vj, Vi is not a subclass of Vj or vice versa. • If Ti is a wildcard type argument of the form ? super Bi, then Si is a fresh type variable whose upper bound is Ui[A1:=S1,...,An:=Sn] and whose lower bound is Bi. • Otherwise, Si = Ti. Capture conversion on any type other than a parameterized type (§4.5) acts as an identity conversion (§5.1.1). Capture conversion is not applied recursively. Capture conversion never requires a special action at run-time and therefore never throws an exception at run-time. Capture conversion is designed to make wildcards more useful. To understand the motivation, let's begin by looking at the method java.util.Collections.reverse(): public static void reverse(List list);



The method reverses the list provided as a parameter. It works for any type of list, and so the use of the wildcard type List as the type of the formal parameter is entirely appropriate. Now consider how one would implement reverse(): public static void reverse(List list) { rev(list); } private static void rev(List list) { List tmp = new ArrayList(list); for (int i = 0; i < list.size(); i++) { list.set(i, tmp.get(list.size() - i - 1)); } }



The implementation needs to copy the list, extract elements from the copy, and insert them into the original. To do this in a type-safe manner, we need to give a name, T, to the element type of the incoming list. We do this in the private service method rev(). This requires us to pass the incoming argument list, of type List, as an argument to rev(). In general, List is a list of unknown type. It is not a subtype of List, for any type T. Allowing such a subtype relation would be unsound. Given the method: public static void fill(List l, T obj)



the following code would undermine the type system: List ls = new ArrayList(); List l = ls; Collections.fill(l, new Object()); // not really legal
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// - but assume it was! String s = ls.get(0); // ClassCastException - ls contains // Objects, not Strings.



So, without some special dispensation, we can see that the call from reverse() to rev() would be disallowed. If this were the case, the author of reverse() would be forced to write its signature as: public static void reverse(List list)



This is undesirable, as it exposes implementation information to the caller. Worse, the designer of an API might reason that the signature using a wildcard is what the callers of the API require, and only later realize that a type safe implementation was precluded. The call from reverse() to rev() is in fact harmless, but it cannot be justified on the basis of a general subtyping relation between List and List. The call is harmless, because the incoming argument is doubtless a list of some type (albeit an unknown one). If we can capture this unknown type in a type variable X, we can infer T to be X. That is the essence of capture conversion. The specification of course must cope with complications, like non-trivial (and possibly recursively defined) upper or lower bounds, the presence of multiple arguments etc. Mathematically sophisticated readers will want to relate capture conversion to established type theory. Readers unfamiliar with type theory can skip this discussion - or else study a suitable text, such as Types and Programming Languages by Benjamin Pierce, and then revisit this section. Here then is a brief summary of the relationship of capture conversion to established type theoretical notions. Wildcard types are a restricted form of existential types. Capture conversion corresponds loosely to an opening of a value of existential type. A capture conversion of an expression e can be thought of as an open of e in a scope that comprises the top level expression that encloses e. The classical open operation on existentials requires that the captured type variable must not escape the opened expression. The open that corresponds to capture conversion is always on a scope sufficiently large that the captured type variable can never be visible outside that scope. The advantage of this scheme is that there is no need for a close operation, as defined in the paper On Variance-Based Subtyping for Parametric Types by Atsushi Igarashi and Mirko Viroli, in the proceedings of the 16th European Conference on Object Oriented Programming (ECOOP 2002). For a formal account of wildcards, see Wild FJ by Mads Torgersen, Erik Ernst and Christian Plesner Hansen, in the 12th workshop on Foundations of Object Oriented Programming (FOOL 2005).



5.1.11 String Conversion Any type may be converted to type String by string conversion. A value x of primitive type T is first converted to a reference value as if by giving it as an argument to an appropriate class instance creation expression (§15.9):
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• If T is boolean, then use new Boolean(x). • If T is char, then use new Character(x). • If T is byte, short, or int, then use new Integer(x). • If T is long, then use new Long(x). • If T is float, then use new Float(x). • If T is double, then use new Double(x). This reference value is then converted to type String by string conversion. Now only reference values need to be considered: • If the reference is null, it is converted to the string "null" (four ASCII characters n, u, l, l). • Otherwise, the conversion is performed as if by an invocation of the toString method of the referenced object with no arguments; but if the result of invoking the toString method is null, then the string "null" is used instead. The toString method is defined by the primordial class Object; many classes override it, notably Boolean, Character, Integer, Long, Float, Double, and String. See §5.4 for details of the string conversion context.



5.1.12 Forbidden Conversions Any conversion that is not explicitly allowed is forbidden. 5.1.13 Value Set Conversion Value set conversion is the process of mapping a floating-point value from one value set to another without changing its type. Within an expression that is not FP-strict (§15.4), value set conversion provides choices to an implementation of the Java programming language: • If the value is an element of the float-extended-exponent value set, then the implementation may, at its option, map the value to the nearest element of the float value set. This conversion may result in overflow (in which case the value is replaced by an infinity of the same sign) or underflow (in which case the value may lose precision because it is replaced by a denormalized number or zero of the same sign).
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• If the value is an element of the double-extended-exponent value set, then the implementation may, at its option, map the value to the nearest element of the double value set. This conversion may result in overflow (in which case the value is replaced by an infinity of the same sign) or underflow (in which case the value may lose precision because it is replaced by a denormalized number or zero of the same sign). Within an FP-strict expression (§15.4), value set conversion does not provide any choices; every implementation must behave in the same way: • If the value is of type float and is not an element of the float value set, then the implementation must map the value to the nearest element of the float value set. This conversion may result in overflow or underflow. • If the value is of type double and is not an element of the double value set, then the implementation must map the value to the nearest element of the double value set. This conversion may result in overflow or underflow. Within an FP-strict expression, mapping values from the float-extended-exponent value set or double-extended-exponent value set is necessary only when a method is invoked whose declaration is not FP-strict and the implementation has chosen to represent the result of the method invocation as an element of an extended-exponent value set. Whether in FP-strict code or code that is not FP-strict, value set conversion always leaves unchanged any value whose type is neither float nor double.



5.2 Assignment Conversion Assignment conversion occurs when the value of an expression is assigned (§15.26) to a variable: the type of the expression must be converted to the type of the variable. Assignment contexts allow the use of one of the following: • an identity conversion (§5.1.1) • a widening primitive conversion (§5.1.2) • a widening reference conversion (§5.1.5) • a boxing conversion (§5.1.7) optionally followed by a widening reference conversion
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• an unboxing conversion (§5.1.8) optionally followed by a widening primitive conversion. If, after the conversions listed above have been applied, the resulting type is a raw type (§4.8), unchecked conversion (§5.1.9) may then be applied. It is a compile-time error if the chain of conversions contains two parameterized types that are not in the subtype relation. An example of such an illegal chain would be: Integer, Comparable, Comparable, Comparable



The first three elements of the chain are related by widening reference conversion, while the last entry is derived from its predecessor by unchecked conversion. However, this is not a valid assignment conversion, because the chain contains two parameterized types, Comparable and Comparable, that are not subtypes.



In addition, if the expression is a constant expression (§15.28) of type byte, short, char, or int: • A narrowing primitive conversion may be used if the type of the variable is byte, short, or char, and the value of the constant expression is representable in the type of the variable. • A narrowing primitive conversion followed by a boxing conversion may be used if the type of the variable is: ◆



Byte and the value of the constant expression is representable in the type byte.



◆



Short and short.



◆



Character and the value of the constant expression is representable in the type char.



the value of the constant expression is representable in the type



The compile-time narrowing of constants means that code such as: byte theAnswer = 42;



is allowed. Without the narrowing, the fact that the integer literal 42 has type int would mean that a cast to byte would be required: byte theAnswer = (byte)42;



// cast is permitted but not required



A value of the null type (the null reference is the only such value) may be assigned to any reference type, resulting in a null reference of that type.
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If the type of the expression cannot be converted to the type of the variable by a conversion permitted in an assignment context, then a compile-time error occurs. If the type of an expression can be converted to the type of a variable by assignment conversion, we say the expression (or its value) is assignable to the variable or, equivalently, that the type of the expression is assignment compatible with the type of the variable. If the type of the variable is float or double, then value set conversion (§5.1.13) is applied to the value v that is the result of the type conversion: • If v is of type float and is an element of the float-extended-exponent value set, then the implementation must map v to the nearest element of the float value set. This conversion may result in overflow or underflow. • If v is of type double and is an element of the double-extended-exponent value set, then the implementation must map v to the nearest element of the double value set. This conversion may result in overflow or underflow. The only exceptions that an assignment conversion may cause are: • A ClassCastException if, after the type conversions above have been applied, the resulting value is an object which is not an instance of a subclass or subinterface of the erasure (§4.6) of the type of the variable. This circumstance can only arise as a result of heap pollution (§4.12.2). In practice, implementations need only perform casts when accessing a field or method of an object of parametized type, when the erased type of the field, or the erased result type of the method differ from their unerased type.



• An OutOfMemoryError as a result of a boxing conversion. • A NullPointerException as a result of an unboxing conversion on a null reference. • An ArrayStoreException in special cases involving array elements or field access (§10.5, §15.26.1). Example 5.2-1. Assignment Conversion for Primitive Types class Test { public static void main(String[] args) { short s = 12; // narrow 12 to short float f = s; // widen short to float System.out.println("f=" + f); char c = '\u0123'; long l = c; // widen char to long System.out.println("l=0x" + Long.toString(l,16)); f = 1.23f; double d = f; // widen float to double
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System.out.println("d=" + d); } }



This program produces the output: f=12.0 l=0x123 d=1.2300000190734863



The following program, however, produces compile-time errors: class Test { public static void main(String[] args) { short s = 123; char c = s; // error: would require cast s = c; // error: would require cast } }



because not all short values are char values, and neither are all char values short values. Example 5.2-2. Assignment Conversion for Reference Types class Point { int x, y; } class Point3D extends Point { int z; } interface Colorable { void setColor(int color); } class ColoredPoint extends Point implements Colorable { int color; public void setColor(int color) { this.color = color; } } class Test { public static void main(String[] args) { // Assignments to variables of class type: Point p = new Point(); p = new Point3D(); // OK because Point3D is a subclass of Point Point3D p3d = p; // Error: will require a cast because a Point // might not be a Point3D (even though it is, // dynamically, in this example.) // Assignments to variables of type Object: Object o = p; // OK: any object to Object int[] a = new int[3]; Object o2 = a; // OK: an array to Object // Assignments to variables of interface type: ColoredPoint cp = new ColoredPoint(); Colorable c = cp;
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// OK: ColoredPoint implements Colorable // Assignments to variables of array type: byte[] b = new byte[4]; a = b; // Error: these are not arrays of the same primitive type Point3D[] p3da = new Point3D[3]; Point[] pa = p3da; // OK: since we can assign a Point3D to a Point p3da = pa; // Error: (cast needed) since a Point // can't be assigned to a Point3D } }



The following test program illustrates assignment conversions on reference values, but fails to compile, as described in its comments. This example should be compared to the preceding one. class Point { int x, y; } interface Colorable { void setColor(int color); } class ColoredPoint extends Point implements Colorable { int color; public void setColor(int color) { this.color = color; } } class Test { public static void main(String[] args) { Point p = new Point(); ColoredPoint cp = new ColoredPoint(); // Okay because ColoredPoint is a subclass of Point: p = cp; // Okay because ColoredPoint implements Colorable: Colorable c = cp; // The following cause compile-time errors because // we cannot be sure they will succeed, depending on // the run-time type of p; a run-time check will be // necessary for the needed narrowing conversion and // must be indicated by including a cast: cp = p; // p might be neither a ColoredPoint // nor a subclass of ColoredPoint c = p; // p might not implement Colorable } }



Example 5.2-3. Assignment Conversion for Array Types class Point { int x, y; } class ColoredPoint extends Point { int color; } class Test { public static void main(String[] args) { long[] veclong = new long[100];
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Object o = veclong; // okay Long l = veclong; // compile-time error short[] vecshort = veclong; // compile-time error Point[] pvec = new Point[100]; ColoredPoint[] cpvec = new ColoredPoint[100]; pvec = cpvec; // okay pvec[0] = new Point(); // okay at compile time, // but would throw an // exception at run time cpvec = pvec; // compile-time error } }



In this example: • The value of veclong cannot be assigned to a Long variable, because Long is a class type other than Object. An array can be assigned only to a variable of a compatible array type, or to a variable of type Object, Cloneable or java.io.Serializable. • The value of veclong cannot be assigned to vecshort, because they are arrays of primitive type, and short and long are not the same primitive type. • The value of cpvec can be assigned to pvec, because any reference that could be the value of an expression of type ColoredPoint can be the value of a variable of type Point. The subsequent assignment of the new Point to a component of pvec then would throw an ArrayStoreException (if the program were otherwise corrected so that it could be compiled), because a ColoredPoint array cannot have an instance of Point as the value of a component. • The value of pvec cannot be assigned to cpvec, because not every reference that could be the value of an expression of type ColoredPoint can correctly be the value of a variable of type Point. If the value of pvec at run-time were a reference to an instance of Point[], and the assignment to cpvec were allowed, a simple reference to a component of cpvec, say, cpvec[0], could return a Point, and a Point is not a ColoredPoint. Thus to allow such an assignment would allow a violation of the type system. A cast may be used (§5.5, §15.16) to ensure that pvec references a ColoredPoint[]: cpvec = (ColoredPoint[])pvec;



// OK, but may throw an // exception at run-time



5.3 Method Invocation Conversion Method invocation conversion is applied to each argument value in a method or constructor invocation (§8.8.7.1, §15.9, §15.12): the type of the argument expression must be converted to the type of the corresponding parameter. Method invocation contexts allow the use of one of the following: • an identity conversion (§5.1.1)
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• a widening primitive conversion (§5.1.2) • a widening reference conversion (§5.1.5) • a boxing conversion (§5.1.7) optionally followed by widening reference conversion • an unboxing conversion (§5.1.8) optionally followed by a widening primitive conversion. If, after the conversions listed above have been applied, the resulting type is a raw type (§4.8), an unchecked conversion (§5.1.9) may then be applied. It is a compile-time error if the chain of conversions contains two parameterized types that are not in the subtype relation. A value of the null type (the null reference is the only such value) may be converted to any reference type. If the type of the expression cannot be converted to the type of the parameter by a conversion permitted in a method invocation context, then a compile-time error occurs. If the type of an argument expression is either float or double, then value set conversion (§5.1.13) is applied after the type conversion: • If an argument value of type float is an element of the float-extended-exponent value set, then the implementation must map the value to the nearest element of the float value set. This conversion may result in overflow or underflow. • If an argument value of type double is an element of the double-extendedexponent value set, then the implementation must map the value to the nearest element of the double value set. This conversion may result in overflow or underflow. The only exceptions that an method invocation conversion may cause are: • A ClassCastException if, after the type conversions above have been applied, the resulting value is an object which is not an instance of a subclass or subinterface of the erasure (§4.6) of the corresponding formal parameter type. This circumstance can only arise as a result of heap pollution (§4.12.2).



• An OutOfMemoryError as a result of a boxing conversion. • A NullPointerException as a result of an unboxing conversion on a null reference.
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Method invocation conversions specifically do not include the implicit narrowing of integer constants which is part of assignment conversion (§5.2). The designers of the Java programming language felt that including these implicit narrowing conversions would add additional complexity to the overloaded method matching resolution process (§15.12.2). Thus, the program: class Test { static int m(byte a, int b) { return a+b; } static int m(short a, short b) { return a-b; } public static void main(String[] args) { System.out.println(m(12, 2)); // compile-time error } }



causes a compile-time error because the integer literals 12 and 2 have type int, so neither method m matches under the rules of (§15.12.2). A language that included implicit narrowing of integer constants would need additional rules to resolve cases like this example.



5.4 String Conversion String conversion applies only to an operand of the binary + operator which is not a String when the other operand is a String. In this single special case, the non-String operand to the + is converted to a String (§5.1.11) and evaluation of the + operator proceeds as specified in §15.18.1.



5.5 Casting Conversion Casting conversion is applied to the operand of a cast operator (§15.16): the type of the operand expression must be converted to the type explicitly named by the cast operator. Casting contexts allow the use of one of: • an identity conversion (§5.1.1) • a widening primitive conversion (§5.1.2) • a narrowing primitive conversion (§5.1.3) • a widening and narrowing primitive conversion (§5.1.4)
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• a widening reference conversion (§5.1.5) optionally followed by either an unboxing conversion (§5.1.8) or an unchecked conversion (§5.1.9) • a narrowing reference conversion (§5.1.6) optionally followed by either an unboxing conversion (§5.1.8) or an unchecked conversion (§5.1.9) • a boxing conversion (§5.1.7) optionally followed by a widening reference conversion (§5.1.5) • an unboxing conversion (§5.1.8) optionally followed by a widening primitive conversion (§5.1.2). Value set conversion (§5.1.13) is applied after the type conversion. The compile-time legality of a casting conversion is as follows: • An expression of a primitive type may undergo casting conversion to another primitive type, by an identity conversion (if the types are the same), or by a widening primitive conversion, or by a narrowing primitive conversion, or by a widening and narrowing primitive conversion. • An expression of a primitive type may undergo casting conversion to a reference type without error, by boxing conversion. • An expression of a reference type may undergo casting conversion to a primitive type without error, by unboxing conversion. • An expression of a reference type may undergo casting conversion to another reference type if no compile-time error occurs given the rules in §5.5.1. The following tables enumerate which conversions are used in certain casting conversions. Each used conversion is signified by a symbol: • - signifies no casting conversion allowed • ≈ signifies identity conversion (§5.1.1) • ω signifies widening primitive conversion (§5.1.2) • η signifies narrowing primitive conversion (§5.1.3) • ωη signifies widening and narrowing primitive conversion (§5.1.4) • ⇑ signifies widening reference conversion (§5.1.5) • ⇓ signifies narrowing reference conversion (§5.1.6) • ⊡ signifies boxing conversion (§5.1.7) • ⊔ signifies unboxing conversion (§5.1.8)
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In the tables, a comma between symbols indicates that a casting conversion uses one conversion followed by another. Table 5.1. Casting conversions to primitive types To →
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CONVERSIONS AND PROMOTIONS



Reference Type Casting



5.5.1



Table 5.2. Casting conversions to reference types To →



Byte Short Character Integer Long Float Double Boolean Object



From ↓ byte



⊡



-



-



-



-



-



-



-



⊡,⇑



short



-



⊡



-



-



-



-



-



-



⊡,⇑



char



-
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⊡



-



-
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-
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-
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≈



-
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-



-



-



-



-



-
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⇑



Object



⇓



⇓



⇓



⇓



⇓



⇓



⇓



⇓



≈



5.5.1 Reference Type Casting Given a compile-time reference type S (source) and a compile-time reference type T (target), a casting conversion exists from S to T if no compile-time errors occur due to the following rules. If S is a class type: • If T is a class type, then either |S| 0; i--) System.out.print(i + " "); System.out.println(); } }



This program compiles without error and, when executed, produces the output: 0 1 2 3 4 5 6 7 8 9 10 9 8 7 6 5 4 3 2 1



6.4.1 Shadowing Some declarations may be shadowed in part of their scope by another declaration of the same name, in which case a simple name cannot be used to refer to the declared entity.
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6.4.1



Shadowing



NAMES



Shadowing is distinct from hiding (§8.3, §8.4.8.2, §8.5, §9.3, §9.5), which applies only to members which would otherwise be inherited but are not because of a declaration in a subclass. Shadowing is also distinct from obscuring (§6.4.2). A declaration d is said to be visible at point p in a program if the scope of d includes p, and d is not shadowed by any other declaration at p. When the program point we are discussing is clear from context, we will often simply say that a declaration is visible. A declaration d of a type named n shadows the declarations of any other types named n that are in scope at the point where d occurs throughout the scope of d. A declaration d of a field or formal parameter named n shadows, throughout the scope of d, the declarations of any other variables named n that are in scope at the point where d occurs. A declaration d of a local variable or exception parameter named n shadows, throughout the scope of d, (a) the declarations of any other fields named n that are in scope at the point where d occurs, and (b) the declarations of any other variables named n that are in scope at the point where d occurs but are not declared in the innermost class in which d is declared. A declaration d of a method named n shadows the declarations of any other methods named n that are in an enclosing scope at the point where d occurs throughout the scope of d. A package declaration never shadows any other declaration. A type-import-on-demand declaration never causes any other declaration to be shadowed. A static-import-on-demand declaration never causes any other declaration to be shadowed. A single-type-import declaration d in a compilation unit c of package p that imports a type named n shadows, throughout c, the declarations of: • any top level type named n declared in another compilation unit of p • any type named n imported by a type-import-on-demand declaration in c • any type named n imported by a static-import-on-demand declaration in c A single-static-import declaration d in a compilation unit c of package p that imports a field named n shadows the declaration of any static field named n imported by a static-import-on-demand declaration in c, throughout c.
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A single-static-import declaration d in a compilation unit c of package p that imports a method named n with signature s shadows the declaration of any static method named n with signature s imported by a static-import-on-demand declaration in c, throughout c. A single-static-import declaration d in a compilation unit c of package p that imports a type named n shadows, throughout c, the declarations of: • any static type named n imported by a static-import-on-demand declaration in c; • any top level type (§7.6) named n declared in another compilation unit (§7.3) of p; • any type named n imported by a type-import-on-demand declaration (§7.5.2) in c. Example 6.4.1-1. Shadowing of a Field Declaration by a Local Variable Declaration class Test { static int x = 1; public static void main(String[] args) { int x = 0; System.out.print("x=" + x); System.out.println(", Test.x=" + Test.x); } }



This program produces the output: x=0, Test.x=1



This program declares: • a class Test • a class (static) variable x that is a member of the class Test • a class method main that is a member of the class Test • a parameter args of the main method • a local variable x of the main method Since the scope of a class variable includes the entire body of the class (§8.2), the class variable x would normally be available throughout the entire body of the method main. In this example, however, the class variable x is shadowed within the body of the method main by the declaration of the local variable x. A local variable has as its scope the rest of the block in which it is declared (§6.4); in this case this is the rest of the body of the main method, namely its initializer "0" and the invocations of System.out.print and System.out.println.



137



6.4.2



Obscuring



NAMES



This means that: • The expression x in the invocation of print refers to (denotes) the value of the local variable x. • The invocation of println uses a qualified name (§6.6) Test.x, which uses the class type name Test to access the class variable x, because the declaration of Test.x is shadowed at this point and cannot be referred to by its simple name. The keyword this can also be used to access a shadowed field x, using the form this.x. Indeed, this idiom typically appears in constructors (§8.8): class Pair { Object first, second; public Pair(Object first, Object second) { this.first = first; this.second = second; } }



Here, the constructor takes parameters having the same names as the fields to be initialized. This is simpler than having to invent different names for the parameters and is not too confusing in this stylized context. In general, however, it is considered poor style to have local variables with the same names as fields. Example 6.4.1-2. Shadowing of a Type Declaration by Another Type Declaration import java.util.*; class Vector { int val[] = { 1 , 2 }; } class Test { public static void main(String[] args) { Vector v = new Vector(); System.out.println(v.val[0]); } }



The program compiles and prints: 1



using the class Vector declared here in preference to the generic class java.util.Vector (§8.1.2) that might be imported on demand.



6.4.2 Obscuring A simple name may occur in contexts where it may potentially be interpreted as the name of a variable, a type, or a package. In these situations, the rules of §6.5 138



NAMES



Obscuring



6.4.2



specify that a variable will be chosen in preference to a type, and that a type will be chosen in preference to a package. Thus, it is may sometimes be impossible to refer to a visible type or package declaration via its simple name. We say that such a declaration is obscured. Obscuring is distinct from shadowing (§6.4.1) and hiding (§8.3, §8.4.8.2, §8.5, §9.3, §9.5). The naming conventions of §6.1 help reduce obscuring, but if it does occur, here are some notes about what you can do to avoid it. When package names occur in expressions: • If a package name is obscured by a field declaration, then import declarations (§7.5) can usually be used to make available the type names declared in that package. • If a package name is obscured by a declaration of a parameter or local variable, then the name of the parameter or local variable can be changed without affecting other code. The first component of a package name is normally not easily mistaken for a type name, as a type name normally begins with a single uppercase letter. (The Java programming language does not actually rely on case distinctions to determine whether a name is a package name or a type name.) Obscuring involving class and interface type names is rare. Names of fields, parameters, and local variables normally do not obscure type names because they conventionally begin with a lowercase letter whereas type names conventionally begin with an uppercase letter. Method names cannot obscure or be obscured by other names (§6.5.7). Obscuring involving field names is rare; however: • If a field name obscures a package name, then an import declaration (§7.5) can usually be used to make available the type names declared in that package. • If a field name obscures a type name, then a fully qualified name for the type can be used unless the type name denotes a local class (§14.3). • Field names cannot obscure method names. • If a field name is shadowed by a declaration of a parameter or local variable, then the name of the parameter or local variable can be changed without affecting other code. Obscuring involving constant names is rare: • Constant names normally have no lowercase letters, so they will not normally obscure names of packages or types, nor will they normally shadow fields, whose names typically contain at least one lowercase letter. • Constant names cannot obscure method names, because they are distinguished syntactically.
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Determining the Meaning of a Name
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6.5 Determining the Meaning of a Name The meaning of a name depends on the context in which it is used. The determination of the meaning of a name requires three steps: • First, context causes a name syntactically to fall into one of six categories: PackageName, TypeName, ExpressionName, MethodName, PackageOrTypeName, or AmbiguousName. • Second, a name that is initially classified by its context as an AmbiguousName or as a PackageOrTypeName is then reclassified to be a PackageName, TypeName, or ExpressionName. • Third, the resulting category then dictates the final determination of the meaning of the name (or a compile-time error if the name has no meaning). PackageName: Identifier PackageName . Identifier TypeName: Identifier PackageOrTypeName . Identifier ExpressionName: Identifier AmbiguousName . Identifier MethodName: Identifier AmbiguousName . Identifier PackageOrTypeName: Identifier PackageOrTypeName . Identifier AmbiguousName: Identifier AmbiguousName . Identifier The use of context helps to minimize name conflicts between entities of different kinds. Such conflicts will be rare if the naming conventions described in §6.1 are followed. Nevertheless, conflicts may arise unintentionally as types developed by different
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Syntactic Classification of a Name According to Context



6.5.1



programmers or different organizations evolve. For example, types, methods, and fields may have the same name. It is always possible to distinguish between a method and a field with the same name, since the context of a use always tells whether a method is intended.



6.5.1 Syntactic Classification of a Name According to Context A name is syntactically classified as a PackageName in these contexts: • In a package declaration (§7.4) • To the left of the "." in a qualified PackageName A name is syntactically classified as a TypeName in these contexts: • In a single-type-import declaration (§7.5.1) • To the left of the "." in a single-static-import declaration (§7.5.3) • To the left of the "." in a static-import-on-demand declaration (§7.5.4) • To the left of the " 
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